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In this paper, we propose a generic text summarization method that generates summaries 
of Turkish texts by ranking sentences according to their scores. Sentence scores are 
calculated using their surface level features, and summaries are created by extracting the 
highest ranked sentences from the original documents. In order to extract sentences which 
form a summary with an extensive coverage of the main content of the text and less 
redundancy, we use features such as term frequency, key phrase, centrality, title similarity 
and sentence position. The sentence rank is computed using a score function that uses its 
feature values and the weights of the features. The best feature weights are learned using 
machine learning techniques with the help of human constructed summaries. Performance 
evaluation is conducted by comparing summarization outputs with manual summaries of 
two newly created Turkish data sets. This paper presents one of the first Turkish 
summarization systems, and its results are promising. We introduce the usage of key 
phrase as a surface level feature in text summarization, and we show the effectiveness of 
the centrality feature in text summarization. The effectiveness of the features in Turkish 
text summarization is also analyzed in detail. 
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1. INTRODUCTION  

In past, retrieving any information about a subject was 
hard because of lack of resources. However, today, 
resources have increased in an uncontrolled manner by the 
exponential growth of world-wide web. Due to huge 
amount of information on the Internet, information 
retrieval technologies have become more popular for 
finding relevant information effectively. Text search 
engines return hundreds or even thousands of pages as a 
result of which people are overwhelmed to identify which 
page corresponds to their needs. Therefore, there is an 
increasing need for new technologies that help users to 
access the desired and relevant information quickly. 
Presenting the documents with their summaries will 
smooth the process of finding the desired documents. Text 
search and summarization are the necessary technologies 
to reduce the access time for information. Text search 
engines filter the pages according to the user query and 
generate an initial set of relevant documents, and text 
summarizers generate the summaries of documents that 

enable users quickly identify the contents of documents in 
order to determine the final set of relevant documents [1].  

A document generally consists of several topics. Some 
topics are explained deeply by many sentences, and 
therefore they form the main content of the document. 
Other topics may just be briefly described and supplied to 
make the whole story more complete. A good generic 
summary should cover the major topics of the text as 
much as possible while keeping redundancy to a 
minimum.  

An automatic text summarization system takes a 
document (or documents) as input and presents a well-
formed summary by extracting the essence of the 
document(s) [2]. In text summarization, we can use 
sentence extraction or abstraction method. Abstraction is 
a method for novel phrasing describing the content of the 
text which requires heavy machinery from natural 
language processing, including grammars and lexicons 
for parsing and generation. Extraction is a method for 
determining salient text units (typically sentences) by 
looking at the text unit’s lexical and statistical relevance 



or by matching phrasal patterns [3]. We cannot say that 
one of the approaches is absolutely better than the other.  
Abstraction approaches provide sophisticated summaries 
and adapt well to high compression rates while extraction 
approaches are easy to adapt larger sources although the 
resulting summaries may be incoherent. The text 
summarization system presented in this paper uses the 
extraction method. 

Key phrases are considered as condensed versions of 
documents and short forms of their summaries. Therefore, 
it is possible to think of them as a set of phrases 
semantically covering most of the text. In spite of the 
obvious relations between key phrases and summaries, 
the usage of key phrases in text summarization has not 
been investigated. In our text summarization system, we 
use key phrases as sentence features that contribute to the 
scores of sentences, and we show that key phrase feature 
is one of the effective features. 

In this paper, we propose a generic text summarization 
method that creates summaries of Turkish texts by ranking 
and extracting valuable sentences from the original 
documents. This method uses surface level sentence 
features such as term frequency, key phrase and centrality. 
In addition, the position of sentences in the original 
document and existence of title keywords in sentences are 
some of the heuristic approaches that are used to generate 
summaries. Our method aims to rank the sentences in the 
document and extract the higher ones in order to generate 
a summary with an extensive coverage of the main content 
of the document. A score function of the mentioned 
features is used to rank the sentences, and machine 
learning techniques are used to determine the optimal 
combination of coefficients of these features. Performance 
evaluation is conducted by comparing summarization 
outputs with manual summaries generated by human 
evaluators. ROUGE evaluation technique [4] is used to 
compare summarization outputs with human generated 
summaries in addition to the usage of an intrinsic 
evaluation technique with one of our data sets. The 
effectiveness of each feature in text summarization is also 
analyzed in detail. 

The contribution of our study is the construction of a 
single document summarization system for Turkish texts 
by observing the effects of sentence features to form a 
good summary. The presented Turkish text summarization 
system is one of the first Turkish text summarization 
systems, and its results are promising. The effects of 
different feature combinations in Turkish text 
summarization are evaluated in order to determine the 
effective features in Turkish text summarization. 
Moreover, summarization studies on Turkish texts are not 
sufficient, and there is no corpus for Turkish 

summarization systems. In this study, we used two data 
sets in order to test the performance of our summarization 
system. The first data set is a collection of 120 newspaper 
articles, and their summaries are created by human 
evaluators. The human evaluators picked important 
sentences from those newspaper articles in order to create 
their summaries. The second data set is a collection of 100 
Turkish journal articles, and their summaries are created 
by the authors of those articles. With these two data sets, 
this study contributes the researchers who want to study 
text summarization on Turkish texts. 

Although the most of the words of a document 
contributes the meaning of the document, nouns contribute 
more than any other word class. For this reason, our 
features mainly depend on nouns appearing in documents. 
Furthermore, Turkish is an agglutinative language, and a 
word can have many different forms. In order to treat the 
different forms of a word as a same word, we use a 
Turkish stemmer to determine the root words. 

The remaining parts of the paper consist of four 
sections. Section 2 describes the related work in text 
summarization, and Section 3 describes the proposed 
technique and the summarization system. Section 4 
presents the performance evaluations, and Section 5 
concludes the paper by summarizing the study and gives 
some future work.  

 

2. RELATED WORK 

Text summarization has been studied since 1950s [5] and 
a variety of summarization methods has been proposed 
and evaluated. There are two ways of summarization: 
abstraction and sentence extraction. In fact, majority of 
researches have focused on summary extraction, which 
selects the pieces such as keywords, sentences or even 
paragraphs from the source in order to generate a 
summary. Abstraction can be described as “reading and 
understanding the text to recognize its content which is 
then compiled in a concise text.” [6]. Hovy & Lin 
distinguished summaries as indicative vs. informative; 
generic vs. query-based; single-document vs. multi-
document [7].  Our proposed summarization system can 
be categorized as a generic single-document 
summarization system that uses sentence extraction. 
 Text summarization methods can also be categorized 
as supervised and unsupervised methods. The supervised 
methods require the data sets containing the documents 
and their human-generated summaries. They learn their 
summarization models from these data sets, and they use 
these models in the summarization of other documents. 
The unsupervised methods do not require any training data 
[1]. Our generic text summarization system can be 



categorized as a supervised method since it learns the 
feature weights from our data sets. 

Lin studied a selection function for extraction and used 
a machine learning algorithm to automatically learn good 
features coming from several heuristics [8]. On the other 
hand, Yeh & Ke used Latent Semantic Analysis (LSA) 
approach for extraction and compared the results with the 
feature extraction algorithm [2]. Gong and Liu also 
worked on summarization by using relevance measure and 
LSA [1]. Mihalcea proposed an unsupervised method 
named TextRank [9] which is a graph based ranking 
algorithm, and the sentences that are recommended by 
other sentences are selected into a summary [10]. Erkan 
and Radev also uses a graph based ranking algorithm in 
their summarization system [11]. 

Barzilay and Elhadad [12] describe a summarization 
system based on lexical chains of words. A lexical chain 
for a set of words is created if those words are 
semantically related. Therefore semantic relations among 
the words play a role in sentence extraction. Brunn et al. 
[13]  and Doran et al. [14] also use semantic relations 
among the words in their summarization systems. In order 
to improve the sentence selection, Ercan and Cicekli [15] 
use the clusters of lexical chains instead of lexical chains 
alone. These text summarization methods use semantic 
features in text summarization.  

Some summarization systems generate a single 
summary of multiple documents on the same subject. This 
is known as multi-document summarization [16]. Since 
the same sentence may appear in a slightly different form 
in other documents, the multi-document summarizers 
should eliminate the other forms of the sentence in order 
to get a concise summary. 

The summarization system described in this paper 
extracts the sentences depending on their surface level 
features. An original feature that is tried for our Turkish 
summarization is the key phrase feature. The weights of 
features are determined with the help of machine learning 
techniques. 
 

3. GENERIC TEXT SUMMARIZATION SYSTEM 

In this section, we propose a method that creates generic 
summaries by selecting valuable sentences with the help 
of a score function. This score function takes into account 
several kinds of document features, including term 
frequency, key phrase, and sentence positions in the 
original text, centrality and existence of title keywords in 
the sentences in order to generate summaries. First of all, a 
document is decomposed into individual sentences for 
further score computation. Later on, sentences are ranked 
to emphasize the significance of different sentences. 

Finally, the top scored sentences are selected in the order 
they appear in the original document in order to generate a 
well-formed summary. The weights of the features are 
calculated with the help of a training set. Figure 1 gives 
the main structure of our generic text summarization 
system. The details of features and summary generation 
are explained in following subsections. 
  

3.1. Features and feature selection 

In order to find the score of a sentence S, indicating the 
degree whether it belongs to the summary or not, five 
features are used in the score calculation. These features 
depend on the surface level clues of sentences.  Before the 
score of a sentence is computed, these feature values must 
be computed for the sentence. 

 
f1 - Term Frequency (TF): The term frequency of a term 
in a given document is simply the number of occurrences 
of the term in that document.  

In our case, only nouns are considered as terms. We 
use the stems of nouns, and two different nouns are treated 
as the same noun if their stems are equal. For example, 
since the Turkish nouns masada (table in the locative 
form) and masanın (table in the genitive form) have the 
same stem masa (table), they are treated as same. In order 
to find the nouns in a sentence and their stems, Zemberek, 
which is an open source ongoing study on Turkish 
Language, is used in this paper [17].  

After the term frequencies of all nouns in the sentence 
are found, the term frequency score of a sentence S is 
computed as follows: 
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Figure 1. Structure of the Text Summarization System 



where m is the number of nouns in the sentence S. To 
avoid the bias of the sentence length, the summation of TF 
scores of the nouns in the sentence is normalized by the 
length of the sentence, which is the number of nouns in 
the sentence. 
 The important sentences of a document contain high 
frequency nouns. So, this feature increases the likelihood 
of a sentence containing high frequency nouns to be 
included in the summary. Of course, the effect of this 
feature is learned from the training data. 

 
f2 - Title Similarity (TS): Titles contain groups of words 
that give important clues about the subjects of documents. 
Therefore, if a sentence S has higher intersection with the 
title words than others, then we can assume that S is more 
important than others. Hence, we can formalize TS score 
of a sentence S as follows: 

titletheinwordsSinwords
titletheinwordsSinwords

SScore f
U
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In order to find the title similarity score of a sentence S, 
the number of words in the intersection of the sentence 
words and the title words is divided by the number of 
words in their union. If a title word appears more than 
once in the sentence, its occurrence is assumed to be 1. In 
the computation of this feature, we consider all title 
words (not only nouns) as words. We again use the stems 
of the words, and the stems of the words are found using 
Zemberek stemmer. 

 
f3 - Key Phrases (KP): Since words are the essential 
elements of a sentence, the more content-covering 
keywords a sentence has, the more important it is. Key 
phrases are short noun phrases that capture the main 
topics discussed in a given document. Using this feature, 
it is expected to select the sentences which capture the 
main topics of the document to be included in the 
summary.  

In order to evaluate key phrase scores of sentences, 
the key phrases of the document are required. The key 
phrases of a document are found by the key phrase 
extraction system described in [18]. However, the number 
of key phrases should be limited for summarization 
because a high amount of key phrases decreases the 
importance of key phrases. Therefore, we limited our key 
phrase number to 10. All key phrases of a document can 
have same weight or they can have different weights. We 
decided to use the second approach in order to reward the 
sentences containing the most important key phrases. The 
key phrase extraction system in [18] returns the key 
phrases with their values. The higher value means that the 

phrase is a more important key phrase. The key phrase 
extraction system returns the phrases with the top values 
as the key phrases. The values of the top ten key phrases 
are used in the computation of the key phrase score of a 
sentence. 

For a sentence S, the key phrase score is defined as 
follows:  

Sinnounsofnumber
SinkeyphrasesofvaluestheofsummationSScoref =)(3

 

In order to compute the key phrase score of a sentence, the 
summation of the values of the key phrases appearing in 
the sentence is found. Then, the result is divided by the 
number of nouns in S in order to avoid the bias of the 
sentence length. 
 
f4 - Sentence Position (SP): Locations of sentences are 
important in order to get a well-formed, easy-
understandable document. Sentences at the beginning of 
the texts give the general information of the document 
which are suitable to form a summary. The sentences in 
the middle of the documents are details about the 
document which we need them less in a summary. 
Therefore, we can say that important sentences, which 
should be included in the summary, are usually located at 
the begining positions of the document [2]. In fact, a 
simple baseline summarization system always selects the 
first sentences of the document in order to form its 
summary, and the performance of this simple 
summarization system is quite satisfactory.  

In order to formalize the sentence position, we give a 
position value Pi (Pi is equal to i, and the position of the 
first sentence is 0) to each sentence. Then, in order to give 
higher scores to the first sentences, we use the following 
formula which gives the position score of a sentence S. 

R
PRSScore i

f
−
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where R is the total number of sentences in the 
corresponding document. Thus, the position score of the 
first sentence is 1, and the position score of the last 
sentence in the document is 1/R. The position values of 
the other sentences are between these two values. 
 
f5 - Centrality (C): The centrality of a sentence implies 
its similarity to others, which can be measured as the 
degree of vocabulary overlapping between the sentence 
and other sentences. If a sentence has high centrality, then 
we can use that sentence in the summary to introduce 
many topics of the document. Therefore, high centrality 



sentences are more preferable in summary than low 
centrality sentences.  

In order to find the centrality score of a sentence S, 
the following formula is used. 

sentencesotherinwordsSinwords
sentencesotherinwordsSinwords

SScore f
U

I
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The centrality score of a sentence is the division of the 
number of words in the intersection of the words of S and 
the words of other sentences with the number of words in 
their union. Again, we use the stemmed nouns as words 
in the computation of the value of this feature. 

 

3.2.  Summary Generation 

In order to extract the summary of a given document, first 
the sentences of the document are identified. In the 
determination of the sentences, the simple heuristics are 
used. For example, one of the heuristics says that a dot 
marks the end of a sentence unless it cannot be a part of a 
token. The dot in a real number is a part of that real 
number. 

After the sentences of the document are identified, the 
score of each sentence is computed. The feature scores of 
sentences are normalized to have a value between 0 and 1. 
For a sentence S, the following weighted score function is 
used to combine all the feature scores of the sentence.  
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In this formula, wi indicates the weight of the feature fi, 
and each weight is a real number between 0 and 1. The 
weight of a feature indicates the contribution of that 
feature in the computation of the sentence score.  

The score function is trained by using machine 
learning techniques in order to obtain a suitable 
combination for feature weights. For this aim, a training 
set which consists of documents and their human-
generated summaries are used. For this training set, all 
possible weight combinations between 0 and 1 with 
increments of 0.01 are experimented.  Then, the one that 
generates highest average recall result for the training set 
is selected. The weights of features are presented in the 
evaluation part.  

After finding the scores of all sentences of a document, 
the sentences are ranked according to their scores and 
top-ranked sentences are selected to form a summary. The 
selected sentences are sorted according to their order in 
the document in order to have a well-formed summary.  

 

4.  EVALUATION 

In this section, we describe our corpus and evaluation 
techniques, and we present the evaluation results of our 
summarization system.  
 

4.1.   Data corpus 

We prepared two data sets for the evaluation of our 
Turkish summarization system. The first data set is a 
collection of 120 newspaper articles. Independent human 
annotators, who are senior and graduate students, helped 
us to construct this corpus. Each annotator selected news 
articles independently without any restriction on the 
subject and sources of the news. We obtained articles in 
the domain of politics, sports, economy, entertainment, 
etc. They are collected from online Turkish newspapers 
such as Milliyet News, Hurriyet News, Zaman News and 
some other news portals. Also there was no restriction on 
the size of summaries. Hence, we get a chance to observe 
the size of a summary that humans think considerable. 
Human annotators created summaries by selecting the 
sentences from newspaper articles. The second column of 
Table 1 shows statistics of the newspaper data set. 
 The second data set is a collection of 100 Turkish 
journal articles. Most of the articles are selected from 
Turkish humanities journals. We used the abstracts of the 
articles that are given by the authors as their human-
generated summaries. Of course, the sentences in these 
abstracts are the authors’ sentences, and they may not 
appear in the articles. The third column of Table 1 shows 
statistics of the journal data set. 

TABLE 1. Statistics of the corpus 

Property Newspaper 
Data Set 

Journal 
Data Set 

Sentences per document 19.83 147.28 
Sentences per manual 
summary 

4.86 6.65 

Words per document 329.49 2939.22 
Words per manual summary 132.64 133.77 
Words per document sentence 16.61 19.95 
Words per manual summary 
sentence 

27.25 20.11 

  
The number of words in an average manual summary 

is almost same in both data sets although the number of 
sentences in them is different. In the newspaper data set, 
the size of an average summary is 40% of the original 
newspaper article. On the other hand, the size of an 



average summary in the journal data set is 5% of the 
original article.  

The data corpus is one of the main contributions of this 
study since there is not enough study on Turkish and there 
is no reference summary data corpus for Turkish. Our 
corpus is available to the ones who want to study in this 
field and need data corpus.  

 

4.2.   Performance evaluation   

We performed a set of evaluations in order to test the 
performance of our system. One of the evaluations is done 
to determine the effectiveness of each feature when it is 
used alone in text summarization. This evaluation is done 
for both data sets. The second evaluation is done to 
measure the overall effectiveness of the system when all 
features are used in the summarization process. Of course, 
the weights of the features are learned from training sets. 
Since we used two-fold cross validation, half of each data 
set is used in the training phase, and the other half is used 
for testing. 
 We used two different evaluation methods in our 
experiments. ROUGE evaluation techniques are used for 
both of our data sets. Since the sentences of the manual 
summaries in the newspaper data set are picked from the 
original text by human annotators, we also used the 
intrinsic evaluation method. 

Intrinsic evaluation judges the quality of a machine 
generated summary based on the correspondence between 
the generated summary and the human generated 
summary. We have used precision, recall, and f-measure 
to judge the coverage between manual and machine 
generated summaries. If we assume that T is the set of 
sentences of a manual summary and S is the set of 
sentences of a machine generated summary, precision, 
recall and f-measure can be defined as follows: 
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Precision is the fraction of the number of correctly 
selected sentences divided by the number of all sentences 
in the machine generated summary. Recall is the fraction 
of the number of correctly selected sentences divided by 
the number of all sentences in the human generated 
summary. F-measure, harmonic mean of precision and 

recall, provides a method for combining precision and 
recall scores into a single value. 

Our second evaluation methodology is ROUGE 
(Recall-Oriented Understudy for Gisting Evaluation) [4] 
which is one of the most popular summarization 
evaluation methodologies. ROUGE calculates the recall of 
text units using N-grams, LCS (longest common 
subsequences) and weighted longest common 
subsequences. All of these metrics are aimed to find the 
percentage of overlap between system-generated 
summaries and human-generated summaries. ROUGE-N 
score is the percentage of overlap calculated using N-
grams. ROUGE-L score is calculated using LCS and 
ROUGE-W score is calculated using weighted LCS. In 
ROUGE evaluations, we give our results in terms of 
ROUGE-1, ROUGE-2, ROGUE-L, and ROUGE-W. 

 

4.2.1.   Effectiveness of each feature 

Our first evaluation is the measurement of the 
effectiveness of each feature when it is the only feature 
that is used in the summarization process. This evaluation 
corresponds to setting the weight of that feature to 1 and 
the weights of other features to 0. The results of this 
evaluation indicate which simple generic text 
summarization system based on a single feature performs 
better. 
 In this evaluation, there is no training phase and the 
results are obtained from all articles in the data sets. We 
obtained ROUGE scores for both data sets, and we also 
obtained intrinsic evaluation results for the newspaper data 
set. 

TABLE 2. Intrinsic evaluation results of each feature 
tested individually for the newspaper data set. 

Feature precision recall f-measure
Term Frequency (TF) 0.363 0.284 0.292 
Title Similarity (TS) 0.346 0.282 0.286 
Key Phrase (KP) 0.313 0.239 0.248 
Sentence Position (SP) 0.393 0.298 0.314 
Centrality (C) 0.274 0.206 0.214 

 
Table 2 gives intrinsic evaluation results when each 

feature is tested separately. According to f-measure results 
in Table 2, sentence position is the best feature when a 
single feature is used in the summarization process. This 
result is consistent with the summarization literature, and a 
simple baseline generic text summarization uses only 
sentence position feature by selecting the first sentences 
into the summary. Next best features are term frequency 



and title similarity. Although centrality feature is not a 
good feature according to the results in Table 2, it is a very 
good feature according to ROUGE evaluation results. The 
reason for this can be that the sentences in human-
generated summaries are also selected from the texts and a 
sentence in system-generated summary contributes fully if 
it matches to a sentence in a human-generated summary. 
On the other hand, its contribution is 0, if they do not 
match. In other words, there are no credits for partial 
matches. In ROUGE evaluation, the partial matches also 
contribute to the score. ROUGE scores indicate that 
centrality feature helps to select sentences similar to the 
sentences in human-generated summaries. 

TABLE 3. ROUGE evaluation results of each feature 
tested individually for the newspaper data set. 

Feature rouge-1 rouge-2 rouge-L rouge-W

Term Frequency (TF) 0.368 0.314 0.327 0.109 
Title Similarity (TS) 0.410 0.351 0.363 0.124 
Key Phrase (KP) 0.369 0.303 0.323 0.107 
Sentence Position (SP) 0.515 0.484 0.492 0.177 
Centrality (C) 0.564 0.487 0.507 0.164 

TABLE 4. ROUGE evaluation results of each feature 
tested individually for the journal data set. 

Feature rouge-1 rouge-2 rouge-L rouge-W

Term Frequency (TF) 0.151 0.015 0.116 0.037 
Title Similarity (TS) 0.209 0.022 0.154 0.047 
Key Phrase (KP) 0.209 0.022 0.154 0.047 
Sentence Position (SP) 0.222 0.025 0.165 0.051 
Centrality (C) 0.329 0.044 0.247 0.073 

 
Table 3 and Table 4 give ROUGE evaluation results of 

the newspaper data set and the journal data set 
respectively when each feature is tested separately. 
According to ROUGE-1, ROUGE-2 and ROUGE-L 
scores in both data sets, centrality feature is the best 
feature, and sentence position feature is the second best 
feature when each feature is used individually. Although 
ROUGE-W score of sentence position is higher than the 
score of centrality feature in the newspaper data set, the 
centrality score is still the best score in the journal data set.  
Since the differences between ROUGE scores of these two 
features are much higher in the journal data set, the 
centrality feature is much effective in the summarization 
of longer documents. These results are not surprising 
because humans put the important sentences at the 

beginning of the documents, and the sentences that have 
more common parts with other sentences in the documents 
are also important sentences. 

The third best feature is title similarity feature 
according to ROUGE scores in Table 3 and Table 4. Since 
the key phrase feature scores catch up the title similarity 
feature results in the journal data set, the key phrase 
feature is also an effective feature in longer documents. 
The results indicate that term frequency feature is the least 
effective feature when each feature is used separately.  

 

4.2.2.  Overall evaluation of the summarization system 

In order to evaluate the effectiveness of our summarization 
system when all features are used together, we tested our 
system on both data sets. In our evaluations, we used two-
fold cross validation method. In two-fold cross validation, 
the data set is separated into two sets. The system is 
trained with the first set to learn the optimum weights for 
the features, and it is tested with the second test set using 
these optimum weights. Then the system is trained with 
the second set, and it is tested with the first set in the two-
fold cross validation. The averages of the results of these 
two training-test phases are presented as the evaluation 
results. 
 With the newspaper data set, we used both intrinsic 
evaluation and ROUGE evaluation methodology. We 
learned the optimum weights for the features during the 
training phase of the intrinsic evaluation, and we used 
these weights in both the intrinsic and ROUGE evaluation 
of the test set. In order to find the optimal weights for the 
features, all possible combinations in range 0 to 1 were 
tested with the training set. The weights that maximize 
recall value were selected as optimum values. During the 
training, the size of the system-generated summaries was 
set to the average length of the human-generated 
summaries in the training set. 

With the journal data set, we obtained our results using 
two-fold cross validation again, and we use a similar 
approach. In this case, we selected the weights that 
maximize ROUGE-L value for the training set as optimum 
values. These optimum values were used in the ROUGE 
evaluation of the test set. 

Table 5 gives the optimum weights for the newspaper 
data set and the journal data set. These values are the 
average values of the two training phases during two-fold 
cross validations. The optimum weights for the newspaper 
data set are obtained during the intrinsic evaluation by 
maximizing the recall value, and the average value for 
maximum recall values is 0.438 for the training sets. The 
optimum weights for the journal data set are obtained 
during the ROUGE evaluation by maximizing ROUGE-L 



value, and the average value for maximum ROUGE-L 
values is 0.387 for the training sets. For the newspaper 
data set, term frequency, title similarity and sentence 
position are the main contributors. On the other hand 
centrality feature is the main contributor for the journal 
data set. 

TABLE 5. Optimum feature weights for the data sets. 

Feature newspaper data set 
optimum weights 

journal data set
optimum weights

Term Frequency (TF) 0.330 0.075 
Title Similarity (TS) 0.280 0.150 
Key Phrase (KP) 0.070 0.050 
Sentence Position (SP) 0.250 0.125 
Centrality (C) 0.070 0.600 

 
 We obtained the intrinsic and ROUGE evaluation 
results for the newspaper data set using two-fold cross 
validation, and the results are given in Table 6 and Table 
7, respectively. We also obtained ROUGE evaluation 
results for the journal data set, and they are given in Table 
8. The values given in the tables are the averages of the 
results that are obtained during the evaluation of the test 
sets using the optimum feature weights obtained during 
the training phases. 

Each table gives the results for six different systems. 
The first one, allFeatures, uses all features in the creation 
of the summaries using the optimum feature weights. In 
other words, we use the score function in Section 3.2 with 
the optimum feature weights in order find the scores of 
sentences. The other five (withoutTF, withoutTS, 
withoutKP, withoutSP and withoutC) use only four 
features by dropping one feature in the score calculation of 
the sentences. For example, withoutTF uses 0 for the 
weight of term frequency feature, and the optimum 
weights for the remaining four features. With these tests, 
we see whether the effectiveness of the dropped feature 
can be captured by the remaining four features.  
 The intrinsic results in Table 6 indicate that the 
sentence position is an important feature, and the 
centrality feature is not a very important feature. But 
ROUGE results in Table 7 and Table 8 indicate that the 
centrality feature is a very important feature. The reason 
for this inconsistency between the results is that intrinsic 
method checks exact match of sentences. If there are two 
different sentences that have the same (or similar) 
meaning, and only one of them is in the human-generated 
summary, we will get a zero point for this mismatch when 
the other one is chosen by the text summarization system. 

However, it is obvious that using different sentences that 
have the same (or similar) meaning will not decrease the 
quality of the summary so much. In fact, this fact can be 
observed in ROUGE results in Table 7 and Table 8. 
 
TABLE 6. Intrinsic evaluation results using all features 
and all quadruple combinations of features for the 
newspaper data set. 
Features precision recall f-measure 

allFeatures 0.482 0.418 0.412 
withoutTF 0.423 0.360 0.359 
withoutTS 0.420 0.355 0.353 
withoutKP 0.481 0.419 0.413 
withoutSP 0.422 0.357 0.356 
withoutC 0.480 0.418 0.411 

TABLE 7. ROUGE evaluation results using all features 
and all quadruple combinations of features for the 
newspaper data set. 

Features rouge-1 rouge-2 rouge-L rouge-W

allFeatures 0.580 0.550 0.561 0.190 
withoutTF 0.547 0.515 0.530 0.181 
withoutTS 0.541 0.513 0.524 0.180 
withoutKP 0.559 0.534 0.543 0.187 
withoutSP 0.492 0.453 0.465 0.159 
withoutC 0.523 0.497 0.506 0.176 

TABLE 8. ROUGE evaluation results using all features 
and all quadruple combinations of features for the journal 
data set. 

Features rouge-1 rouge-2 rouge-L rouge-W

allFeatures 0.506 0.194 0.368 0.112 
withoutTF 0.506 0.193 0.369 0.113 
withoutTS 0.503 0.186 0.381 0.111 
withoutKP 0.504 0.190 0.367 0.112 
withoutSP 0.510 0.192 0.371 0.112 
withoutC 0.301 0.118 0.229 0.072 

 
 According to the results in Table 7, the biggest drops 
in ROUGE values occur when the sentence position 
feature is not used in the score calculation. The second 
biggest drops occur for the centrality feature. This means 
that other four features cannot capture the effectiveness of 
the sentence position feature for the newspaper data set. 



The same thing is true for the centrality feature.  Since the 
drops for other three features are not significant, we may 
conclude that the remaining features can capture the 
effectiveness of the missing feature.  The results in Table 
8 indicate that the centrality feature is the most important 
feature for the journal data set. If the centrality feature is 
not used, ROUGE results decrease significantly. 

When we look at the results in Table 7 and Table 8, 
ROUGE results for the newspaper data set are higher than 
the results for the journal data set. The reason for this is 
that the sentences in the human-generated sentences are 
also selected from the documents, and a correctly selected 
sentence in a system-generated summary contributes 
perfectly to ROUGE scores. But there is no chance to have 
a sentence of a human-generated summary selected into a 
system-generated summary because that sentence may not 
appear in the document of that summary. 

When we look at the big picture, we can say that the 
sentence position and centrality features are the most 
important features to form a good summary. However, 
ignoring the sentence position does not decrease ROUGE 
values, and this means that other features are also good 
enough. Despite the fact that the sentences selected by the 
users (intrinsic method) may not be selected by the 
system, the system-selected sentences become similar to 
the user-selected sentences by using the centrality feature. 
This explains the reason of having a big difference 
between the intrinsic results and ROUGE results for the 
centrality feature. The title similarity feature also acts like 
the centrality feature giving low results in the intrinsic 
method and higher values in ROUGE results. The term 
frequency feature has little effect on summary since the 
term frequency is also used for finding key phrases. 
Therefore, the key phrase feature may decrease its effect. 
Although key phrases have small effects on summary, 
this can be improved by developing a better extraction 
method for key phrases. The number of key phrases may 
also affect the result. We can claim that key phrase 
feature is a good feature that can be used in the generation 
of summaries. 

 

5.  CONCLUSION AND FUTURE WORK 

In this study, a generic text summarization system for 
Turkish texts is developed using sentences extraction 
method. The surface-level document features such as term 
frequency, title similarity, key phrases, position of the 
sentence in the document, and centrality of the sentence 
are used to determine the significance of the sentence. 
These document features are combined by a scoring 
function in which each feature has a different weight. The 
most suitable combination of feature weights is obtained 

by using the training corpus. This scoring function aims to 
rank sentences and the summary generation is performed 
by selecting the top-ranked sentences. In order to test the 
system, we used two data sets and two-fold cross 
validation methodology. We have obtained 0.561 and 
0.368 ROUGE-L scores for the newspaper and journal 
data sets, respectively when compression rate is the 
average compression rate for the test sets.  

Besides building a summarization system for Turkish 
articles working with high precision value, our data corpus 
is another main contribution of this study. Since there is 
not enough study on Turkish text summarization, the data 
corpus is available for researchers who study on Turkish 
language.    

 We have just made an introduction to Turkish text 
summarization by this study. Therefore, we have many 
future works to do after this study. We plan to focus on 
observing the effect of key phrases by changing the 
scoring function of the key phrase feature and the number 
of key phrases while trying different compression rates. 
We believe that the contribution of the key phrase feature 
can be as good as the centrality feature. 

Improving the existing document features and adding 
some new features such as cue phrases, conjunctions and 
answers of 5W1H ( Who, Where, Why, When, What and 
How) are also future work. Some words make the 
sentences more important than the others which can be 
seen as cue phrases. For instance, Turkish word “özetle” 
(as a conclusion) summarizes and concludes the document 
content and therefore its occurrences in the summary 
makes the summary more content-bearing. Moreover, 
news articles include the answers of questions “Who, 
Where, Why, When, What, How”.  As a characteristic of 
news articles, sentences that answer one of these questions 
are more important than others. Finding cue phrases, 
conjunctions and answers of 5W1H will make our study 
more specific work on Turkish language. 

Besides these, we plan to apply Latent Semantic 
Analysis (LSA) combined with document features to 
Turkish text summarization. We also plan to use other 
semantic based approaches to text summarization in 
Turkish text summarization systems. 
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