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ABSTRACT The prototype filter design problem is investigated for the filter bank multicarrier (FBMC)

system of the fifth generation (5G) physical-layer wireless communications. In order to further suppress

the side lobe energy within a certain frequency range, different constraint factors need to be introduced

to meet the various side lobe energy suppression demands. In this paper, we formulate a dual-objective

optimization problem which minimizes the stopband energy with constrained factors and subjects to the

ISI/ICI constraints. Considering the uncertain constrained factors, a suboptimization problem is proposed

by constraining the total stopband energy and the side lobe energy of the first segment to minimize the

side lobe energy of the second or the third segments. Then, the nested sequential quadratic program-genetic

algorithm (NSGA), one of the artificial intelligence (AI) aided algorithms, is introduced to obtain the optimal

solution of the dual-objective problem, in which the genetic algorithm (GA) is applied to acquire the optimal

constrained factors and the sequential quadratic program (SQP) is applied to acquire the optimal filter

coefficients. Numerical results validate that the proposed method can achieve orientated side lobe energy

suppression at specified segments for satisfying different side lobe energy suppression requirements with

the confirmed algorithm convergence.

INDEX TERMS Artificial intelligence (AI), filter bank multicarrier (FBMC), genetic algorithm (GA),

oriented side lobe energy suppression, prototype filter design.

I. INTRODUCTION

In order to meet the exponential growth of data traffic,

the upcoming fifth generation (5G) cellular communication

has the potential to deliver the gigabit experience to mobile

users [1], [2]. Multicarrier modulation (MCM) is an efficient

technique for 5G physical-layer wireless communication sys-

tems due to its flexibility, low complexity, and high spectral

efficiency [3], [4]. As one of the most critical representa-

tive MCM technologies, orthogonal frequency division mul-

tiplexing (OFDM) system has enjoyed its dominance for a

long time in modern digital communications [5]. However,

The associate editor coordinating the review of this manuscript and

approving it for publication was Guan Gui .

the OFDM system still has unsolved issues. More precisely,

the insertion of cyclic prefixes (CPs) and the large side lobe

in OFDM symbols result in a reduction of spectral efficiency,

and the use of rectangular pulse shape on each subcarrier

leads to high spectrum leakage and unreasonable degrees of

freedom [6]. This paper shifts attention on the filter bank

multicarrier (FBMC) system [7]. As an heir of the OFDM,

the FBMC system does not require CPs, and it has the capa-

bility to achieve flexible exploitation of frequency. Moreover,

compared with the OFDM system, it can bring advantages

of lower side lobe energy, higher data transmission rate, and

robustness to narrow-band interference [8]–[10].

The design of the prototype filter has been a core issue

in the research of the FBMC techniques. The filter banks
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in FBMC are composed of synthesis filters and analysis

filters, and both of them are originated from a spectrally

well-designed prototype filter. The synthesis filters at the

transmitter perform themulticarrier modulation, and the anal-

ysis filters is in charge of demodulation at the receiver.

Instead of a fixed rectangular pulse shaping window, FBMC

techniques use the well designed prototype-filter-based filter

banks to channelize the broadband of signal. Optimizing

various parameters of the waveform, the prototype filter can

be obtained with a higher freedom degree [11]. Moreover,

the spectrally well-designed prototype filter can improve

the system performance [12], such as the stopband atten-

uation, side lobe energy suppression, inter-channel inter-

ference (ICI) and inter-symbol interference (ISI) [13]. The

implementation of stopband energy minimization and side

lobe energy suppression can effectively improve the spectral

efficiency and frequency selectivity. Based on the improved

frequency selectivity, data transmission as well as chan-

nel sensing can be carried out simultaneously. However,

the ISI/ICI is at the expense of the increased stopband atten-

uation, and there is a tradeoff between the constraints of

the ISI/ICI and the stopband attenuation. Thus, it is vital

to design an excellent-quality prototype filter for FBMC

system.

The prototype filter designing methods are classified into

frequency sampling method, window function based method,

and direct optimization method of filter coefficients. In the

frequency sampling method and window function based

method, the coefficients of the prototype filter are expressed

as a closed-form mathematical formula with few adjustable

structural parameters as variables. In contrast, by optimiz-

ing all coefficients, the direct optimization method has the

potential to influence the filter performance, which is more

likely to obtain a better-quality prototype filter than the other

two design methods. Therefore, a few researches have been

conducted on the direct optimization method of filter coef-

ficients [11]. A constrained optimization model was con-

structed in the direct optimization method to minimize the

stopband energy of the filter and satisfy the nearly perfect

reconstruction (NPR) condition [14]–[16]. The established

optimization model of the direct optimization method is

usually highly nonlinear and nonconvex. As the number of

subchannels increases, the gradient calculations increase due

to the increased number of filter coefficients, which leads

to a high computational complexity and the global opti-

mum cannot be guaranteed in practice. The authors in [17]

employed the α-based branch and bound (αBB) algorithm to

reduce the unknown computational scale of the algorithm by

constrained approximation. The designed prototype filter has

lower stopband energy, however, the convergence time is dif-

ficult to accept in practice. Somemodifications of the existing

NPR filter were implemented in [18]. By setting the suitable

thresholds to the newly added constraints of the redesigned

optimization problem, the suboptimal filter coefficients could

be obtained using the active set method. Though the designed

prototype filter in [18] is able to provide better side lobe

energy suppression and keep the NPR property, the employed

active set method was easily influenced by the initial values

and debased the quality of the optimal solution. However,

in practical filter design applications, it is necessary to sup-

press the side lobe within specific frequency range while

ensuring that the total stopband energy is kept at a low level.

None of the above three proposedmethods adds the constraint

factors to achieve the oriented suppression of side lobe energy

in FBMC system.

In this paper, we propose an artificial intelligence (AI)

aided algorithm - the nested SQP-genetic algorithm (NSGA)

to solve the oriented side lobe energy suppression issue in the

design of FBMC filters, and the designed filters can achieve

a better frequency localization and effectively improve spec-

tral efficiency. The main contributions are summarized as

follows:
• A novel constraint factors based dual-objective proto-

type filter optimization problem is formulated to further

suppress the side lobe energy within certain frequency

range, and thus achieving oriented side lobe energy

suppression.

• Based on highly nonlinear and nonconvex charac-

teristics of the proposed direct optimization prob-

lem of filter coefficients, we introduce the typical AI

algorithm – genetic algorithm (GA) to obtain the best

solution, which has the global searching capability with-

out the assistance of specific areas.

• In order to optimize the three components of the con-

straint factor, and find out the relationship between each

component and the constraint intensity of the corre-

sponding side lobe segment, the NSGA is presented to

acquire the optimal solution.

• Simulation results show that the designed filter not only

achieves smaller stopband energy, but also effectively

reduces the side lobe energy within specific frequency

range.

The rest of this paper is organized as follows. In Section II,

a typical FBMC system is described, in which the filter

bank multicarrier with offset quadrature amplitude mod-

ulation (FBMC-OQAM) technique is utilized for subcar-

rier modulation and its derivation formula of ISI/ICI is

given. In Section III, we develop the dual-objective opti-

mization problem of the prototype filter design and introduce

the constraint factor. The NSGA algorithm is proposed to

get the optimal solution. The numerical results are given

in Section IV. Finally, the conclusions are summarized in

Section V.

II. FBMC SYSTEM MODEL WITH ISI/ICI

In this section, we introduce the FBMC-OQAM system [19],

which has the capacity to achieve maximum spectrum uti-

lization due to the overlapping property between adjacent

subcarriers, and give the ISI/ICI derivation formulas of

FBMC-OQAM system.
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FIGURE 1. FBMC-OQAM system model.

A. FBMC-OQAM SYSTEM MODEL

Fig. 1 illustrates the FBMC-OQAM system model, which

consists of a transmitter and a receiver. The input symbols

at the transmitter can be expressed as

xk (n) = ak (n) + jbk (n) , (1)

where the real and imaginary parts of the nth symbol in the k th

subcarrier are ak (n) and bk (n), respectively. The components

of in-phase and quadrature are staggered in time domain by

T/2, where T is the symbol period. Then, the symbols go

through a bank of transmission filters and are modulated

using N subcarrier modulators whose carrier frequencies are

1/T -spaced apart. The FBMC-OQAMmodulated signals are

represented as [20]

s(t) =
N−1
∑

k=0

+∞
∑

n=−∞
[ak (n) h (t − nT )

+jbk (n) h (t − nT − T/2)]ejkϕt , (2)

where h (t) is the impulse response of the prototype filter, and

ϕt = 2π t
T

+ π
2
. After that, the signals are modulated to radio

frequency (RF) band and transmitted as s(t).

In an ideal transmission channel, the received signals r(t)

should be equal to the transmitted signals s(t). After demod-

ulated from RF band, the signals are passed to the N matched

filters. The filtered signals are sampled with period T , and the

output signals are presented as

x̂k (n) = âk (n) + jb̂k (n), (3)

where âk (n) and b̂k (n) represent the real and imaginary parts

of the nth received symbol on k th subchannel, respectively,

and [21]

âk (n) =
∞
∑

n′=−∞

N−1
∑

k ′=0

∫ ∞

−∞
h(nT − t)

×
{

ak ′ (n′) h(t − n′T ) cos[(k ′ − k)ϕt ]

−bk ′ (n′)h(t − n′T − T/2) sin[(k ′ − k)ϕt ]
}

dt, (4)

and

b̂k (n) =
∞
∑

n′=−∞

N−1
∑

k ′=0

∫ ∞

−∞
h(nT − t + T/2)

×
{

ak ′ (n′) h(t − n′T ) sin[(k ′ − k)ϕt ]

−bk ′ (n′)h(t − n′T − T/2) cos[(k ′ − k)ϕt ]
}

dt. (5)

If the prototype filter satisfies the perfect reconstruction

(PR) conditions [22], the output signals at the receiver equals

the input signals at the transmitter, i.e.,

x̂k (n) = xk (n). (6)

Obviously, if the h(t) is assumed to be real and even, the PR

conditions are automatically satisfied [23].

B. THE FORMULA OF ISI/ICI IN FBMC-OQAM SYSTEM

The prototype filter should satisfy the PR conditions or pro-

vide NPR characteristics. However, the PR conditions are

not indispensable because it is satisfied only in an ideal

transmission system. Compared with the interferences caused

by nonideal transmission channels, the interferences obtained

from the NPR based filter banks are small enough. Moreover,

the designed NPR properties based filter is more efficient,

which can provide lower stopband energy than the designed

PR based filter when they have the same filter length. Let Iak,n
and Ibk,n denote the interferences of ISI/ICI to ak (n) and bk (n),

and their expected power are respectively represented as

Power(Iak,n)

= E[(âk (n) − ak (n))
2]

= E[(

∞
∑

n′=−∞

N−1
∑

k ′=0

∫ ∞

−∞
h (nT − t)

×{ak ′
(

n′) h
(

t − n′T
)

cos[
(

k ′ − k
)

ϕt ]

−bk ′ (n′)h(t−n′T − T/2) sin
[(

k ′−k
)

ϕt
]

}dt−ak (n) )2]

= E











∞
∑

n′=−∞

N−1
∑

k ′=0

Iak,n,k ′,n′ − ak (n)





2





, (7)

and

Power(Ibk,n) = E[(b̂k (n) − bk (n))
2]

= E











∞
∑

n′=−∞

N−1
∑

k ′=0

Ibk,n,k ′,n′ − bk (n)





2





, (8)

where Ia
k,n,k ′,n′ denotes the contribution of xk ′

(

n′) to âk (n)

and Ib
k,n,k ′,n′ denotes the contribution of xk ′

(

n′) to b̂k (n).
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Then we have

Iak,n,k ′,n′ = ak ′ (n′)C1
k,n,k ′n′ − bk ′ (n′)C2

k,n,k ′,n′ , (9)

where

C1
k,n,k ′,n′ =

∫ ∞

−∞
h(nT−t)h(t−n′T ) cos[(k ′−k)ϕt ]dt, (10)

C2
k,n,k ′,n′ =

∫ ∞

−∞
h (nT − t)h

(

t−n′
T− T

2

)

sin[(k ′−k)ϕt ]dt.

(11)

We replace h(t) with its discrete time version h(l), l =
0, 1, . . . ,Lp − 1 for the purpose of designing the filter in

the discrete time domain, where h(l) corresponds to the filter

impulse response at time lT/N , and Lp represents the dis-

crete time filter length. Then equations (10) and (11) can be

presented respectively as

C1
k,n,k ′,n′ =

Lp−1
∑

l=0

h(nN − l)h(l − n′N )

× cos[(k ′ − k)

(

2π l

TN
+ π

2

)

], (12)

C2
k,n,k ′,n′ =

Lp−1
∑

l=0

h(nN − l)h(l − n′N − N

2
)

× sin[(k ′ − k)

(

2π l

TN
+ π

2

)

]. (13)

Because of the randomness of information bits, ak ′
(

n′)

and bk ′
(

n′) are independent and symmetrical in the time-

frequency domain with unit power, i.e.,

E

[

ak ′
(

n′)2
]

= E

[

bk ′
(

n′)2
]

= 1, (14)

E
[

ak ′
(

n′)] = E
[

bk ′
(

n′)] = 0. (15)

From (9), (14) and (15), we can obtain

E

[

(Iak,n,k ′,n′ )
2
]

= (C1
k,n,k ′,n′ )

2
E

[

(ak ′
(

n′))2
]

+ (C2
k,n,k ′,n′ )

2
E

[

(bk ′
(

n′))2
]

− 2C1
k,n,k ′,n′C

2
k,n,k ′,n′E

[

ak ′
(

n′)]
E

[

bk ′
(

n′)]

= −2C1
k,n,k ′,n′C

2
k,n,k ′,n′E

[

ak ′
(

n′)]
E

[

bk ′
(

n′)] . (16)

If (k ′, n′) = (k, n), we have

C1
k,n,k ′,n′ =

Lp−1
∑

l=0

h(l)2, (17)

C2
k,n,k ′,n′ = 0. (18)

Therefore,

Iak,n,k,n = ak (n)

Lp−1
∑

l=0

h(l)2. (19)

Apparently, it should be satisfied that

Lp−1
∑

l=0

h(l)2 = 1, (20)

Iak,n,k,n = ak (n). (21)

If (k ′, n′) 6= (k, n), we have

Power(Iak,n)

= E











∞
∑

n′=−∞

N−1
∑

k ′=0

Iak,n,k ′,n′ − ak (n)





2






=
∞
∑

n′=−∞







N−1
∑

k ′=0,(k ′,n′)6=(k,n)

E

[

(Iak,n,k ′,n′ )
2
]







+ E

[

(Iak,n,k,n − ak (n))
2
]

=
∞
∑

n′=−∞







N−1
∑

k ′=0,(k ′,n′)6=(k,n)

E

[

(

Iak,n,k ′,n′

)2
]







. (22)

If all the symbols are independent and identically

distributed (i.i.d.) in time and frequency domain [17],

Power(Iak,n) and Power(Ibk,n) are independent of k, n. Then,

the level of the entire system’s ISI/ICI can be measured with

any choice of k, n. Without loss of generality, we set k ′ =
n′ = 0. Under normal circumstances, the ISI/ICI energy of

adjacent subcarriers and adjacent symbols is larger than that

of non-adjacent subcarriers and non-adjacent symbols [23].

In order to simplify the calculation, we set −1 ≤ k ≤ 1,

−1 ≤ n ≤ 1.

III. DIRECT OPTIMIZATION PROBLEM OF THE

FILTER COEFFICIENTS

A. A DUAL-OBJECTIVE OPTIMIZATION METHODOLOGY

In this subsection, we formulate the direct optimization prob-

lem related to the design of filter coefficients. The transition

between subchannels is located at the center of adjacent sub-

carriers when ω = 2π
N
, which means that there is only a slight

effect between adjacent subchannels. Moreover, we only con-

sider the stopband region in the objective function. In order to

limit the ISI/ICI energy, a lower threshold TH is introduced to

control the error rate of the transmitted and received signals

within a certain range for satisfying the design conditions

of the NPR filter. Based on the obtained relationship of

Power(Iak,n) = Power(Ibk,n), we only consider one of the

constraints. In this paper, we consider the ISI/ICI of real part

in our optimization problem.

An even and real filter h(l) with the length Lp is chosen that

has the NPR characteristics, i.e.,

h (l) = h
(

Lp − 1 − l
)

, l = 0, 1, . . . ,Lp − 1. (23)

The designed filter’s Fourier transform is

H
(

ejω
)

=
Lp−1
∑

l=0

h (l) e−jωl . (24)

Then, the designed filter’s magnitude response h(l) is

∣

∣

∣
H

(

ejω
)∣

∣

∣
=

∣

∣

∣

∣

∣

∣

Lp−1
∑

l=0

h (l) e−jωl

∣

∣

∣

∣

∣

∣

. (25)
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A classical optimization model of filter coefficients for

FBMC is generally to minimize the stopband energy, and

the optimization model is bounded by (20), (23), and the

constraint of ISI/ICI. Then the corresponding optimization

problem can be represented as P1:

P1 min
h

∫ π

ω0

∣

∣

∣

∣

∣

∣

Lp−1
∑

l=0

h (l) e−jωl

∣

∣

∣

∣

∣

∣

2

dω, (26a)

s.t. h (l) = h
(

Lp − 1 − l
)

, (26b)

Power(Iak,n) < TH , (26c)

Lp−1
∑

l=0

h(l)2 = 1, (26d)

where h = [h (0) , h (1) , . . . , h
(

Lp − 1
)

]T .

Furthermore, according to (26b), only half of the variables

are independent. Then we have

x = [x1, x2, . . . , xL]

=











[h(0), h(1), . . . , h(
Lp

2
− 1)]T , if Lp is even

[h(0), h(1), . . . , h(
Lp − 1

2
)]T , if Lp is odd

(27)

However, the classical model P1 cannot suppress the side

lobe within specific frequency range while ensuring that

the total stopband energy is kept at a low level. Hence,

we divide the stopband region represented as [ 2π
N

, π] into

three segments where the energy of each segment is P1, P2,

P3, given as

P1 =
∫ 2ω0

ω0

∣

∣

∣
H (ejω)

∣

∣

∣

2
dω,

P2 =
∫ 3ω0

2ω0

∣

∣

∣
H (ejω)

∣

∣

∣

2
dω,

P3 =
∫ π

3ω0

∣

∣

∣
H (ejω)

∣

∣

∣

2
dω. (28)

In order to achieve the oriented suppression of side lobe

energy and reduce the side lobe leakage, we propose a

dual-objective optimization model including two parts P2-1

and P2-2:

The inter optimization problem P2-1 is to minimize stop-

band energy under different constraint intensity, which is

bounded by the equation (20), (23), and the constraint of

ISI/ICI. The problem P2-1 is formulated as

P2-1 : min
h

(

α
T · P(h)

)

, (29a)

s.t. h (l) = h
(

Lp − 1 − l
)

, (29b)

Power(Iak,n) < TH , (29c)

Lp−1
∑

l=0

h(l)2 = 1, (29d)

where α = [α1, α2, α3]
T is a vector with three con-

strained components, h = [h (0) , h (1) , · · · , h
(

Lp − 1
)

]T ,

and P(h) = [P1,P2,P3]
T is side lobe energy.

It is known that different α has different constraint inten-

sity, the SQP algorithm is adopted to solve the optimization

model P2-1 with a known α. Then the corresponding hα

can be obtained through the SQP algorithm. Due to the fact

that the first segment is close to passband boundary and the

second/third segments are far from the passband boundary,

we focus on minimizing the side lobe energy of the sec-

ond/third segments under the constraint of total stopband

energy and side lobe energy of the first segment. The outer

optimization problem P2-2 is represented as

P2-2 : min
α

a · P2(hα) + b · P3(hα), (30a)

s.t. hα = SQP(α), (30b)

P1(hα) ≤ Q1, (30c)
3

∑

i=1

Pi(hα) ≤ Q, (30d)

where hα can be obtained using the SQP algorithm with

the input variable α, a, b ∈ [0, 1] represent the options of

two different optimization objectives, Q1 and Q represent the

constant constraint values of P1 and P, respectively. Based on

the above-obtained hα , the total stopband energy and the side

lobe energy of each segment can be calculated. In order to

optimize the constraint factor α and find out the relationship

between each component and the constraint intensity of cor-

responding side lobe segment, GA is proposed to solve the

optimization problem P2-2.

Three different optimal objective functions P2, P3, and

P2 + P3 can be chosen to optimize the constraint factor for

oriented side lobe energy suppression. Due to the similar

mathematical formulations betweenP2 andP3, for simplicity,

we choose P3 and P2 +P3 as the optimal objective functions

in this paper. According to the objective functionsP3 andP2+
P3, the corresponding fitness functions can be established

in GA.

B. THE NESTED SQP-GENETIC ALGORITHM

In this section, we propose the NSGA algorithm to solve

the above dual-objective optimization problem. As we all

known, the GA is one of the AI algorithms introduced by

Holland [24], which is inspired by the biological evolution

principle in nature with the help of the bio-inspired operators,

known as selection, crossover and mutation [25], [26]. The

GA-based optimization problem of prototype filter coeffi-

cients is described in detail below.

1) ENCODING

The populationN consists of a certain number of individuals

with encoded genes, these individuals represent the candidate

solutions of the dual-objective optimization problem. The

unique external manifestation (i.e., phenotype) of each indi-

vidual is owed to the fact that its chromosome carries a certain

feature, while the internal manifestation of the chromosome

(i.e., genotype) is a combination of certain genes.
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Therefore, we need to establish a mapping between phe-

notypes and genotypes through genetic encoding. Moreover,

the operation of genetic operators is also based on the genetic

level. In general, the most common encoding methods [26]

for each individual in GA is to form a binary vector with

a fixed length. Especially, based on the three constrained

components, the binary vector of each NSGA individual

is separated into three parts, and 12-bit binary encoding is

applied for each part. The entire encoded population N can

be denoted as

N = [p1, · · · , pi, · · · , pM ], (31)

where pi is the 36-bit encoded vector of each NSGA individ-

ual, and M is the number of population N .

2) FITNESS EVALUATION FUNCTION

Let fitness fi denote the adaptability of each individual in a

population [25], as the indicator of the evolutionary direction,

the fitness fi is the only part requiring the knowledge of our

optimization model. In this paper, based on the objective

functions P3 and P2 + P3 in problem P2-2, the formulas

for calculating NSGA individuals’ fitness in a population are

given as

fi,1 = 1

P3,i
,

fi,2 = 1

P2,i + P3,i
, (32)

where P2,i = P2(pi) and P3,i = P3(pi). According to (32),

the individual’s fitness fi,1 or fi,2 is proportional to the adapt-

ability of the individual, then the more promising individual

will be selected in natural selection.

The maximal fitness of individuals in the N sequences is

defined as

f ∗
1 = max

1≤i≤M
fi,1,

f ∗
2 = max

1≤i≤M
fi,2. (33)

3) MUTATION AND CROSSOVER OPERATION

Individuals in the population are crossed and mutated to

produce the new offspring. For the sake of controlling the

two evolutionary processes, the crossover and mutation are

often under a certain probability [27], denoted as Pc and Pm.

The traditional GA is inferior in the convergence speed and

the quality of solution due to a fixed probability applied in

crossover and mutation operators. In order to improve the

convergence speed and optimization ability of the NSGA,

the adaptive genetic operators [28] are applied, which may

help to escape from the local optimum. The operators mean

that if the population was trapped in the local optimum,

the crossover and mutation probability should increase cor-

respondingly, and if the solution space were too diver-

gent, the crossover and mutation probability should decrease

FIGURE 2. Illustration of crossover.

FIGURE 3. Illustration of mutation.

correspondingly. The expressions are given as

Pc =







Pc1 − (Pc1 − Pc2)(f − favg)

fmax − favg
, f > favg

Pc1, f < favg

Pm =







Pm1 − (Pm1 − Pm2)(f − favg)

fmax − favg
, f > favg

Pm1, f < favg

(34)

where the upper and lower bounds of crossover probability

are Pc1 and Pc2, respectively, the upper and lower bounds of

mutation probability are Pm1 and Pm2, respectively. Maximal

fitness value and average fitness value of individuals in a

population are fmax and favg, respectively.

The illustration of crossover and mutation operations are

depicted in Fig. 2 and Fig. 3. Taking the crossover process as

an example, white and black balls represent genes belonging

to parent A and parent B, respectively. Genes are separated

from the two parents by randomly selecting odd points, and

crossed-over by the adaptive genetic probability Pc to gener-

ate new descendants. The similar process can be adopted for

the mutation (see Fig. 3).

4) SELECTION OPERATION

In order to avoid the elitists of the current population being

omitted in the next generation, the elitist selection [29] and

roulette wheel selection [30] are used in our selection process.

According to the corresponding fitness functions, the individ-

uals are sorted from themost-fit to the least-fit. Then the top S

outstanding individuals (i.e., Elitists) are copied forcibly into

the next generation, while the M − S individuals should be

chosen from all of individuals which include parents and their

cross-mutated descendants using the roulette wheel selection.

Thus, the total number of individuals remains constant, and

the next new population is constructed.
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TABLE 1. Parameters of NSGA.

5) TERMINATION CRITERION

The fitness values of all offspring are calculated by using (32),

then the adaptability of all offspring are assessed. The evalu-

ated maximal fitness of all offspring will replace the maximal

counterpart of the previous generation if the current one is

smaller than the previous one. The iteration is repeated until

either the maximal fitness value keeps stable for successive

generations or the maximal number of iterations is reached.

Finally, the optimal solution is obtained.

The essence of GA is to solve unconstrained optimization

problems. In order to ensure that the individuals belong to the

feasible domain of P2-2, we need to repeatedly remove infea-

sible solutions from the current candidates after the crossover

and mutation operations according to the inequality (30c) and

(30d). The proposed NSGA algorithm can be summarized in

Algorithm 1.

IV. NUMERICAL SIMULATION AND ANALYSIS

In this section, the numerical simulation is conducted by

the MATLAB (2014b) program running on a desktop com-

puter equipped with an Intel i7-6700 3.4 GHz CPU to verify

the effectiveness of the proposed method. Parameters of the

NSGA algorithm are shown in TABLE 1.

Before we evaluate the performance advantage of the

designed filters, we introduce three widely used filters listed

below:

1) Optimized frequency sampling filters: the optimized

frequency sampling filters denoted as h0(l) have the

same objectives and constraints as those of P1. It is

expressed as [11]

h0(l) = P(0) + 2

W−1
∑

i=1

(−1)P(i) cos

(

2π i

WN
(l + 1)

)

,

l = 0, 1, · · · ,WN − 2, (35)

where P(i), i = 0, · · · ,W − 1 are adjustable filter

coefficients. We replace h0(l) into the optimization

problem P1 and solve P1 to obtain the optimized filter.

For Lp = 4N−1,W = 4, then we can obtain P(0) = 1,

Algorithm 1 The Nested SQP-Genetic Search Algorithm

Step1. Initialize the value of SQP algorithm h0s , the popula-

tion sizeM , the upper and lower bounds of crossover

probability Pc1 and Pc2, the upper and lower bounds

of mutation probability Pm1 and Pm2, the maximal

number of iterations I , the repeated times of termina-

tion criterion K , the fitness threshold of termination

criterion 1f , and the number of elitist selection S.

Step2. Randomly generate the initial population N 0 of size

M . Use the initial parent candidate individuals α
0
i

(i = 1, · · · ,M ) in N 0 as the independent variables

of SQP algorithm to solve the model P2-1. Obtain

the filter coefficients h
α
0
i
and the side lobe energy

P1(hα
0
i
), P2(hα

0
i
), P3(hα

0
i
) and P(h

α
0
i
).

Step3. Crossover and mutate parent individuals using adap-

tive probabilities Pc and Pm to generate Z1 and

Z2 new candidate offspring, respectively. Obtain

their filter coefficients h
α
l
i
and the side lobe energy

P1(hα
l
i
), P2(hα

l
i
), P3(hα

l
i
) and P(h

α
l
i
) using the iden-

tical method as shown in Step 2.

Step4. Drop out all candidate individuals that do not belong

to the feasible domain of P2-2. If the corresponding

side lobe energy of some individuals cannot satisfy

the constraint conditions (30c) and (30d) simultane-

ously, their fitness values are set as 0; Otherwise,

go to the next step.

Step5. Calculate the fitness of all feasible individuals, and

find out the maximal fitness of the parent feasible

individuals f l,∗ in current population N l according

to the equation (32) and equation (33).

Step6. Combine elitist selection with roulette wheel selec-

tion to choose M new individuals from the feasible

individuals of parent and offspring, then form the next

generation population N l+1. Calculate the fitness of

M new individuals and find out the individuals with

maximal fitness f l+1,∗ as shown in Step 5.

Step7. Compare f l+1,∗ with f l,∗, if
∣

∣f l+1,∗ − f l,∗
∣

∣ ≤ 1f

in successive K generations, or the times of iteration

exceed the maximal number of iteration I , terminate

the algorithm; Otherwise, go to Step 3.

P(2) =
√
2
2
, P(3) =

√

1 − P(1)2. Therefore, there is

only one parameter P(1) that is needed to be optimized.

2) Optimized windowing based filters: the optimized win-

dowing based filters denoted as h1(l) have the same

objectives and constraints as those ofP1. It is expressed

as [31]

h1(l) = w(l)hc(l), (36)

where hc(l) is the impulse response of an ideal causal

lowpass filter expressed as

hc(l) =
sin

[

wc(l − Lp/2)
]

π (l − Lp/2)
,

l = 0, 1, · · · ,Lp − 1, (37)
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TABLE 2. Side lobe energy and constrained components of three segments with different Q and Q1 threshold of h3 and h4.

and w(l) is the window function expressed as

w(l) =
3

∑

i=0

(−1)iAi cos

(

2π il

Lp

)

. (38)

The cut-off frequency wc and the four weights factors

Ai, i = 0, 1, 2, 3 are the parameters that are needed

to be optimized for the optimized windowing based

filters h1(l).

3) The PHYDYAS filter [32]: as one of the most typi-

cally frequency sampling technique based filter with

the NPR property, the prototype filter of the PHYDYAS

project denoted as h2(l) is also considered in our paper

for comparison. The impulse response coefficients of

h2(l) have a closed-form representation which can be

given as

h2(l) = 1 + 2

W−1
∑

i=1

(−1)iGi cos

(

2π i

WN
(l + 1)

)

,

l = 0, 1, · · · ,WN − 2, (39)

where W = 4, G1 = 0.971960, G2 =
√
2
2

and G3 =
0.235147 [33].

We design two filters with two different optimization objec-

tives varied for different optimization constraints as follows:

• Minimize P3 with different thresholds of Q1 and Q

constraints, we get filter h3(l), namely a = 0, b = 1.

• Minimize P2 and P3 with different thresholds of Q1 and

Q constraints, we get filter h4(l), namely a = b = 1.

In order to observe the influence of different Q and Q1

values on the dual-objective optimization problem, we set a

multi-group of Q and Q1 for comparative analysis. TABLE 2

records the optimization results, which consist of the side

lobe energy, stopband energy, and the acquired constrained

components α1, α2 and α3 with different thresholds, respec-

tively. The optimization results illustrate that the normalized

amplitude responses of two designed filters are definitely

controlled by the predetermined constraints, and the two

designed filters perform the better side lobe performances

of the first segment. Moreover, the total stopband energy is

lower than that of other three filters h0(l)−h2(l). Without loss

of generality, we take filter h3(l) and h4(l) with parameters

Q1 = −70dB/Q = −75dB as examples for the following

analysis.

TABLE 3 records the side lobe energy, the optimal con-

strained components α1, α2 and α3 of three segments, and
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TABLE 3. Side lobe energy and constraint factors of designed prototype
filters h3 and h4.

FIGURE 4. The impulse responses of h0(l ), h1(l ), h2(l ), h3(l ) and h4(l )
with Q1 = −70dB/Q = −75dB.

the stopband energy of filter h3(l) and h4(l). The results

depict that the side lobe energy of each frequency segment

can be effectively suppressed due to the added constrained

components. Moreover, the constrained components are in

proportion to the binding intensity of the corresponding side

lobe segment. These data confirm the availability of the pro-

posed method.

Fig. 4 shows the impulse responses of filter h0(l) − h4(l).

Compared with the filters h0(l), h1(l) and h2(l), the impulse

responses of the designed filter h3(l) and h4(l) with param-

eters Q1 = −70dB/Q = −75dB have similar trends with

the other three filters for comparision in the passband. How-

ever, there is a noticeable improvement in stopband energy

suppression of the proposed filters, which means that the

designed two filters can effectively reduce the out-of-band

energy leaks.

Fig. 5 illustrates the normalized magnitude responses of

the filter h0(l)− h4(l). Combined with the bar chart of Fig. 6,

it is observed that the designed filter h3(l) and h4(l) can

effectively suppress the side lobe energy of each segment

FIGURE 5. The normalized magnitude responses of h0(l ), h1(l ), h2(l ),
h3(l ) and h4(l ) with Q1 = −70dB/Q = −75dB.

FIGURE 6. The side lobe energy of h0(l ), h1(l ), h2(l ), h3(l ) and h4(l ) with
Q1 = −70dB/Q = −75dB.

and stopband energy, and both of the designed filters have

a better performance than that of the filter h0(l), h1(l) and

h2(l). The overall stopband energy of h3(l) and h4(l) are

−75.7dB and −75.0dB, respectively, which are both signif-

icantly lower than the value of the h0(l), −62.9dB, by about

13dB and 12dB, respectively. The side lobe energy of the first

segment of the designed filters h3(l) and h4(l) are -77.5dB and

-75.0dB, respectively, which are also lower than the value of

the h0(l), −64.6dB, by about 13dB and 10dB, respectively.

Furthermore, h3(l) aiming to minimize P3 has the lowest side

lobe energy of the third segment, 110.8dB, and h4(l) aiming to

minimize P2 and P3 has the best side lobe energy suppression

performance of the second and third segment, 108.8dB and

104.3dB, respectively. As for optimized windowing based

filter h1(l) and the PHYDYAS filter h2(l), the analytical

results are similar to the filter h0(l) using optimized frequency

sampling techniques. These simulation results verify that

the proposed scheme achieves the oriented side lobe energy

suppression in FBMC.

Fig. 7 plots the fitness curve corresponding to the optimal

individual obtained from each iteration of the designed filter
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FIGURE 7. The fitness curves of h3(l ) and h4(l ) with
Q1 = −70dB/Q = −75dB corresponding to the optimal individual in each
iteration.

TABLE 4. MSE between the transmitted symbols and the received
symbols.

h3(l) and h4(l). It can be seen that the iterative processes

corresponding to h3(l) and h4(l) tend to be stable in the 19th

and 24th generations, respectively, and the proposed NSGA

algorithm has an excellent algorithm convergence.

Simulation of the mean squared error (MSE) between the

transmitted symbols and received symbols of the five fil-

ters h0(l) − h4(l) are showed in Table 4. In order to verify

the fact that the designed filters can perfectly satisfy the

ISI/ICI requirements, we consider a pair of directly connected

FBMC-OQAM transmitter and receiver with the designed

filters under a Gaussian white noise channel, and the input

signals before OQAM stagger are generated by 4-quadrature

amplitude modulation (4-QAM), the MSE between the trans-

mitted symbols and received symbols are then calculated. It

can be seen that the designed filters h3(l) and h4(l) are both

successfully constrained within the predefined TH = 10−4,

which can greatly satisfy the NPR property.

V. CONCLUSION

In this paper, we have proposed a novel approach for FBMC

to design the filter coefficients directly, and the concept of

constrained factors to further suppress the side lobe energy

within certain frequency range has been introduced. In order

to optimize filter coefficients directly, a dual-objective prob-

lem based on optimizing constrained factors has been for-

mulated to minimize the side lobe energy of the second and

the third segments, and constrain the total stopband energy

as well as the side lobe energy of the first segment. A nested

SQP-genetic algorithm has been applied to obtain the optimal

solution, which performs better at the algorithm convergence.

Numerical results have verified that the designed filters can

achieve a better performance in oriented side lobe energy

suppression at specified segments.
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