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The use of a reference control panel in genome-wide association studies is an interesting solution to the problem
of how to reduce costs. In such designs, data on relevant environmental factors are usually collected only in cases,
making it more difficult to deal with potential gene-environment interactions when testing for genetic association.
However, under certain circumstances, neglecting an existing interaction with the environment may be detrimental
in terms of statistical power to detect the genetic factor. In this paper, the authors propose a novel method based on
a multinomial logistic regression model to overcome the lack of environmental exposure information in controls, by
contrasting both exposed and unexposed cases with the control sample. For each case group, a genetic effect-size
parameter is estimated, and the genetic association and the gene-environment interaction are tested jointly. The
authors evaluate the performance of this method through asymptotic computations and simulations of cases and
population controls under different models. In the presence of a gene-environment interaction, this approach
outperforms other available methods that test for genetic association and gene-environment interaction either
separately or jointly. Interestingly, it even has better power than the joint test requiring full knowledge of the
environmental information in both cases and controls.

epidemiologic research design; genotype-environment interaction; genetic predisposition to disease; logistic
models; multinomial model; partial information; population control

Abbreviations: LRT, likelihood ratio test; OR, odds ratio.

Most prevalent human diseases (cancer, cardiovascular
disease, asthma, neuropsychiatric disorders, diabetes, etc.)
are associated with multiple genetic and environmental
factors acting jointly rather than independently (1). With
the advent of human genome sequencing and the Interna-
tional HapMap Project (http://hapmap.ncbi.nlm.nih.gov/),
providing the distribution patterns of single nucleotide poly-
morphisms across the whole genome, a plethora of genome-
wide association scans have been conducted, leading to the
successful identification of over 100 association signals (2).
In the last few years, huge samples of genotypes from
various populations around the world have been collected.
These genotype data, which are usually available to the
scientific community, can serve as control data in associa-
tion studies. Using such samples as reference control panels
is a tempting solution for reducing costs and has already

been implemented in large consortium studies, where the
same individuals serve as controls against several sets of
cases with different diseases (3–7). A drawback of this ‘‘uni-
versal’’ control design is that data on the relevant environ-
mental factors for a specified disease are usually collected
only in cases and not in controls, making it difficult to
address the question of gene-environment (G 3 E)
interaction.

When dealing withG3 E interaction in genetic studies of
complex diseases, 2 complementary strategies can be out-
lined. The first strategy consists of simultaneously testing
for genetic association and G 3 E interaction, arguing that
neglecting an existing interaction with an environmental
factor may hinder detection of the genetic factor (8). Kraft
et al. (9) have shown that, under a wide variety of G 3 E
interaction models, such a combined test outperforms
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a marginal association test in terms of statistical power.
However, this strategy requires collecting exposure data
on both cases and controls. The second strategy consists
of testing for G 3 E interaction alone, arguing that after
an initial genome-wide association scan in which genetic
effects are considered alone, such an approach would be
independent and would identify new genetic variants in-
volved in pure G 3 E interaction (10). In that context,
a logistic regression-based case-control design can model
G 3 E interaction explicitly, but it requires full information
on genetic and environmental data for both samples. When
exposure information is available only for cases, a case-only
design can be implemented by regressing the genotype (or
allele) counts on the environmental variable (11, 12). If the
gene and the environmental factor are independent at the
population level, the case-only design can be more powerful
in detecting G 3 E interaction than the case-control design.
However, it can only estimate and test for the G 3 E in-
teraction term (not the genetic and environmental main ef-
fects), and it is prone to false-positive findings or power loss
should a gene-environment correlation exist in the underly-
ing population. Regardless of the choice to test for G 3 E
interaction or not, most methods in genetic epidemiology
are based on the binomial form of the logistic regression
model, where the outcome is binary and the dependent co-
variates are observed in all subjects. The absence of envi-
ronmental information in controls makes such methods
unfeasible in practice. Development of an alternative ap-
proach in such situations would provide new perspectives
in the search for G 3 E interaction studies at the genome-
wide level.

Here we present a novel method based on a multinomial
logistic regression model that contrasts both exposed
and unexposed case samples with a control sample for
which there is no information on the environmental
exposure. We evaluate the performance of this approach
and compare it with the different genetic-association and
G 3 E-interaction tests available under various scenarios
of G 3 E interaction.

MATERIALS AND METHODS

Disease penetrance model and notations

Let us consider a disease phenotype D, a genetic risk
factor G, and an environmental risk factor E. The 3 variables
are assumed to be dichotomous, 0 denoting absence and 1
presence of the disease or risk factor. The genetic factor is
an autosomal biallelic genetic locus with a susceptibility
allele S and population frequency q. Dominant genetic ef-
fects are modeled here as in the paper by Kraft et al. (9).
Therefore, the variable G corresponds to having at least 1
copy of the S allele, and the frequency of the susceptibility
genotypes becomes fG ¼ q2 þ 2q(1 – q) under the assump-
tion that genotypes are in Hardy-Weinberg proportions
in the population. The independent effect of G is measured
by the genotypic odds ratio (ORG), which is equal to the
ratio of the odds of G in cases and controls, all being
unexposed:

ORG ¼ PðG ¼ 1jD ¼ 1;E ¼ 0Þ=PðG ¼ 0jD ¼ 1;E ¼ 0Þ
PðG ¼ 1jD ¼ 0;E ¼ 0Þ=PðG ¼ 0jD ¼ 0;E ¼ 0Þ:

ð1Þ

The independent effect of E is measured by the environmen-
tal odds ratio (ORE), which is equal to the ratio of the odds
of E in cases and controls, all being noncarriers of G:

ORE ¼ PðE ¼ 1jD ¼ 1;G ¼ 0Þ=PðE ¼ 0jD ¼ 1;G ¼ 0Þ
PðE ¼ 1jD ¼ 0;G ¼ 0Þ=PðE ¼ 0jD ¼ 0;G ¼ 0Þ:

ð2Þ

A possible gene-environment correlation is introduced by
considering a coefficient hGE, as in the paper by Lindström
et al. (13):

hGE ¼ PðE ¼ 1jG ¼ 1Þ=PðE ¼ 0jG ¼ 1Þ
PðE ¼ 1jG ¼ 0Þ=PðE ¼ 0jG ¼ 0Þ: ð3Þ

The base probability of E ¼ 1 given G ¼ 0 is denoted fE.
When hGE ¼ 1 (independence between G and E),
PðE ¼ 1jG ¼ 1Þ ¼ PðE ¼ 1jG ¼ 0Þ ¼ fE. The gene-
environment correlation hGE measuring the degree of asso-
ciation between G and E in the population can thus vary
between 0 and N.

Considering the joint distributions of G and E, the odds
ratio associated with the presence of both G and E is mea-
sured by ORGE:

ORGE ¼ PðE ¼ 1;G ¼ 1jD ¼ 1Þ=PðE ¼ 0;G ¼ 0jD ¼ 1Þ
PðE ¼ 1;G ¼ 1jD ¼ 0Þ=PðE ¼ 0;G ¼ 0jD ¼ 0Þ:

ð4Þ

In the absence of G 3 E interaction and under a multiplica-
tive model on the odds scale (or an additive model on the log
odds scale), ORGE is expected to be equal to the product of
ORG and ORE. Using equations 1, 2, and 4, the interaction
term ORI measuring the departure from this condition is
expressed as

ORI ¼
ORGE

ORG 3ORE
: ð5Þ

Binomial logistic regression models

Different binomial logistic regression approaches are
commonly used to test for association or G3 E interaction.
These approaches differ by the amount of exposure
information they require and the hypotheses they test for
(Table 1). Here, we first describe 2 methods that test for
the G effect only, then 2 methods that test for G 3 E
interaction only, and finally 1 method that tests
simultaneously for G and G 3 E interaction.

Marginal genetic association test (referred to as
marginal-G). When information on E is available in neither
cases nor controls, we can only model the marginal effect of
G as follows:
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logitPðD ¼ 1jGÞ ¼ b0 þ bGMG: ð6Þ

The null hypothesis of no association between G and D
(bGM ¼ 0) is tested with a 1-df likelihood ratio test (LRT).

Adjusted genetic association test (referred to as adjusted-
G). When E is available in both cases and controls, it is
possible to adjust on E without accounting for G 3 E in-
teraction. The adjusted model is expressed as

logitPðD ¼ 1jG;EÞ ¼ b0 þ bEE þ bGAG: ð7Þ

The null hypothesis of no association between G and D
(bGA ¼ 0) is tested with a 1-df LRT.

G 3 E interaction test in a case-control design (referred to
as case-control-I). Again, when information on E is avail-
able in both cases and controls, the full logistic model is
expressed as

logitPðD ¼ 1jG;EÞ ¼ b0 þ bEE þ bGCCGþ bICCGE:

ð8Þ

The null hypothesis of no G 3 E interaction (bICC ¼ 0) is
tested with a 1-df LRT.

G 3 E interaction test in a case-only design (referred to as
case-only-I). Piegorsch et al. (12) present this design as
a more powerful alternative to test for G 3 E interaction
when the 2 factors are independent in the population. The
procedure consists of considering exposure the dependent
variable on which the genotype is regressed. The corre-
sponding case-only logistic model is expressed as

logitPðE ¼ 1jGÞ ¼ b0 þ bICOG: ð9Þ

The G 3 E interaction (bICO ¼ 0) is tested with a 1-df
LRT.

Combined genetic and G 3 E interaction test (referred to
as binomial-GI). Using the full logistic model (equation 8),
Kraft et al. (9) suggest jointly testing the association be-
tween G and D and the G 3 E interaction with a combined

2-df LRT of the null hypothesis: bGCC ¼ bICC ¼ 0. This test
requires information on E in both cases and controls.

Multinomial logistic regression model

The multinomial logistic regression model is a logistic
regression model extended for a nominal outcome variable
with more than 2 categories (14, 15). Widely used in tra-
ditional epidemiologic studies, it has recently been shown
to be a powerful approach in genetic studies of disease
subphenotypes (16). It is usually used to contrast subcate-
gories of phenotypes against the control group and can
therefore be extended to our particular context, where en-
vironmental information is not collected in the control
group. For that purpose, the D and E dichotomous variables
are combined into a single 3-class multinomial variable DM

taking on the value of 0 in controls, 1 in unexposed cases,
and 2 in exposed cases. The multinomial model can be
defined as

logitPðDM ¼ jjGÞ ¼ log½PðDM ¼ jjGÞ=PðDM ¼ 0jGÞ�
¼ b0j þ bGjG; ð10Þ

with j taking the values 1 and 2. The 2 corresponding
logit equations are used simultaneously to estimate the 2
genetic parameters, bG1 and bG2, that maximize the overall
likelihood. The bG1 and bG2 parameters represent the ge-
netic odds ratios in unexposed and exposed cases, respec-
tively, as compared with the whole control group. A
combined test (referred to as multinomial-GI) of the ge-
netic association and G 3 E interaction can be carried out
by testing the null hypothesis bG1 ¼ bG2 ¼ 0 with a 2-df
LRT.

Computations, simulations, and evaluation criteria

We modeled the disease probability conditional on G and
E using a logit function as follows:

Table 1. Summary of Available Methods for Different Patterns of Exposure and Genotype Data Availability

Tested Effect

Data Availability
in Cases

Data Availability
in Controls Logistic

Model
Null Hypothesis

Degrees of
Freedom

Notation in
Figures and

TablesGenotype Exposure Genotype Exposure

Genetic effect alone Yes No Yes No Binomial bGM
a ¼ 0 1 Marginal-G

Yes Yes Yes Yes Binomial bGA
b ¼ 0 1 Adjusted-G

Gene-environment
(G 3 E) interaction
alone

Yes Yes Yes Yes Binomial bICC
c ¼ 0 1 Case-control-I

Yes Yes No No Binomial bICO
d ¼ 0 1 Case-only-I

Both genetic effect and
G 3 E interaction

Yes Yes Yes Yes Binomial bGCC
c ¼ 0,

bICC
c ¼ 0

2 Binomial-GI

Yes No Yes Yes Multinomial bG1
e ¼ 0,

bG2
e ¼ 0

2 Multinomial-GI

a bGM, genetic regression coefficient of the marginal genetic effect model (equation 6).
b bGA, genetic regression coefficient of the adjusted model (equation 7).
c bGCC and bICC, genetic and G 3 E interaction regression coefficients of the full model (equation 8).
d bICO, G 3 E interaction regression coefficient of the case-only model (equation 9).
e bG1 and bG2, regression coefficients of the multinomial model (equation 10).
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logitPðD ¼ 1jG;EÞ ¼ b0 þ bEE þ bGGþ bIGE; ð11Þ

where b0 ¼ log(B/1 – B), with B being the baseline risk
of disease (i.e., the probability of disease given G ¼ 0 and
E ¼ 0), bG ¼ log(ORG), bE ¼ log(ORE), and bI ¼ log(ORI).

Using Bayes’ theorem and equations 1–3, 5, and 11, the
expected probabilities of all of the categories of G ¼ i and
E ¼ j conditional on D ¼ k are

PðG ¼ i;E ¼ jjD ¼ kÞ ¼ PðD ¼ kjG ¼ i;E ¼ jÞ
3PðG ¼ iÞ3PðE ¼ jjG ¼ iÞ
=PðD ¼ kÞ; ð12Þ

where PðD ¼ kjG ¼ i;E ¼ jÞ is derived from equation 11
and PðE ¼ jjG ¼ iÞ is a function of hGE, fE, and fG. The
disease prevalence fD was set to 0.1 and, to mimic a refer-
ence control panel design, a misclassification bias was con-
sidered in controls, assuming that 10% (fD) of the controls
are in fact affected.

We considered values of fG and fE ranging from 0.1 to 0.9
in intervals of 0.2, values of ORG, ORE, and ORI ranging
from 0.5 to 2.0 (to 3.0 for ORI) in intervals of 0.25, and
values of hGE ranging from 1.0 to 2.0 in intervals of 0.25.
For each set of parameters, 1,000 samples of 500 cases and
500 controls were simulated.

Asymptotic type I error and power were estimated
through the use of noncentral v2 distributions with corre-
sponding degrees of freedom at a nominal type I error rate
of 0.01. They were also estimated by means of the pro-
portion of simulated replicates with a P value less than or
equal to 0.01. Since both asymptotic and simulation-based
results were similar, only asymptotic results are reported.
The squared bias, the variance, and the coverage probabil-
ity (probability that the 95% confidence interval of the
estimates contained the theoretical value) of the different
parameters were also computed for the simulated data
sets.

All computations and simulations were carried out in R
(17), and statistical analyses were conducted using the
‘‘logit’’ and ‘‘mlogit’’ functions of Stata (18).
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Figure 1. Type I error rates as a function of gene-environment correlation, the frequency of risk genotypes, the environmental main effect, and the
frequency of environmental exposure. The base model from which these parameters vary is the following: environmental odds ratio (OR), ORE ¼
1.5; environmental exposure frequency, fE ¼ 0.3; dominant genetic model with genetic odds ratio, ORG ¼ 1; risk genotype frequency, fG ¼ 0.3;
gene-environment interaction odds ratio, ORI ¼ 1; gene-environment correlation, hGE ¼ 1.5; disease prevalence, fD ¼ 0.1; nominal type I error rate
of 0.01, 2-sided test; sample of 500 cases and 500 controls. The marginal-G test is represented by crosses (3), the case-only-I test is represented
by alternate dots and dashes (� – � – �), the binomial-GI test is represented by dashed lines (– – –), and themultinomial-GI test is represented by solid
lines (–––).
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RESULTS

For better readability, we present here only the results
comparing the multinomial-GI test with the marginal-G,
case-only-I, and binomial-GI tests. The comparisons with
the 2 other tests are presented in Web Figures 1–4, which are
posted on the Journal’s Web site (http://aje.oxfordjournals.

org/). A comparison with additive models is presented in
Web Figure 5.

Type I error rates

Type I error rates obtained under the null hypothesis of no
G effect and no G3 E interaction are presented in Figure 1.
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Figure 2. Asymptotic power as a function of the odds ratio (OR) for gene-environment interaction (ORI) for a range of genetic main effects (ORG)
and environmental main effects (ORE). Fixed parameters: environmental exposure frequency, fE ¼ 0.3; dominant genetic model with risk genotype
frequency, fG¼ 0.3; gene-environment correlation, hGE¼ 1.0; disease prevalence, fD¼ 0.1; nominal type I error rate of 0.01, 2-sided test; sample of
500 cases and 500 controls. The marginal-G test is represented by crosses (3), the case-only-I test is represented by alternate dots and dashes
(� – � – �), the binomial-GI test is represented by dashed lines (– – –), and the multinomial-GI test is represented by solid lines (–––).
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In the absence of gene-environment correlation
(hGE ¼ 1), all tests have a type I error rate consistent
with the nominal value of 0.01. In the presence of corre-
lation (hGE > 1), type I errors of the binomial-GI test re-
main at the nominal value but those of the case-only-I and
multinomial-GI tests are significantly increased, reaching

values up to 89.7% and 84.9%, respectively, when
hGE ¼ 2, ORE ¼ 2, fG ¼ 0.5, and fE ¼ 0.3 (Web Table 1).
The magnitude of the inflation depends mainly on the
value of hGE (the more it deviates from 1, the higher)
and the values of fG and fE (with a maximum inflation
for values between 0.3 and 0.5). The type I errors of
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Figure 3. Asymptotic power as a function of the odds ratio (OR) for gene-environment interaction (ORI) for a range of risk genotype
frequencies (fG) and environmental exposure frequencies (fE). Fixed parameters: environmental odds ratio, ORE ¼ 1.5; dominant genetic
model with genetic odds ratio, ORG ¼ 1.5; gene-environment correlation, hGE ¼ 1.0; disease prevalence, fD ¼ 0.1; nominal type I error rate of
0.01, 2-sided test; sample of 500 cases and 500 controls. The marginal-G test is represented by crosses (3), the case-only-I test is represented
by alternate dots and dashes (� – � – �), the binomial-GI test is represented by dashed lines (– – –), and the multinomial-GI test is represented by
solid lines (–––).
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Figure 4. Asymptotic power as a function of the odds ratio (OR) for gene-environment interaction (ORI) for a range of genetic main effects (ORG)
and gene-environment correlations (hGE). Fixed parameters: environmental odds ratio, ORE ¼ 1.5; environmental exposure frequency, fE ¼ 0.3;
dominant genetic model with risk genotype frequency, fG ¼ 0.3; disease prevalence, fD ¼ 0.1; nominal type I error rate of 0.01, 2-sided test; sample
of 500 cases and 500 controls. The marginal-G test is represented by crosses (3), the case-only-I test is represented by alternate dots and dashes
(� – � – �), the binomial-GI test is represented by dashed lines (– – –), and the multinomial-GI test is represented by solid lines (–––).
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the marginal-G test are also slightly inflated but do not
compare with the inflation of the other 2 methods.

Power in the absence of gene-environment correlation
(uGE ¼ 1)

As Figure 2 and Figure 3 show, the multinomial-GI test
performs better than or as well as all other tests in the
presence of a G 3 E interaction. Compared with the mar-
ginal-G test, the multinomial-GI test slightly loses power in
the absence of G 3 E interaction, since stratifying the case
sample brings little information and increases both the var-
iance of parameters and the degrees of freedom of the test.
The difference in power is at most 11.25% when ORG ¼ 1.5
and fG ¼ 0.5. In contrast, in the presence ofG3E interaction,
the gain in power is much higher, particularly for pure
interaction effects in the absence of main effects of G and E.
In such situations, themultinomial-GI test improves statistical
power by 42%.

Compared with the case-only-I test, the multinomial-GI
test performs much better when G has a main effect (ORG 6¼
1), with a power gain that can reach 98.4%, and it performs
similarly when ORG ¼ 1.

Finally, the most striking point evidenced in Figure 2 is
that, over all of the studied models, the multinomial-GI test
outperforms the binomial-GI test, with a gain in power of
56% in some situations.

Additional results presented in Web Figure 2 show that
adjusting on exposure (adjusted-G) globally decreases
power in all situations, except when either the E effect or
the G3 E interaction point in opposite directions than the G
effect (see the first line and the first column of Web Figure
2), whereas the case-control-I test has the lowest power.

Power in the presence of gene-environment correlation
(uGE > 1)

Power computations under scenarios including a gene-
environment correlation (hGE > 1) were adjusted for
inflated type I error rates by using a corrected threshold
instead of the central v2 threshold. These corrected thresh-
olds were computed using a noncentral v2 distribution with
a noncentrality parameter equal to the value of the test
under the corresponding scenario with the same hGE value
but with no G and G 3 E interaction effects (null
hypothesis).

With increasing values of hGE, an important decrease in
power can be observed for the 2 methods that had an in-
flated type I error (case-only-I and multinomial-GI tests),
especially for small G 3 E interactions and under flip-flop
scenarios in which ORI < 1 (Figure 4). Using the power
when hGE ¼ 1 as the reference value, Table 2 quantifies
variations in power for increasing hGE. For strong G 3 E
interaction, all 6 tests have an increase in power when hGE
increases, but there is a high power loss for both the
multinomial-GI test and the case-only-I test under flip-flop
scenarios (ORI < 1).

Similar results are observed with an additive model, with
an overall increase in the power of the tests (Web Figure 5).

Bias and variance of genetic and G 3 E interaction
estimators

The bias, variance, and coverage probability of the differ-
ent genetic parameters in the absence of gene-environment
correlation are shown in Table 3. The bias associated with the
effect of G was measured by taking ORG as the expected

Table 2. Variation in the Percentage of Asymptotic Power in the Presence of Gene-Environment Correlationa

ORG
b uGE

c

Adjusted-G Marginal-G Binomial-GI Multinomial-GI Case-Control-I Case-Only-I

ORI
d ORI ORI ORI ORI ORI

0.5 2.0 0.5 2.0 0.5 2.0 0.5 2.0 0.5 2.0 0.5 2.0

1.0 1.00 9.68e 15.20e 11.35e 23.62e 31.43e 36.67e 58.86e 73.30e 27.77e 27.39e 57.84e 65.25e

1.25 2.89 3.51 1.23 12.05 4.86 4.05 –47.43 14.28 2.18 0.95 –52.78 11.24

1.50 5.71 6.62 1.68 22.10 8.80 7.11 –58.37 16.58 3.60 1.34 –57.81 12.35

1.75 8.40 9.39 1.68 30.05 12.03 9.49 –58.84 17.58 4.51 1.37 –57.83 12.64

2.00 10.96 11.86 1.46 36.30 14.71 11.37 –58.85 18.07 5.05 1.19 –57.83 12.44

1.5 1.00 10.30e 92.60e 8.88e 96.04e 33.34e 93.22e 62.39e 98.57e 29.23e 20.60e 64.26e 54.49e

1.25 –2.39 1.39 –1.63 2.12 –0.76 1.29 –52.79 0.83 2.20 0.71 –58.19 13.65

1.50 –4.08 2.27 –3.25 2.98 –1.54 2.08 –62.21 0.84 3.63 1.01 –64.22 15.69

1.75 –5.31 2.88 –4.60 3.37 –2.32 2.59 –62.38 0.82 4.55 1.05 –64.25 16.60

2.00 –6.22 3.31 –5.65 3.58 –3.08 2.95 –62.38 0.79 5.10 0.93 –64.25 16.84

Abbreviation: OR, odds ratio.
a Fixed parameters: environmental odds ratio, ORE ¼ 1.5; environmental exposure frequency, fE ¼ 0.3; dominant genetic model with risk

genotype frequency, fG ¼ 0.3; disease prevalence, fD ¼ 0.1; sample of 500 cases and 500 controls.
b ORG, genetic odds ratio of the penetrance model (equation 11).
c hGE, gene-environment correlation (equation 3).
d ORI, gene-environment interaction odds ratio of the penetrance model (equation 11).
e Asymptotic power in the absence of gene-environment correlation (hGE ¼ 1). Other values represent variations in percentage from this

reference value: either an increase when the value is positive or a decrease when the value is negative.
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value. This is actually not the expected value of log(bG1) in
the multinomial model, but it truly measures the effect ofG in
the absence of any other factor. The bias of bG1 is found to be
very similar to that of bGCC in the full logistic model and
lower than the biases of bGM and bGA in the marginal and
adjusted models. The variance of bG1 is lower than that of
bGCC but higher than the variances of bGM and bGA, bGM
having the lowest variance of all genetic parameters. The
coverage probabilities of both bG1 and bGCC confidence
intervals are very close to the expected 95% value but
decrease with increasing ORG, whereas those of bGM
and bGA are lower, particularly for elevated values of
ORE and ORI.

A G 3 E interaction coefficient estimator can be derived
from the ratio of both parameters of the multinomial model:
bG2/bG1. This estimator has exactly the same bias, variance,
and coverage probability patterns as the parameter derived
from the logistic model of the case-only design (bICO).
Compared with the estimator of the full model using the
case-control design (bICC), bICO and bG2/bG1 have a higher
bias and lower coverage probability when ORI increases and
a lower variance over all models (Table 4).

Web Table 2 andWeb Table 3 show the same results in the
presence of gene-environment correlation (hGE ¼ 1.5).

DISCUSSION

The multinomial logistic regression model is a simple and
efficient model for comparing exposed and unexposed cases
with controls when the exposure information is available in
cases only. It allows a combined test of genetic association
and G 3 E interaction, merging together a marginal test of
genetic association regardless of exposure and a case-only
G 3 E interaction test regardless of the genotype distribu-
tion in controls. By combining these 2 designs into a unified
approach, we show how it is possible to maintain satisfac-
tory statistical power while fulfilling the 2 concerns of de-
tecting a potential genetic factor and not missing it because
it interacts with a particular environmental factor. This is
well exemplified by the fact that our approach is similar to
or only slightly less powerful than tests of G effect only in
the absence of G 3 E interaction and than the case-only-I
test in the presence of pure G 3 E interaction (no main G
effect)—situations in which these 2 tests are respectively the
most powerful. With a better variance and a similar preci-
sion, the estimators of the G effect and of the G 3 E in-
teraction of the multinomial model have better coverage
probabilities than estimators obtained with methods that
account for the exposure status of controls.

Table 3. Squared Bias, Variance, and Coverage Probability of the Different Estimators of the Genetic Parameter in

the Absence of Gene-Environment Correlationa

ORG
b ORI

c ORE
d

Squared Bias 3 102 Variance 3 102
Coverage

Probability 3 102

bGM
e bGA

f bGCC
g bG1

h bGM bGA bGCC bG1 bGM bGA bGCC bG1

0.5 1.0 1.0 0.18 0.17 0.19 0.18 2.30 2.31 3.30 2.88 95.7 95.6 94.6 95.1

2.0 0.41 0.38 0.20 0.21 2.29 2.35 3.80 3.39 91.3 91.5 93.9 93.9

2.0 1.0 8.20 7.51 0.22 0.19 2.12 2.14 3.40 2.98 50.0 52.9 94.9 93.9

2.0 14.44 10.17 0.14 0.13 2.06 2.16 3.97 3.55 23.4 40.9 95.2 96.2

1.0 1.0 1.0 0.00 0.00 0.00 0.00 1.91 1.91 2.74 2.32 95.1 94.9 95.6 94.9

2.0 0.00 0.00 0.00 0.00 1.91 1.96 3.08 2.67 94.5 94.4 94.9 94.3

2.0 1.0 5.04 4.39 0.00 0.00 1.84 1.86 2.84 2.43 62.2 67.3 94.8 95.6

2.0 7.53 4.81 0.01 0.00 1.83 1.91 3.25 2.84 46.9 65.7 94.8 95.0

1.5 1.0 1.0 0.19 0.18 0.21 0.18 1.81 1.81 2.58 2.17 94.0 94.2 92.3 94.2

2.0 0.26 0.23 0.15 0.13 1.81 1.85 2.88 2.47 93.2 93.6 94.5 95.2

2.0 1.0 2.42 1.99 0.27 0.26 1.77 1.79 2.69 2.28 79.0 81.5 93.2 93.2

2.0 3.00 1.57 0.26 0.29 1.77 1.84 3.04 2.63 73.9 84.7 92.7 93.9

2.0 1.0 1.0 0.94 0.92 0.94 0.97 1.77 1.77 2.53 2.12 87.9 88.1 91.0 88.8

2.0 1.31 1.18 0.58 0.66 1.77 1.81 2.81 2.39 84.8 86.4 92.1 92.2

2.0 1.0 1.19 0.91 0.67 0.72 1.76 1.77 2.65 2.23 88.7 91.1 92.1 91.8

2.0 0.92 0.34 0.77 0.78 1.76 1.82 2.95 2.54 88.0 92.5 91.5 90.4

Abbreviation: OR, odds ratio.
a Fixed parameters: environmental exposure frequency, fE ¼ 0.3; dominant genetic model with risk genotype

frequency, fG ¼ 0.3; disease prevalence, fD ¼ 0.1; gene-environment correlation, hGE ¼ 1; sample of 500 cases

and 500 controls.
b ORG, genetic odds ratio of the penetrance model (equation 11).
c ORI , G 3 E interaction odds ratio of the penetrance model (equation 11).
d ORE, environmental odds ratio of the penetrance model (equation 11).
e bGM, genetic regression coefficient of the marginal model (equation 6).
f bGA, genetic regression coefficient of the adjusted model (equation 7).
g bGCC, genetic regression coefficient of the full model (equation 8).
h bG1, genetic regression coefficient of the multinomial model (equation 10).
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Interestingly, over all of the G 3 E interaction models
explored, the multinomial-GI test outperformed the
binomial-GI test proposed by Kraft et al. (9), which makes
use of the environmental statuses of cases and controls. This
gain in power is due to the smaller variance of the parameter
estimates under the multinomial model. This unexpected
result suggests that, as long as independence between G
and E holds, exposure information on controls is not man-
datory for exploring G and its interaction with E. However,
exposure information on controls becomes more important
when there is gene-environment correlation in the underly-
ing population. In this situation, such information becomes
crucial in order to avoid false-positive detection of G 3 E
interactions, as shown by the inflated type I errors of the
multinomial-GI and case-only-I tests. The nonrobustness of
the case-only design to the presence of gene-environment
correlation is well-known in the literature and has some-
times limited its use for detection of G 3 E interaction.
However, being aware of this problem, we think the
multinomial-GI test is worth considering when exposure
information is absent in controls, as is often the case in
large-scale genome-wide association scans where a refer-
ence control panel is used. One could then either rely on
previous studies in the same population to exclude an un-

derlying genetic correlation with the environmental factor
being studied or study the association between both factors
in a second step in a more specific control group where
exposure information is available. This strategy is also
discussed in the case-only design literature (19–22). It might
be even more problematic in the context of genome-wide
association scans with a reference control panel, since in that
case controls might not be very well matched to the cases,
but several methods for selecting the best-matched controls
have been proposed in the literature (3, 23).

Throughout this study, we only explored positively corre-
lated risk factors (hGE > 1). Scenarios in which the G and E
factors are negatively correlated but are positively interacting
on the disease seem very unlikely. We also concentrated on
dominant genetic models, but similar trends with overall
lower power values would be expected if one were assuming
a recessive genetic model. We also explored flip-flop G 3 E
interactions in which the risk genotype becomes protective
when the exposure status changes. In this situation, the
multinomial-GI test proves to be very interesting while out-
performing other methods. Flip-flop interactions are rarely
described in real data sets, probably because this is not
a common situation, but also perhaps because traditional
logistic approaches do not have enough power to detect them.

Table 4. Squared Bias, Variance, and Coverage Probability of the Different Estimators of the

Gene-Environment Interaction Parameter in the Absence of Gene-Environment Correlationa

ORI
b ORG

c ORE
d

Squared Bias 3 102 Variance 3 102
Coverage

Probability 3 102

bICC
e bICO

f bG2 /
bG1

g bICC bICO
bG2 /
bG1

bICC bICO
bG2 /
bG1

0.5 1.0 1.0 0.22 0.21 0.21 11.00 6.41 6.41 94.7 94.7 94.7

2.0 0.71 0.53 0.53 9.53 4.91 4.91 93.0 93.1 93.1

2.0 1.0 0.83 0.67 0.67 9.51 4.90 4.90 92.6 93.1 93.1

2.0 0.84 0.58 0.58 8.45 3.84 3.84 93.9 93.1 93.1

1.0 1.0 1.0 0.04 0.00 0.00 9.17 4.60 4.60 95.5 94.2 94.2

2.0 0.01 0.00 0.00 8.52 3.91 3.91 95.3 93.8 93.8

2.0 1.0 0.00 0.00 0.00 8.50 3.91 3.91 95.6 95.4 95.4

2.0 0.78 0.62 0.62 7.94 3.35 3.35 94.3 91.7 91.7

1.5 1.0 1.0 0.17 0.16 0.16 8.65 4.05 4.05 93.8 95.6 95.6

2.0 0.29 0.48 0.48 8.26 3.65 3.65 92.7 92.8 92.8

2.0 1.0 0.53 0.63 0.63 8.25 3.66 3.66 93.4 92.2 92.2

2.0 3.49 3.97 3.97 7.87 3.26 3.26 88.4 81.0 81.0

2.0 1.0 1.0 0.63 0.80 0.80 8.43 3.82 3.82 94.0 93.6 93.6

2.0 1.63 2.22 2.22 8.18 3.57 3.57 92.6 87.6 87.6

2.0 1.0 2.44 2.33 2.33 8.16 3.57 3.57 91.7 86.1 86.1

2.0 9.64 9.86 9.86 7.84 3.25 3.25 79.8 59.9 59.9

Abbreviation: OR, odds ratio.
a Fixed parameters: environmental exposure frequency, fE ¼ 0.3; dominant genetic model with

risk genotype frequency, fG ¼ 0.3; disease prevalence, fD ¼ 0.1; gene-environment correlation,

hGE ¼ 1; sample of 500 cases and 500 controls.
b ORI, gene-environment (G3 E) interaction odds ratio of the penetrance model (equation 11).
c ORG, genetic odds ratio of the penetrance model (equation 11).
d ORE, environmental odds ratio of the penetrance model (equation 11).
e bICC, G 3 E interaction regression coefficient of the full model (equation 8).
f bICO, G 3 E interaction regression coefficient of the case-only model (equation 9).
g bG2/bG1, G 3 E interaction regression coefficient of the multinomial model (equation 10).
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A similar approach to the multinomial-GI test was pro-
posed by Umbach and Weinberg (24) using log-linear
models. The relations between the multinomial and log-
linear equations are shown in the Web Appendix. The main
difference between the log-linear modeling and the logistic
modeling resides in the choice of the risk factor estimator,
either the relative risk or the odds ratio, respectively (25).
An advantage of the logistic model is the possibility of in-
cluding continuous covariates in the model.

Easy to implement in most existing statistical packages,
the multinomial model is flexible and can also handle dis-
eases categorized into subphenotypes (16), multinomial en-
vironmental exposures, and a combination of the two. As in
the standard logistic regression analysis, adjusting on spe-
cific covariates such as age, sex, or recruitment category is
possible. We believe it could help in improving our under-
standing and appraisal of G 3 E interactions in genetic
association studies, particularly at the genome-wide level,
provided that we could select a few ‘‘interesting’’ exposures
to test for (26).
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