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Abstract
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Novel technologies for genome analysis have provided almost unlimited opportunities to
uncover structural gene variants behind human disorders. Whole exome sequencing (WES)
is especially useful for understanding rare Mendelian conditions, because it reduces the
requirements for a priori clinical data, and can be applied on a small number of patients.
However, supporting functional data on the effect of specific gene variants are often required to
power these findings. A variety of methods and biological model systems exists for this purpose.
Among those, induced pluripotent stem cells (iPSCs), which are capable of self-renewal and
differentiation, stand out as an alternative to animal models.

In papers I and II we took advantage of WES to identify gene variants underlying
autosomal recessive pure hair and nail ectodermal dysplasia (AR PHNED) as well as autosomal
dominant familial visceral myopathy (FVM). We identified a homozygous variant c.821T>C
(p.Phe274Ser) in the KRT74 gene as the causative mutation in AR PHNED, supported by the
fact that Keratin-74 was undetectable in hair follicles of an affected family member. In a family
segregating FVM we found a heterozygous tandem base substitution c.806_807delinsAA (p.
(Gly269Glu)) in the ACTG2 gene in the affected members. This novel variant is associated with
a broad range of visceral symptoms and a variable age of onset.

In Paper III we explored the similarity between clonally derived iPSC lines originating
from a single parental fibroblast line and we highlighted the necessity to use lines originating
from various donors in disease modeling because of biological variation. Paper IV focused on
how the genomic integrity of iPSCs is affected by the choice of reprogramming methods. We
described several novel cytogenetic rearrangements in iPSCs and we identified a chromosome
5q duplication as a candidate aberration for growth advantage.

In summary, this doctoral thesis brings novel findings on unreported disease-causing variants,
as supported by extensive genetic analysis and functional data. A novel molecular mechanism
behind AR PHNED is presented and the phenotypic spectrum associated with FVM is expanded.
In addition, the thesis brings novel understanding of benefits and limitations of the iPSC
technology to be considered for disease modeling.
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Introduction 

“...the endless repetition of an ordinary miracle.”  
― Orhan Pamuk 

Although the foundations of genetics were laid as early as the mid-
nineteenth century by the pioneering experiments of Gregor Mendel, little 
was known and understood about the actual mechanisms of inheritance for 
decades on. While the basic laws were postulated, scientists had no 
knowledge of the molecular carrier of genetic information until 1953, when 
James Watson and Francis Crick discovered the structure of deoxyribonucle-
ic acid (DNA) and hypothesized that it was the blueprint for heredity [1].  

The DNA molecule is a long, double-stranded, antiparallel polymer con-
sisting of four building blocks termed nucleotides. Each nucleotide consists 
of a nitrogenous base – guanine (G), adenine (A), thymine (T) or cytosine 
(C), – a pentose sugar (deoxyribose) and a phosphate group. G and A are 
termed purines, whereas T and C are called pyrimidines. The sug-
ar/phosphate molecules form the DNA backbone, from which the nucleo-
tides extend in a perpendicular plane. They form specific basepairs (bp) be-
tween each other, and A always couples with T via a double hydrogen bond, 
whereas T and C connect more tightly, forming three hydrogen bonds. The 
order of nucleotides in the DNA strand determines the genetic code, which 
in essence is the “recipe” of how the cell should make proteins.  

After the discovery of DNA structure and function as the bearer of genetic 
information, the scientific world made an effort to “read” and understand the 
message encoded in it. By the 1970s, different methods were developed to 
determine the order of nucleotides in DNA, a procedure nowadays known as 
sequencing. The biggest attempt, however, was commenced in 1990 with the 
Human Genome Project (HGP) which had the ambition to decipher the en-
tire human genome. The HGP was completed in 2004, uncovering that the 
human genome is made up of over three billion basepairs and contains ap-
proximately 20 000 protein-coding genes, along with other non-coding RNA 
genes, regulatory sequences, sequences of yet unassigned function, etc. [2]. 
Recently, 80% of the genome was linked to particular biochemical functions 
by the Encyclopedia of DNA Elements (ENCODE), but much remains to be 
elucidated [3].  
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Variation in the human genome 

“What makes the marvelous is its peculiar way of being ordinary; what 
makes the ordinary is its peculiar way of being marvelous.”  

― Orhan Pamuk 
 

Types of variation 
Although the basic principles governing the development of organisms of 
the same species are essentially identical, the subtle details in our genetic 
blueprints contribute to the remarkable phenotypic diversity that is observed 
in nature [3-7]. These differences are known as genetic variation. Variation 
is the result of alterations (mutations) that can occur both in the coding and 
the non-coding elements of the genome [8, 9]. The majority of these altera-
tions either have no effect or can produce a range of normal phenotypic vari-
ability. Occasionally however, alterations are pathogenic and become a 
cause of disease or increased susceptibility to disease, often in combination 
with other factors. Genetic changes can occur in the genome for different 
reasons, but are commonly due to faults in the cellular DNA repair mecha-
nisms [10]. The effects of these variants can be neutral, beneficial or delete-
rious, depending on the type and location of occurrence. 

Mutations, or lesions, may be small-scale, such as those that affect one or 
a few nucleotides (point mutations, tandem base substitutions), or large-
scale, affecting bigger DNA segments (deletions, duplications, inversions, 
translocations). 

Point mutations are lesions in which a single base has been changed for 
another. They are classified as transitions when a purine base is substituted 
with another purine (i.e. A to G or vice versa) or a pyrimidine is substituted 
by another pyrimidine (T to C and vice versa). Point mutations are called 
transversions when a purine is substituted by a pyrimidine base or vice versa 
(e.g. A to T or C to G). Single base substitutions, insertions or deletions give 
rise to common variants (frequency of 1% or above) that account for normal 
genetic variation and are known as single nucleotide polymorphisms (SNPs) 
[11, 12]. A broad collection for general genetic variation describing identi-
fied SNPs can be accessed at NCBI’s dbSNP database 
(http://www.ncbi.nlm.nih.gov/projects/SNP/snp_summary.cgi). These en-
compass silent variants that do not lead to a change of amino acid, missense 
variants leading to an alteration of the amino acid, and nonsense mutations 
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which introduce a stop codon, leading to a truncation of the protein product, 
as well as frameshift and splice site variants which alter the protein reading 
frame. SNPs with a minor allele frequency lower than 1% are considered 
rare and may have deleterious phenotypic effects. Those that are associated 
with human disease can be found at the Human Gene Mutation Database 
(HGMD, http://www.hgmd.org) [13].  

Tandem base substitutions (TBSs) are similar to single base substitutions, 
but a larger number of nucleotides are affected – commonly, between two 
and eight. Chen et al. define TBSs as “multiple mutations that comprise two 
or more contiguous nucleotide substitutions without any net gain or loss of 
bases” [14]. This group of variants is often erroneously classified as small 
indels, but their role in human disease is being increasingly recognized and,  
according to recent data, ∼0.8% of all nucleotide substitutions which occur 
de novo can be attributed to double TBS mutations [15]. 

Another common source of small-scale variation is repeat sequences, 
which are abundant in the human genome. Examples include interspersed 
repeats, mostly derived from transposable elements, such as long inter-
spersed nuclear elements (LINEs) and short interspersed nuclear elements 
(SINEs), as well as tandem repeats such as microsatellites (2-5 bp), 
minisatellites (10-50 bp) and satellites (larger than 50 bp) [16-18]. Short 
tandem repeat polymorphisms (STRPs), or polymorphic microsatellites, are 
widely used in methods for gene mapping and in forensic genetics as genetic 
markers. Repeated sequences are hotspots for homologous recombination 
and have been identified as a frequent cause of deletions/ duplications, 
which result from mispairing between the repeats [19]. They also play a role 
in the occurrence of unequal crossover events, which can give rise to copy 
number variations, gene duplications and other rearrangements [19].  

Whenever the altered DNA segment is larger than 1 kb, one speaks of 
structural variations [20]. These include copy number variations (CNVs), 
inversions, translocations and uniparental disomies. CNVs, as their name 
suggests, are DNA segments most commonly between 1 and 10 kb in size 
that come in a different number of copies in the genome [21, 22]. Duplica-
tions, insertions and deletions fall into this category. An extensive catalogue 
of CNVs can be found at the Database of Genomic Variants 
(http://dgv.tcag.ca/dgv/app/home). Inversions are segments of DNA with 
reverse orientation with respect to the rest of the chromosome, and transloca-
tions involve a change of the position of the segment between or within 
chromosomes. Deletions are aberrations associated with loss of genetic ma-
terial. Insertions and deletions are collectively termed as indels [23, 24]. 
Uniparental disomies (UPDs) occur as a result of errors in meiosis, when the 
offspring receives a segment of a chromosome or a pair of homologous 
chromosomes from the same parent [25]. 
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Variation as a cause of disease 
While human genetic variation is the basis of evolution and an intrinsic 
property of the genomes of healthy individuals, it can also be deleterious. 
Certain variants disrupt normal molecular processes and lead to disease. 
Defects in multiple genes, often in combination with environmental factors, 
cause complex (multifactorial) disorders, such as coronary heart disease, 
schizophrenia and certain types of cancer [26]. Multifactorial disorders do 
not follow obvious inheritance patterns, in contrast to Mendelian disorders.  

Mendelian disorders, which are the main focus of this thesis, originate 
from mutations in single genes. Monogenic disorders follow typical Mende-
lian patterns of inheritance, i.e. follow Mendel’s laws of segregation, inde-
pendent assortment and dominance. Thus, these diseases fall into the follow-
ing categories: autosomal dominant, autosomal recessive, or sex-linked (also 
subdivided into dominant or recessive) [27]. Despite being considered rare, 
Mendelian disorders affect a considerable amount of the population and are a 
major cause of child mortality [28]. 2-5% of newborns suffer from congeni-
tal malformations or genetically-predetermined diseases, which often con-
tinue throughout life [28]. 

Autosomal dominant diseases are usually heterozygous, caused by a 
pathogenic variant in a single allele of a given gene on the autosomes, which 
can either be inherited (an example is polycystic kidney disease (MIM 
173900) caused by defects in PKD1 [29-31]) or occur de novo (e.g. progeria 
syndrome (MIM 176670) [32-34]). The expression of a defective, truncated 
or dysfunctional protein from an affected allele may mediate a dominant 
effect through haploinsufficiency or through a dominant negative effect 
whenever the protein normally acts as a di- or polymer [27].  

Autosomal recessive disorders are the result of mutations in both alleles 
of a gene on the autosomes (homozygosity for the pathogenic variant, e.g. in 
phenylketonuria (MIM 261600) [35, 36]) or of compound heterozygosity (as 
could be the case with the TGM1 gene in congenital ichtyosis (MIM 242300) 
[37, 38]), abolishing the expression of a normal gene product. Rare mono-
genic disorders with autosomal recessive inheritance patterns are more fre-
quent in consanguineous families due to an increased rate of homozygous 
variants [27].  

Disorders can be caused by mutations in the sex chromosomes, and al-
most invariably in the X chromosome (X-linked disorders). Only very rarely 
the Y chromosome is affected, in which case the disease is transmitted from 
father to son. The latter has been proposed as an explanation for the occur-
rence of retinitis pigmentosa (MIM 400004) in a Chinese family [39]. X-
linked diseases are commonly recessive, and in this case they mostly affect 
males who carry a single copy of the defective allele (since males normally 
only have one X-chromosome). Such state is called hemizygous, and an 
example for it is the inheritance of classic hemophilia (MIM 306 700) [27, 
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40]. There are also dominant X-linked disorders. One example of these is 
erythrohepatic protoporphyria (MIM 300752) caused by gain-of-function 
variants in the ALAS2 gene [41, 42].  

In some X-linked diseases, heterozygous females may not be affected or 
have milder phenotypes due to the phenomenon of random X chromosome 
inactivation (XCI) – a normal dosage compensation mechanism in females, 
which leads to the arbitrary silencing of one X [43].  XCI thus partially com-
pensates for haploinsufficiency caused by X-linked mutations in females. 
Skewed X inactivation, a process in which the silencing is no longer a ran-
dom event, but rather one of the X chromosomes is preferentially expressed, 
may occur in females suffering from X-linked diseases. Skewing may lead to 
complete silencing of the pathogenic allele; it can have the opposite effect as 
well: inactivating the wild type X selectively and causing a more severe 
phenotype [44, 45]. 

The patterns of transmission typical of monogenic disorders are not nec-
essarily straightforward due to confounding factors such as variability, 
meaning that patients with the same disorder might exhibit different pheno-
types, or disparate degrees of expression of the phenotype [46]. Reduced 
penetrance is another example: due to reduced penetrance, some patients 
with a given mutation may exhibit a phenotype, whereas others may not 
[27]. Modifier genes also play a role in “distorting” the inheritance patterns 
as they have quantitative effects on other genes’ levels of expression (exam-
ples in [47, 48]). 
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Approaches to study the genetic causes of 
human monogenic disorders  

“I read somewhere that luck is not blind, just illiterate. Luck, I mused, is a 
palliative for those who don't know probability and statistics.”  

― Orhan Pamuk 

From a genetics point of view, an essential first step in understanding the 
mechanisms of a disease and looking into possible perspectives of finding a 
cure is to identify the candidate gene (or genes) that cause it. One challenge 
is to discriminate between normal variation and pathogenic mutations. The 
golden standard would be to perform functional studies and demonstrate the 
role of the variant in vivo. However, this is often a cumbersome task and 
may be impossible to perform in large-scale studies. A reasonable alternative 
is to base the assumption of pathogenicity on whether the variant affects a 
sequence that is known to be functional (for example the coding parts of 
genes, splice sites or regulatory elements) which makes the variant a more 
likely disease-causing candidate. Furthermore, one could look into the type 
of variant and in what way it affects the DNA sequence, i.e. whether it is an 
indel, a frameshift or a nonsense mutation disrupting a protein or modifying 
an exon-intron boundary and interfering with normal splicing. Missense 
mutations are harder to interpret, but they might affect the level of gene ex-
pression or act in a dominant-negative fashion. Two disparate missense mu-
tations may also act in concert, such as in the case of autosomal recessive 
disorders caused by compound heterozygosity (i.e. each allele may harbor a 
different alteration, but both are defective). 

Since the size of the human genome is above 3 gigabases [49] and muta-
tions can be found in coding as well as non-coding sequences, the task to 
identify pathogenic variants requires robust methods. Most traditional tech-
niques involve finding the location of the potential causative gene as a first 
step. Examples of such methods are briefly reviewed below. 



 17

Restriction fragment length polymorphism (RFLP) 
analysis 
This is the classical DNA “fingerprinting” technique that was historically 
among the first methods for detection of disease-causing genes and linkage 
mapping [50, 51]. It is based on SNPs or indels that alter the recognition site 
of a specific restriction enzyme and relies on subjecting DNA to restriction 
digestion and subsequent gel separation of the resulting fragments. These are 
then hybridized to labeled DNA probes in Southern blotting and the variable 
fragment lengths are used to discriminate between individuals [50, 51].  

Linkage analysis 
Linkage analysis uses genetic markers such as microsatellites or SNPs and 
relies on estimation of recombination frequencies to map disease-causing 
loci that are co-inherited with (or linked to) the phenotype of interest. It is 
based on the assumption that markers which are in close proximity to the 
pathogenic variant will be passed over together, as a haplotype, since the 
probability for crossing-over in meiosis between closely positioned loci is 
low [52]. A LOD (logarithm of the odds) score is calculated to compare the 
probability of inheriting a trait when the causative locus and a particular 
genetic marker were linked with the probability of this event happening by 
chance. Traditionally, a LOD score higher than 3 is considered significant 
evidence for linkage, with a 1 in 103 risk of a false positive.  

This method is useful to study large families or many genetically homo-
geneous families with unambiguous medical diagnoses. 

SNP arrays 
SNP arrays allow for simultaneous genotyping of millions of SNPs via the 
use of synthetic oligonucleotide microarrays containing unique allele-
specific probes [53]. Single-stranded DNA is digested with restriction en-
zymes, adaptors are ligated to the resulting fragments and these are PCR-
amplified and hybridized to the array. SNP arrays allow the detection not 
only of SNPs, but also of CNVs and loss of heterozygosity [54, 55].  

This method can be used in linkage analysis and autozygosity mapping. 
Autozygosity mapping is a useful technique when looking for recessive vari-
ants in consanguineous families. The individuals are said to be autozygous 
when they share a homozygous haplotype, which is identical by descent, i.e. 
is inherited from a recent common ancestor [27]. 
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Next-generation sequencing 
Traditional Sanger sequencing produces long reads of high quality, however 
it does not allow for multiplexing and is costly [56]. Therefore it is now 
mostly used as a validation tool for the enormous amount of data generated 
by next-generation sequencing (NGS). Several different platforms for mas-
sively parallel sequencing exist, but all of them, except for the “third-
generation” platforms, offer multiplexed sequencing of a genomic DNA 
library that has been fragmented and amplified by either solid-phase, or 
emulsion PCR [57-60]. The most commonly used NGS platforms in the past 
decade have been 454 sequencing (Roche) [61, 62], SOLiD (Applied Bio-
systems) [63], HiSeq and MiSeq (both by Illumina) [64], and more recently, 
the so-called “third-generation” sequencing platforms – Ion Torrent, Ion 
Proton and PacBio [65, 66].  
• 454 – Single-stranded DNA library fragments linked to adaptors are 

mixed with capture beads, and emulsion PCR is performed in order to 
produce millions of clonally amplified sequence templates on each bead. 
These beads are then loaded onto a PicoTiterTM plate and sequencing-by-
synthesis is initiated simultaneously for the entire genome. The 454 se-
quencing platform relies on pyrosequencing, which is based on the de-
tection of a luciferin signal whenever a nucleotide complementary to the 
template is incorporated in the growing DNA strand. Over 400 000 short 
reads are generated per run. One advantage is the read length – around 
700 bp, the time run is speedy compared to other next/second generation 
sequencing methods and accuracy is high, however not in the case of 
long stretches of repetitive bases (more than 6 bp). The cost is another 
disadvantage [56]. 

• SOLiD – Analogous to 454 sequencing, clonal amplification is achieved 
by emulsion PCR. Instead of using a plate, beads are then immobilized 
on a glass slide. On the slide, sequencing-by-ligation takes place with 
fluorescently labeled di-base probes. The SOLiD system provides a 
highly accurate read-out, particularly when coverage exceeds 30x. The 
read length is short however (50 bp), and this is the main drawback of 
this system [56].  

• HiSeq 2500 and MiSeq – The HiSeq platform supports a wide range of 
applications, including whole genome, exome and transcriptome se-
quencing, creating reads of up to 250 bp in length. The MiSeq platform 
is faster and suitable for sequencing of small genomes or targeted gene 
panel sequencing, and it generates 300 bp-reads [66]. Clonally amplified 
DNA templates on acrylamide-coated glass flowcells are used for se-
quencing-by-synthesis, in which nucleotides are added base by base and 
a fluorescently labeled reversible terminator is imaged with the incorpo-
ration of each nucleotide. The main advantage when using the HiSeq 
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platform is its high throughput, but the short read assembly is a draw-
back [56]. 

• Ion Torrent/Ion Proton – This is a third-generation sequencing platform 
introducing some novel technological principles and solutions [66]. The 
first steps in the process are identical to 454 and SOLiD: adaptor-ligated 
DNA fragments are clonally amplified by emulsion PCR on beads 
known as Ion Sphere Particles. These are however loaded into proton-
sensitive wells. In the course of sequencing, each of the four bases is in-
troduced in succession. Whenever a nucleotide gets incorporated, there 
is a release of protons and a signal is detected. The read length is around 
200 bp and the accuracy is lower than that of the Illumina platforms, but 
it has a very short run time of 2 hours. 

• PacBio – This technology relies on fundamentally different principle 
compared to the others reviewed above, as it takes advantage of single 
molecule real time sequencing [66]. Here, the DNA template is mixed 
together with DNA polymerase and gamma-phosphate fluorescently la-
beled nucleotides in wells called zero-mode waveguides. The width of 
those wells does not allow light to penetrate the waveguide. However, 
energy can excite the fluorophores in the vicinity of the polymerase, and 
with the incorporation of every base, a pulse of fluorescence is detected 
in real time. The PacBio platform boasts an impressive read length of 1.5 
kb and a comparable run time with the IonTorrent. A downside is the 
high error rate and price [66]. 

Some of the major applications for which NGS is used include de novo se-
quencing of eukaryotic genomes [67], resequencing (which is used for the 
identification of novel SNPs, CNVs, etc.) [68, 69], detection of genome-
wide epigenetic modifications [70], etc. In addition, these platforms are suit-
able for RNA sequencing of whole genomes [71], but also for exomes, 
which are interesting in Mendelian traits where the majority of pathogenic 
lesions are found in protein-coding genes [72]. 

Ethical considerations 
The acquisition of massive amounts of genomic data is now possible thanks 
to NGS technology, and it creates a number of ethical issues that need to be 
addressed. One important and sensitive question is whether and how to pro-
vide the participants in NGS studies with access to the research results. It has 
been suggested that participants should have the right to choose whether they 
want to access this information, as long the results are scientifically sound, 
clinically significant (suggesting serious health risk) and are disclosed ac-
cording to local laws [73, 74]. Results with unclear consequences that are 
not likely to benefit the participants should preferably not be reported back 
[73]. The format of delivery needs to be considered as well, as providing the 
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participants with raw data will be meaningless to most of them [75]. At the 
same time, interpretation of the results is costly, and when incomplete, may 
lead to misunderstanding, which in a clinical context may have serious con-
sequences [75]. However, having access to trained physicians capable of 
correctly interpreting the data for the participants remains a challenge.  

The storage of the vast amount of personal data is another problem which 
deserves attention. An understandable fear for privacy that society has faced 
is the possibility for this information to be misused by potential employers, 
insurance companies, etc., whenever health risk variants have been detected 
[76]. Therefore, the data needs to be securely stored to decrease the possibil-
ity of tracing it back to each participant in the study. 

Additionally, this data may be used in the future for purposes not initially 
outlined in the informed consent documentation, which creates possibilities 
for breach of confidentiality [77]. 

Another controversial point concerns the obligations of the researcher to 
the relatives of the participants: should the data be available to the families 
of the participants, whose health may also be affected by a detected patho-
genic variant? McGuire et al. suggest open discussions with the participants 
in order to inform them of the implications and meaning of the data for their 
families without the requirement for informed consent from the relatives [75, 
76]. Once again, the benefits should be weighed against the potential risk of 
information disclosure to affected relatives. 

Whole exome sequencing 
In whole exome sequencing (WES), only the coding parts of the genome are 
targeted [78]. Since it remains challenging to define with certainty which 
parts of the genome are truly protein-coding, “exome” in this context means 
targeting at least all sequences listed in RefSeq 
(http://www.ncbi.nlm.nih.gov/RefSeq/) [79], plus a number of hypothetical 
proteins, with the provision that capture probes vary in efficiency and thus 
certain targets may be missed entirely [80]. For library preparation, genomic 
DNA is hybridized to oligonucleotide baits that are homologous to coding 
regions, while the unbound DNA is washed away. Exome-complementary 
DNA is then sequenced using the platform of choice (Figure 1).  
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Figure 1. Principle of sample preparation for WES. Shotgun libraries are constructed 
from genomic DNA and then fragmented. The fragments are then hybridized to 
capture probes which are specific for the coding part of genome. Thus, the non-
coding fragments are washed away, while the exonic fraction is enriched and can be 
sent for sequencing to the NGS platform of choice. 

Twenty thousand or more single nucleotide variants per individual are de-
tected by this method on average [80]. Roughly 9 000 – 11 000 of these are 
non-synonymous and a slightly larger proportion are synonymous [81]. To 
discern the possible disease-causing variants from normal variation, filtering 
is normally performed against publicly available databases such as dbSNP, 
EVS or 1000 Genomes Project, as well as against a set of healthy individuals 
(controls). This type of filtering is particularly valuable when studying high-
penetrance rare variants, such as the ones that are usually in the basis of 
Mendelian traits, because it allows elimination of all common variants (i.e. 
variants that are unlikely to produce a phenotype on their own). This as-
sumption, however, needs to be taken with caution, because the databases 
contain a small number of pathogenic variants – for example, the data may 
come from unaffected carriers of pathogenic alleles that only produce a phe-
notype when in a homozygous state [80].  

Another thing to keep in mind when filtering is the minor allele frequency 
(MAF) of the variant – the frequency at which the less abundant allele oc-
curs in a population. Low MAF/ high penetrance variants are the ones ex-
pected to cause Mendelian disorders (Figure 2). If MAF is disregarded when 
filtering, one risks missing actual disease-causing variants; lowering the 
threshold down to 0.1% for dominant disorders helps narrow down the re-
maining number of candidate variants. Furthermore, it is possible to stratify 
the data according to different criteria, such as class of mutation (frameshift, 
stop codon, splice-site, etc.), gene function (if known), and so on. All of this 
should preferably be combined with pedigree information and observed 
mode of inheritance. In fact, the latter should be kept in mind when conceiv-
ing the WES experiment and selecting individuals for sequencing. It is likely 
to confuse identity-by-state with identity-by-descent in close relatives when 
looking for very rare variants. Thus, in order to minimize this possibility, it 
is advisable to choose the most distantly related individuals in the pedigree 
for sequencing i.e. those who are least likely to share a haplotype based on a 
common ancestor [80].  
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Figure 2. Dependence of variant type on allele frequency and penetrance. Mendelian 
disorders are normally caused by very rare high-penetrance variants, as opposed to 
complex/ common disorders, which are a result of common variants with low pene-
trance. Other frequency/penetrance correlations might be less straightforward to 
interpret.  

Exome sequencing has, to date, been essential for the identification of nu-
merous disease genes and for diagnostics [80, 82-85]. It is an affordable 
method compared to genome-wide association studies (GWAS) and whole 
genome sequencing (WGS) (although novel technologies in NGS may chal-
lenge the financial aspect). In addition, the resolution of WES is higher when 
compared to GWAS and the amount of output data is smaller and easier to 
interpret than that generated by WGS. 

Whole genome sequencing 
WGS is the most comprehensive method to estimate individual variation and 
mutations both in the coding and the non-coding part of the genome [86]. 
Thanks to the rapid development of NGS technology and the bioinformatic 
tools to analyze the output data, WGS is becoming more accessible. There 
are two approaches when performing the method. The reference-based as-
sembly relies on mapping the reads from NGS to a reference sequence 
[86](for example, hg19 for humans). Variant calling and annotation follow 
[81]. When a reference sequence is not available, one may resort to a de 
novo assembly approach, in which the reads are screened for overlaps to 
build longer contiguous sequences (contigs) [86]. From a diagnostic point of 
view, WGS is suitable not only for Mendelian disease gene-identification 
like WES, but also for detection of causative variants in complex traits, de 
novo single nucleotide variants and CNVs, as it can capture nearly 3.5 mil-
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lion variants [81]. This enormous amount of data is however challenging to 
analyze and store, and the method is still more expensive than WES [81].  

Transcriptome sequencing 
Looking into the exome is informative, but yet another interesting method 
that provides direct insight into the expression of the exome is RNA se-
quencing [87]. It is a way to capture the transcriptome of a cell (or tissue), 
i.e. its entire set of mRNA and non-coding RNA transcripts at a given time 
[71]. Until recently, mRNA expression was commonly measured either by 
qRT-PCR or by the use of microarrays. However, qRT-PCR is expensive 
and inapplicable to genome-wide analysis, whereas microarrays cannot 
compete with the sensitivity of RNA sequencing [71, 88]. RNA sequencing 
provides an opportunity to measure absolute transcript levels, so it is a pow-
erful quantitative method, although the sensitivity varies depending on the 
NGS platform used (for example, Illumina platforms can generate millions 
of reads, whereas PacBio generates only around 50 000 reads; however, 
these are long and allow characterization of the transcript structure) [89, 90]. 
In addition, RNA sequencing makes it possible to detect alternative splicing; 
due to technical challenges, however, sequences near the 5’ and the 3’ ends 
of the transcripts are underrepresented [89, 91, 92]. 

There are multiple different protocols for performing RNA sequencing, 
but they mostly rely on the same general steps: fragmentation, RNA-to-
cDNA conversion, second strand synthesis, adapter ligation and amplifica-
tion (Figure 3). Fragmentation may be performed either on RNA level, or at 
the cDNA stage, but RNA fragmentation has been demonstrated to induce 
less bias [89, 93], and hence seems to be the more popular choice. Often, 
polyadenylated RNA is used, which includes mRNA, long noncoding RNAs, 
snoRNAs, etc. If total RNA is used as starting material, rRNA needs to be 
depleted beforehand, as it makes up to 80% of the RNA pool [89]. Either 
random hexameres, or oligo-d(T) primers are used for cDNA synthesis. 
However, this random priming leads to loss of strand specificity, which may 
be important with regard to antisense regulation [89]. Some protocol modifi-
cations overcome the problem with strand specificity [94]. 
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Figure 3. Principle of RNA sequencing. Either ribosomal RNA-depleted total RNA, 
or polyadenylated RNA is used as starting material. It is then subjected to fragmen-
tation in order to ensure equal fragment sizes, and to reverse transcription and sec-
ond strand synthesis to produce cDNA. Next, adaptors are ligated to both 5’ and 3’ 
ends and the products are PCR-amplified. 

In summary, transcriptome sequencing is a highly sensitive method for cap-
turing and quantifying absolute expression, it is suitable for genome-wide 
analyses and under certain conditions may detect alternative splicing (as 
long as certain level of coverage is reached [89]) or transcript structure 
(when the sequencing platform allows for long reads). Downsides of the 
technology include underrepresentation of 5’ and 3’ ends and the method is 
usually not strand specific.  
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Genotype-phenotype correlations: 
investigating gene function in support of 
variants’ pathogenic role 

“Who in the world am I? Ah, that's the great puzzle.” 
― Lewis Carroll 

The identification of gene variants that might be causative for a certain dis-
order via next generation sequencing is powerful, but has its limitations. To 
prove pathogenicity of an identified variant one must resort to additional 
validation methods. 

Validation and prediction tools 
Sanger sequencing is commonly used to verify that the findings of massively 
parallel sequencing are not artefactual. After confirmation of the mutation, 
screening the segregation of the variant in the family is another test that can 
be done to check whether it correlates with the observed disease inheritance 
pattern.  

Next, one commonly compares the protein sequences of orthologous 
genes found in different species in order to elucidate whether the position of 
the detected variant is highly conserved, which is a strong argument in favor 
of its functional importance in evolution. One widely used bioinformatics 
tool which provides a platform for such conservation comparisons and pro-
tein alignment is Clustal Omega (http://www.clustal.org/omega/) [95].  

Variants that alter the conformation or biochemical properties of a protein 
are those that are most likely to be pathogenic. Therefore indels and 
frameshift mutations are generally considered to be the best candidates for 
disease-causing variants. To test this hypothesis, one can resort to a multi-
tude of online tools such as PolyPhen-2 
(http://genetics.bwh.harvard.edu/pph2/), MutationTaster 
(http://www.mutationtaster.org/), and SIFT (http://sift.jcvi.org/), all of which 
predict the effect of the identified mutation on protein function [96, 97]. 
Such bioinformatics-based methods can provide supporting evidence to the 
assumption that a variant is pathogenic. However, the golden standard to 
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prove pathogenicity is to run functional tests and demonstrate the role of the 
variant and its effect in model systems. 

Functional model systems 
In vivo systems 
In addition to facilitating our understanding of basic gene functions, model 
organisms have traditionally been used in various applications in research, 
medicine and agriculture. Multiple model organisms exist, but among the 
most relevant to understanding human disease have been Caenorhabditis 
elegans (nematode), Drosophila melanogaster (fruit fly), Danio rerio 
(zebrafish), Mus musculus (mouse), and Ratus norvegicus (rat) [27]. 

Possibly the most popular invertebrate model organisms in genetics have 
been C. elegans and D. melanogaster. Many human genes have correspond-
ing homologs found in these two species, which make the nematode and the 
fruit fly suitable models for studying human gene and protein function [98]. 
Both species are also easy to study and have a short life cycle, which allows 
for observation of aging and mutation effects within a short timeframe. C. 
elegans is transparent, which greatly facilitates the tracing of cells and cell 
lineages throughout development, as well as the observation of neuronal 
connection formation. In addition, the transparency of the nematode makes it 
possible to easily track fluorescently-labeled proteins and study gene func-
tion; it also provides a platform for drug testing and discovery [99, 100]. The 
fruit fly is an excellent model organism for studying spatially and temporally 
restricted expression of transgenes [27]. A D. melanogaster transposon 
called the P element can be used as a tool for mutagenesis or transgenesis 
[101]. The fruit fly is also a widely used model for behavioral studies, devel-
opment and neuroscience [27].  

Naturally, the more evolutionarily close an organism is to humans, the 
more accurate system for human disease modeling it makes. Non-
mammalian vertebrates provide an excellent opportunity to study vertebrate 
development, since they produce relatively large eggs, often fertilized and 
developed outside of the body, and are easy to manipulate. The zebrafish has 
multiple highly conserved developmental genes with orthologs in human, as 
well as transparent embryos which allow observation of mutants [27, 102, 
103]. Gene inactivation is relatively easily achieved by the use of morpho-
linos [104]. 

Since mammals are closest to humans with respect to physiology, devel-
opment and biochemistry, they are very suitable model organisms. For the 
same reasons however, they have the disadvantage of being more governed 
by ethical considerations, which may complicate study design and makes 
some experiments impossible. In addition, they usually produce less off-
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spring and have a longer lifespan. Rodents overcome some of these limita-
tions by having relatively short generation times and large numbers of off-
spring. Mice and rats have been used for decades for large-scale mutagenesis 
screens, human disease modeling, drug development and behavioral studies 
[105, 106]. The possibility of performing various genetic crosses and creat-
ing transgenic animals, conditional and constitutive gene knockouts has al-
lowed detailed studies of gene function in health and disease using these 
model animals [107].  

Usually, model organisms are manipulated in order to answer a particular 
scientific question. An exogenous gene might be integrated into the animal’s 
germline in order to study its function or induce disease (transgenic ani-
mals); alternatively, endogenous genes may be altered with the same purpose 
[27]. 

In vitro systems 
In addition to model organisms, one could use simpler biological systems for 
in vitro applications. A wide range of cell lines exist, both of animal and 
human origin, which can be used for knockdown, knockout or overexpres-
sion of proteins and RNA, various types of genetic manipulation, studying of 
molecular pathways and pharmacological response [108, 109]. A library of 
multiple cancer cell lines can be found at the COSMIC cell line project 
(http://cancer.sanger.ac.uk/cancergenome/projects/cell_lines/about).  

Among the most relevant cell lines for modeling human disease pheno-
types or studying development, however, have been pluripotent stem cell 
lines. Embryonic stem cells (ESCs) are pluripotent stem cells derived from 
the early embryo (the inner cell mass of the blastocyst) and can be propagat-
ed indefinitely in culture [110]. ESCs have been generated from the embryos 
of different species, such as mice and even humans. Murine ESCs can be 
used to deliver exogenous DNA or for gene inactivation by genetic manipu-
lation and subsequent injection into blastocysts that can be re-implanted in a 
female mouse. This is a way to generate transgenic or knockout mice, re-
spectively [111]. In culture, ESCs are capable of differentiating to all three 
germ layers: ectoderm, mesoderm, and endoderm, which makes it possible to 
study a particular cell type of interest in vitro [112]. ESCs can be subjected 
to directed differentiation to any specific somatic cell type and thus have an 
enormous potential for usage in disease modeling and regenerative medicine, 
although the latter is a subject of controversy due to graft-versus-host disease 
[27, 113]. Mouse ESCs can also contribute to the formation of an entirely 
new organism from cell culture [114]. 

An “artificially” derived alternative to ESCs are induced pluripotent stem 
cells (iPSCs), pioneered by Takahashi and Yamanaka in 2006 [115]. iPSCs 
are somatic cells that have been manipulated back to a pluripotent stage by 
introduction of transcription factors (Figure 4)[116]. Different cocktails of 
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transcription factors have been developed over the last decade, but the four 
initially identified by Yamanaka are still the most widely used ones – Oct4, 
Klf4, Sox2 and c-Myc (OKSM) [117]. These can, however, be replaced by 
various other approaches with comparable efficiency. For example, Yu et al. 
demonstrated that reprogramming can be achieved by replacing the onco-
genes Klf4 and c-myc from the OKSM cocktail with Nanog and Lin28 
[118]. Furthermore, it was shown that c-Myc is not indispensable to repro-
gramming; however, its presence increases the infamously low reprogram-
ming efficiency [119]. It is possible to facilitate reprogramming by introduc-
ing small compounds [120], or to skip transgene delivery altogether and use 
miRNAs [121, 122] or recombinant proteins/ poly-arginine [123, 124] in-
stead. 

 
Figure 4. Schematic representation of iPSC reprogramming and some applications. 
Using the method of choice, somatic cells derived from the patient are induced to 
pluripotency. The resulting iPSCs can be differentiated to any cell type and then 
used, among other applications, for disease modeling or drug discovery. 

The transcription factor delivery can also be done in different ways. Most 
commonly, it was performed with viral vectors which integrate into the host 
cell genome, such as retrovirus or adenovirus [117]. Improved efficiency 
was achieved by the use of polycystronic lentivirus cassette [125], which 
could also be excised from the genome with the help of Cre/LoxP sites 
[126]. Virus-free delivery can be done by transposons which excise them-
selves nearly without a trace [127]. Recently, non-integrating approaches 
have become a popular choice replacing the older methods, due to the fact 
that they do not create a risk of insertional mutagenesis. One of the most 
popular methods currently involves the Sendai virus vector. This technique 
has been reported to reprogram fibroblasts at a higher efficiency than other 
methods, and is nonpathogenic to humans, making it suitable for regenera-
tive medicine applications [128, 129].  

The cells that result from reprogramming have the properties of self-
renewal, indefinite propagation in culture and the ability to differentiate to 
all germ layers, like ESCs. Similarly, mouse iPSCs can contribute to viable 
mice by tetraploid complementation [130]. In addition, iPSC lines circum-
vent the ethical problems of ESC derivation, since they do not originate from 
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embryonic material. Since the somatic cells used for their derivation are 
taken from the patients, theoretically they should not cause an immune re-
sponse if transplanted (although there has been some evidence for immuno-
genicity [131]).  

Despite being very similar to ESCs, iPSCs are distinct when it comes to 
their transcriptome and methylome profiles [132, 133]. Furthermore, in con-
trast to the in vivo blastomeres, human-derived female iPSCs do not reacti-
vate both X chromosomes, which makes them an unfit model for X-linked 
disorders [134]. A number of authors have attempted to completely erase the 
epigenetic marks of the parental cells and induce the so-called “naïve” plu-
ripotentcy in human iPSCs, denoted by hallmarks such as dome-shaped col-
ony growth, ability to survive and maintain pluripotency as single cells, de-
pendence on leukemia inhibitory factor (LIF) and reactivation of the two X 
chromosomes in females [135, 136]. These methods include treatment of the 
cells with telomerase [137] and culturing in defined media [136] or on spe-
cific LIF-expressing feeders [138]. Additional reports using the aforemen-
tioned technologies to model X-linked diseases are anticipated in order to 
support their efficacy in this setting. 

Caution is also advised when it comes to the choice of suitable control 
lines. It has become common practice to reprogram iPSCs from healthy do-
nors to use as controls; however, controversy has arisen due to the possibility 
that the different genetic backgrounds of the control lines may complicate 
data interpretation in Mendelian disease modeling. One way to circumvent 
this problem is to use isogenic lines, i.e. lines that arise from the patient cells 
but have been genetically corrected, so that they do not carry the patient 
mutation or vice versa [139, 140]. Different tools such as zinc-finger nucle-
ases [129], TALENs [141] and recently, the CRISPR-Cas system [142] offer 
this possibility, though off-target insertions or deletions in the genome are a 
source of concern [143]. In addition, these methods are still not suitable to 
mimic or correct all type of lesions, specifically large structural aberrations.  

In summary, the choice of method or model organism is tightly dependent 
on the specific research questions that one poses. Both laboratory animals 
and in vitro systems have their advantages and drawbacks, and a combina-
tion of online tools, in vivo and in vitro approaches is often the best way to 
study human disease in order to reflect as many of its aspects as possible. 

Ethical considerations in stem cell research 
Stem cells cause both enthusiasm and controversy. Their possible and prom-
ising application in cell replacement therapy is a source of hope for patients 
with degenerative disorders such as Parkinson and Huntington disease [144, 
145], but there are some serious social, moral and ethical questions to be 
solved. The major ethical concerns are connected to human ESCs, the deri-
vation of which requires that early preimplantation embryos are destroyed 
[144-148]. Some alternative protocols which avoid that have been published, 
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but the method has proven problematic [144, 149]. A common source of 
embryos for making human ESC lines are abortions or surplus embryos cre-
ated for in vitro fertilization (IVF) [145-147]. Most countries require sepa-
rate forms for informed consent, where parents should agree not only to the 
abortion, but also to donating the embryonic tissues to research; additionally, 
embryos for IVF can usually be used for creating ESC lines only if they 
would have been discarded otherwise, but they cannot be specifically created 
for research purposes [145]. Even those regulations, however, are met with 
discontent and controversy by part of society, who consider the embryo to be 
equivalent to a person. According to this view, destroying an embryo is tan-
tamount to murder [145]. Others embrace a more “gradualist” approach, 
believing that the moral value of an embryo increases in the course of devel-
opment and after passing certain milestones, such as developing a nervous 
system and cognition [144, 145]. Since these processes occur much later 
than the blastocyst stage, they see no ethical dilemma in destroying early 
embryos, especially with regard to the possible benefits that may come from 
stem cell research.  

While it seems that these opposing viewpoints create an irresolvable con-
troversy, iPSCs offer a way to circumvent the use of embryonic material and 
thus create a more ethical alternative to ESCs. The use of iPSCs, however, 
poses different types of ethical questions for society and the scientific com-
munity. Several reports have shown that both mouse iPSCs and ESCs can 
give rise to oocytes and sperm [150, 151], and a recent publication described 
the direct differentiation of human iPSC and ESCs into spermatogenic cells 
[152]. This discovery raises the question of whether germ lines derived from 
ESCs/iPSCs can be used to crate viable embryos. Although such an alterna-
tive may provide a solution for infertility, there would be considerable con-
cern as to whether this is morally acceptable. Questions which need careful 
consideration include the prospect of serious health issues for children born 
through such an “immaculate conception” [146]; the possibility for selection 
of “the best” genes or a particular gender as desirable traits in the artificially 
created embryos brings Huxley’s Brave New World to mind.  

Despite the fact that a number of the abovementioned concerns may not 
be prevalent in society worldwide or may still be in the realm of remote pos-
sibilities, a careful and well-regulated balance needs to be achieved in order 
to allow the development of stem cell technology and cell replacement ther-
apy while respecting ethical norms and human values.  
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Methods 

The main methods used in the papers which comprise this thesis are briefly 
outlined below. 

Whole exome sequencing 
WES was in the basis of both papers I and II. In each case, we investigated 
large families clearly suffering from inherited disorders. Since the symptoms 
were pronounced and consistent with autosomal recessive (paper I) or auto-
somal dominant (paper II) inheritance typical of monogenic disorders, we 
reasoned that the causative mutations were likely found in the coding parts 
of the genome and thus resorted to WES as a comprehensive and affordable 
method to identify candidate variants [78]. Selected individuals were sam-
pled for genomic DNA, and capture probes were used to enrich for the exo-
nic part of the genome, which was then sequenced by either the SOL-
iD5500xl (paper I) or the Ion Proton (paper II) systems. The detected vari-
ants were then filtered against 350 “in house” exomes and several databases 
(as described in detail in the chapter Approaches to study the genetic causes 
of human monogenic disorders), allowing us to successfully identify the 
causative mutations in both families.  

Immunohistochemistry/immunocytochemistry 
Immunostaining of paraffin embedded tissue sections or fixed cells was used 
in papers I, II, III and IV. Whenever tissue sections were used, deparaffiniza-
tion in xylene and ethanol was performed as a first step, followed by antigen 
retrieval with trypsin in humidified chamber in order to open any cross-
linked epitopes and allow for antibody binding. All slides were fixed with 
PFA, and washed with blocking solution to ensure specificity of the subse-
quent staining with antibodies. This technique was applied as part of func-
tional analysis to visualize protein expression of disease-causing variants 
(papers I and II) or as a way to characterize the pluripotency of iPSCs (pa-
pers III and IV). 
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iPSC generation and culturing 
iPSCs were generated by introduction of the Yamanaka factors OKSM to 
fibroblasts from patients or healthy individuals [117]. The transgene delivery 
was achieved either via lentiviral stem cell cassette [125] (papers III and IV) 
or by four separate episomal Sendai virus vectors [128] (paper IV) (see In 
vivo methods section for details). Fibroblast cells were grown on mitomycin 
C-inactivated feeders to support self-renewal by providing extracellular ma-
trix proteins and growth factors [153] for about one month before hand-
picking the first colonies. These were then cultured clonally in bFGF-
supplemented media for multiple passages until acquiring stem cell-like 
characteristics such as large nuclei, formation of tightly packed colonies and 
expression of pluripotency-associated markers.  

Transcriptome sequencing 
RNA (or transcriptome) sequencing was the main method used in paper III. 
Several iPSC lines, fibroblast lines and one ESC line were harvested to iso-
late total RNA, which was then depleted of the ribosomal RNA fraction, 
fragmented and reverse-transcribed [89]. The resulting cDNA was then li-
gated to adaptors and sequenced in order to determine the type and abun-
dance of transcripts and to compare the expression profiles between samples. 
Analysis of transcriptome data allowed for transcript quantification and iden-
tification of differentially expressed genes and pathways between cell lines.  

Karyotyping 
Cytogenetic analysis was used as part of iPSC characterization in both pa-
pers III and IV, and was the focus of paper IV as a method which allows 
comparison of the effects of different viral delivery systems for iPSC genera-
tion on genome stability. Non-confluent iPSC (or fibroblast) cultures were 
treated with colcemid to arrest the cell cycle and allow for metaphase analy-
sis. Cells were then washed with hypotonic solution and fixed on microscope 
slides. Giemsa-staining was performed following trypsinization and the vis-
ualized metaphase chromosomes were analyzed for aberrations.  
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Present investigations 

“Never let the future disturb you. You will meet it, if you have to, with the 
same weapons of reason which today arm you against the present.” 

― Marcus Aurelius 

Paper I. Autosomal Recessive Transmission of a Rare 
KRT74 Variant Causes Hair and Nail Ectodermal 
Dysplasia: Allelism with Dominant Woolly 
Hair/Hypotrichosis 

Aim: 
• To identify the cause of disease in a family with ectodermal symptoms 

Methods: 
• WES was used to identify the putative gene candidate 
• Segregation analysis was performed by bidirectional Sanger sequencing 
• Probable pathogenicity of the variant was determined with PolyPhen-2 

and conservation was assessed by running a prediction model in Clustal 
Omega 

• Immunohistochemistry was performed to demonstrate how protein ex-
pression was affected by the identified variant 

Results and discussion: 
In this study, we re-investigated a large consanguineous Pakistani family 
with autosomal recessive pure hair and nail ectordermal dysplasia (AR 
PHNED (MIM 602032)). The patients were born to healthy related parents 
and suffered from mild micronychia, hypotrichosis and brittle hair. Previous 
studies showed a shared homozygous haplotype that was mapped to chromo-
some 12q12-q14.1 which harbors the cluster of type II keratin genes, but 
none of the two genes previously implicated in the disorder – KRT85 and 
HOXC13 – were found to deviate from the reference sequences. 

In order to elucidate the genetic background behind the disease in our pa-
tients, we used WES and focused on the linked region to look for causative 
mutations. After filtering against common variants and Sanger sequencing 
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verification, we identified three homozygous variants in the 12q12-q14.1 
locus: a c.821T>C transition in KRT74 (NM_175053; p.Phe274Ser), a 
c.38C>T transition in CELA1 (NM_001971; p.Pro13Leu) and a c.1037A>G 
transversion in IKZF4 (NM_022465; p.Tyr346Cys). All three segregated 
with the phenotype, and although the c.821T>C variant in KRT74 was re-
ported in the Exome variant server (EVS) and dbSNP132 databases (at low 
frequencies, 2/10 000 and 2/1000, respectively), we reasoned that this was 
the most plausible among the three candidates, based on the reported func-
tions and expression patterns.  

We looked for further support for the KRT74 variant pathogenicity by 
running PolyPhen-2 predictions of protein damage caused by the mutation, 
and in contrast to CELA1 and IKZF4, the KRT74 transition received the 
highest score of “probably damaging”. We then made a conservation com-
parison between the human Keratin-74 protein sequence and its orthologs in 
other species, and noticed that the Phe274 residue was conserved in all of 
them. In addition, literature searches suggested that the coil 1B domain 
which harbors the mutation is important for dimerization in keratins, which 
are obligate heteropolymers. Finally, we compared the protein sequences in 
the coil 1B domains of all the 26 human type II keratins, to which Keratin-74 
belongs. We discovered that the variant we identified was conserved in all 
except for Keratin-80, where it was substituted for the biochemically synon-
ymous leucine.  

Since the bioinformatic predictions strongly supported the c.821T>C mis-
sense mutation in KRT74 as a cause for PHNED in our patients, we proceed-
ed with studying the expression of Keratin-74 by immunohistochemistry. 
Notably, it was expressed in the nail matrix and nail bed in adult mouse 
claws, suggesting its role in nail formation and integrity. In addition, we 
compared Keratin-74 expression in human hair follicles in a normal individ-
ual and a patient. We observed strong staining in the inner root sheath of the 
control, but none in the patient, which additionally supports this variant as a 
cause of PHNED. 
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Paper II. Phenotypic expansion of visceral myopathy 
associated with ACTG2 tandem base substitution 

Aim: 
• To investigate the cause of disease in a family with a variety of symp-

toms from the visceral organs 

Methods: 
• WES was used to identify the putative variant 
• Segregation analysis was performed by Sanger sequencing 
• PolyPhen-2 was used to predict variant pathogenicity and NNSplice 

Software was used to predict altered splicing 
• The transcript abundance in patients and controls was assessed with 

qRT-PCR 
• RT-PCR was further used to check for exon skipping or use of cryptic 

splice sites; the result was verified by Sanger sequencing of cDNA 
• Protein expression was verified by immunohistochemistry 
• SwissModel was used for constructing a 3D protein model 

Results and discussion: 
This paper attempted to elucidate the genetic cause behind the gastrointesti-
nal problems in a large Swedish family. The patients complained from ab-
dominal pain, distention, obstipation, abnormal peristalsis and other symp-
toms from the visceral organs, consistent with a diagnosis of familial viscer-
al myopathy (FVM). Visceral myopathies (MIM155310 and MIM613834) 
comprise a group of heterogeneous disorders caused by impairment of 
smooth muscle function, associated with multiple variants in the smooth 
muscle actin gamma-2 gene, ACTG2.  

We sampled four patients for WES and following confirmation with 
Sanger sequencing we identified a previously unreported variant in ACTG2 – 
a heterozygous tandem base substitution c.806_807delinsAA (p. 
(Gly269Glu)) in the affected family members. The substitution is positioned 
at the beginning of exon 8 and was predicted by the NNSplice Software to 
potentially affect splicing. 

We then examined the expression levels of the ACTG2 mRNA transcript 
in fibroblasts and discovered a three-fold decrease in patients compared to 
controls. To account for the possibility of exon skipping (as suggested by 
prediction software) or the use of a cryptic splice site, we performed RT-
PCR on cDNA of patients and controls. However, we found that the product 
sizes were consistent with normal splicing. To exclude nonsense mediated 
decay that masks abnormal splicing, we sequenced these PCR products and 
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were able to detect both the wild type and the mutant transcript, which con-
firmed that splicing was not affected by the TBS in the patients.  

Next we investigated if these low transcript levels correlated with low 
protein levels by staining patient ileum sections for ACTG2 and observed no 
difference relative to healthy individuals. This may be explained by focal 
abnormalities not detected in our tissue sections or lack of sensitivity of light 
microscopy for quantitation. Our 3D protein modeling suggested that the 
substitution of the uncharged wild type glycine in position 269 with the polar 
and bulkier glutamic acid alters the physical distances to adjacent amino 
acids and may have an effect on actin polymerization. Taken together, these 
data suggest a dominant negative effect of the variant we detected. Our study 
also expands the knowledge of the clinical phenotypes associated with FVM, 
which may facilitate diagnosis and treatment in the future.  
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Paper III. Transcriptome profiling reveals degree of 
variability in iPSC lines: Impact for human disease 
modeling 

Aim: 
• To determine the level of variability between sister iPSC lines (i.e. lines 

originating from the same donor’s somatic cells) 

Methods: 
• iPSCs were reprogrammed from two healthy donors’ fibroblasts using a 

lentiviral vector with OKSM transcription factors 
• Pluripotency was assessed by immunofluorescent staining and TLDA 

assay for pluripotency markers, and EB differentiation capacity 
• Chromosomal integrity was assessed by karyotyping 
• Click-it EdU assay was used to estimate cell proliferation 
• RNA sequencing was used to compare expression profiles between cell 

lines 

Results and discussion: 
In an attempt to broaden the technical knowledge on iPSCs, we compared 
different iPSC lines in order to elucidate the minimal number of clones re-
quired and how to best account for biological variability. 

To this end, we established fibroblast lines from two healthy donors, 
HDF-K1 and HDF-K2. Three sister iPSC lines and one iPSC line were de-
rived from these fibroblasts respectively. A hESC line was used as a pluripo-
tent control.  

We first verified that we had produced high-quality iPSC lines, as only 
few cells in the reprogramming process are known to reach the pluripotent 
and unlimited self-renewal stage. We subjected our lines to stringent criteria, 
which they met by displaying 1) characteristic morphology, 2) positive stain-
ing of the markers Nanog, TRA-1-60, TRA-1-81, SSEA-3 and -4, 3) expres-
sion of pluripotency-associated genes similar to the hESC line and 4) ability 
to differentiate into all three germ layers under withdrawal of growth factors 
during culturing. In addition, all our lines were cytogenetically normal. 

We resorted to RNA sequencing and rigorous transcriptome analysis of 
all lines, and observed that the expression profiles of the three sister iPSC 
lines were highly similar to one another but distinct from the profiles of the 
iPSCs derived from HDK-K2 and the hESC line. As expected, fibroblasts 
showed a very different expression profile from all pluripotent lines. A simi-
lar observation could be made regarding whole transcriptome profiles of EBs 
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derived from each pluripotent line: lines which originated from the same 
parental fibroblasts clustered together and separately from the other lines.  

Gene ontology and KEGG pathway comparison within the iPSC lines re-
vealed that there was no significant difference in expression between sister 
lines; however, there were more than 3000 differentially expressed genes 
(but not pathways) when sister lines were compared to the remaining iPSC 
line, and these were primarily involved in gene regulation. We then com-
pared all iPSC lines to the hESC line and detected three significantly differ-
entially expressed KEGG pathways which were involved in RNA transport, 
ribosome biogenesis and spliceosome formation. This observation suggested 
a difference in proliferation, thus we performed a proliferation assay based 
on EdU-labelling. However, our results indicated similar generation rates 
among all pluripotent lines. 

Taken together, our results demonstrate a pronounced similarity between 
clonally derived lines which originate from the same donors. In this work we 
also highlight the importance of picking several fibroblast lines as starting 
material for reprogramming rather than simply relying upon multiple sister 
iPSC lines.  
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Paper IV. Methods of reprogramming to iPSC 
associated with chromosomal integrity and delineation 
of a chromosome 5q candidate region for growth 
advantage 

Aim: 
• To compare the effects of two different methods of viral transgene de-

livery on chromosomal integrity in iPSCs 

Methods: 
• iPSCs were reprogrammed using the Yamanaka factors by either intro-

ducing them with a lentiviral vector, or with Sendai virus 
• iPSCs were characterized as pluripotent by 1) immunocytochemical 

staining for pluripotency-associated markers, 2) stem cell marker Taq-
Man array and 3) their ability to differentiate into all germ layers by 
forming embryoid bodies 

• Karyotyping was performed in order to estimate frequency and types of 
genomic abnormalities in iPSCs 

Results and discussion: 
Ever since iPSCs were pioneered as a method by Takahashi and Yamanaka 
in 2006, their popularity as an in vitro model system has been rising and they 
show great potential for human disease modeling. However, in order to un-
derstand disease, one first needs to understand the advantages and limitations 
of the methods one employs. Since previous studies have pointed towards 
frequent loss of genomic integrity in iPSCs, we chose to investigate two 
widely-used strategies for iPSC reprogramming and their effects on the oc-
currence of chromosomal aberrations.  

We derived sixteen lines using genome-integrating lentivirus and sixteen 
lines by introducing the episomal Sendai virus. In both cases we used the 
Yamanaka transcription factor cocktail OKSM and cultured the cells under 
comparable conditions. We confirmed that we have obtained high-quality 
pluripotent iPSCs by staining them for expression of widely known pluripo-
tency-associated factors such as Nanog and TRA-1-60, by running an RNA-
based expression array for a battery of stem cell markers and by confirming 
their ability to differentiate in the three germ layers in an embryoid body 
formation assay. We then estimated the genomic integrity of these cell lines 
by karyotyping. 

Our cytogenetic analysis showed that at P10-21 there were seven out of 
sixteen lentivirus (L-) reprogrammed lines and only one out of sixteen Sen-
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dai virus (S-) reprogrammed lines which were abnormal. This difference is 
significant (p = 0.04). We observed both structural and numerical aberrations 
and the most common ones involved chromosomes 5 and 12.  

We decided to focus on these abnormal karyotypes and determine at what 
stage they arose. One of the most abnormal iPSC lines was L-K2A with a 
(51,XY,+5,12,16,17,20) karyotype detected at P17. We thawed an earlier 
stock of this line (P13), but it was also abnormal, with a 
(50,XY,+5,12,16,20[1]/50,XY,+9,12,16,20[1]/49,XY,12,16,20[10]) mosaic 
karyotype. This observation implied that the aberration occurred at an even 
earlier stage. Another aberrant sister line L-K2B 
(46,XY,dup(5)(q13q33)[9]/46,XY[11]) at P15 was then rethawed and the 
best colonies according to morphological criteria were subcloned to give rise 
to four daughter sub-lines. When their karyotypes were analyzed, no ge-
nomic instability was detected, which suggests that mosaic iPSC cultures can 
be “rescued” by a hand-picking approach as described here. Finally, we 
looked into the L-Liss2A line, (47,XY,+12[4]/47,XY,+mar[1]/46,XY[25]) at 
P17. When rethawed at P12, these cells were cytogenetically normal, i.e. the 
mosaic phenotype was acquired after this stage. Our observations suggest 
that most aberrant lines acquired their abnormal karyotypes at early stages 
and after reprogramming with lentivirus. 

We were also interested to discover how prolonged passaging influences 
genomic integrity, so we karyotyped the normal lines at a late passage (P22-
37). Our analysis demonstrated that the majority of lines maintained their 
normal karyotypes, except for S-K2A which acquired a trisomy of chromo-
some 5. In fact, we detected a total of three lines with aberrations involving 
chromosome 5, including one dup(5)(q13;q33). This observation and data 
from previous reports suggest that the restricted region on chromosome 5 
may be implicated in growth advantage. 

Taken together, our data demonstrates that non-integrating methods of re-
programming (specifically Sendai virus) are preferable to integrating ones 
not only because they do not carry a risk for insertional mutagenesis, but 
also because they tend to cause less instability in the genome of the obtained 
iPSC lines. Additionally, we expand the list of karyotypic abnormalities 
associated with iPSCs and identify a putative locus responsible for iPSC 
survival. 
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Discussion and future perspectives 

“The present is theirs; the future, for which I really worked, is mine.”  
― Nikola Tesla 

The field of human genetics is extremely broad and intricate, and under-
standing disease is just a piece of the puzzle. Yet by adding ever-so-small 
pieces one by one, we gradually get a picture of the whole, and this provides 
us not only with knowledge about the fundamental molecular principles of 
heredity and human biology, but also with a possible means to correct the 
“mistakes of Nature”, treat disease and alleviate suffering. 

Mendelian disorders are rare as a rule and only affect a small fraction of 
the population. Thus, one might ask – why focus on a rare disease, when 
multifactorial disorders are much more common and present the most signif-
icant burden on healthcare? One reason is that in monogenic disorders, there 
is often only a single pathway or molecular interaction affected, i.e. genetic 
diseases have a modular nature [154]. In addition, the genetic effects are 
strong and pronounced, and therefore easier to distinguish from lifestyle and 
environmental effects. Studying these disorders therefore provides infor-
mation on the role of the gene product in signaling pathways and cascades, 
protein interactions, regulation of other genes, function in a specific orga-
nelle, etc. [155]. Knowing and understanding these basic interactions is the 
backbone of understanding disease and providing better diagnostics, which 
in its turn allows for treating the cause, not just the symptoms. An optimistic 
example is the treatment of Hutchinson-Gilford progeria syndrome (HGPS), 
a very rare disease causing premature senescence and early death. HGPS is 
caused by mutations in the LMNA gene which produce an abnormally farne-
sylated form of the lamin A protein called progerin [32, 33, 156]. The treat-
ment with lonafarnib, a farnesyltransferase inhibitor, came only 9 years after 
identifying the disease cause [157, 158], which would have been impossible 
without the achievements of modern genetics. In addition, understanding 
progeria and establishing a meticulously described phenotype provided in-
sights into the normal process of aging [159, 160]. Similarly, in paper I of 
this thesis we expanded the knowledge on the genetic cause of AR PHNED 
and our findings were intriguing not only because of the identification of a 
novel locus and a novel gene causing ectodermal dysplasia, but also because 
the inheritance pattern was recessive, which is atypical of this group of dis-
eases. Based on crystallographic studies on similar keratins, we hypothesized 
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that the loss of Keratin-74 will interfere with heteropolymer formation, 
which is important for formation of intermediate filaments in the cell. Since 
AD WH, a disease without nail involvement, has been associated with other 
heterozygous variants in KRT74 [161, 162], it is plausible that the variant we 
detected interferes specifically with interaction partners of Keratin-74 that 
are expressed in the nail. Thus, its loss of function produces a nail phenotype 
in our patients. Defining the crystallographic structure of the protein and its 
interaction partners will provide insights and possible explanations for the 
diverse phenotypes observed as a result of KRT74 mutations.  

In a similar fashion, in paper II we investigated a family suffering from 
symptoms consistent with FVM diagnosis. At the time when we initiated this 
project, the cause of this disorder was unknown; by the time we identified a 
lesion in ACTG2, this gene had already been implicated in several studies. 
Yet, all reported variants thus far have been single missense mutations, 
whereas we were the first to associate FVM with a TBS, thus contributing to 
the rising recognition of the importance of such aberrations in human dis-
ease. In addition, we observed wider variety of symptoms than what has 
been described so far. By expanding the phenotypic description, we provide 
a means for improved diagnosis of patients with FVM. In addition, we pro-
pose that the variant we detected acts in a dominant-negative fashion, which 
would make it an excellent candidate for gene therapy. The future is there-
fore promising for the treatment of patients suffering from this often lethal 
disease. 

Since complex disorders also have a genetic component, identifying the 
causes of Mendelian disease can also help understand pathways shared be-
tween multifactorial and monogenic traits [163]. These advances are facili-
tated by the development of methods for detection of pathogenic variants, 
genome-wide studies of expression and novel model systems that provide 
both ethical and illustrative platforms to mimic disease. While papers I and 
II were focused primarily on detection of novel pathogenic variants, with 
papers III and IV we took a step further into functional analysis and investi-
gated iPSCs as an in vitro method for human disease modeling. Paper III 
explored transcriptional variability between iPSC lines and how to design an 
iPSC-based experiment in order to best account for biological variability. 
Since 2006, when Takahashi and Yamanaka first published their method for 
iPSC generation, there has been a continuous rise in the use of this technolo-
gy for disease modeling. Even though multiple studies have to date shown 
what a brilliant model iPSCs can make, this method was perhaps sometimes 
applied too hastily, and exploited a little too soon, not allowing us to fully 
grasp “the rules of the game”. Thus, we are still in the dark when it comes to 
understanding many of the limitations and possibilities of this method. By 
demonstrating the importance of using multiple donors for iPSC line genera-
tion, we attempted to add to this knowledge. A drawback of our study is the 
small sample size, which we hope to overcome in the future, but based on 
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the results we have, a clear trend can be observed that may facilitate iPSC 
study designs.  

Our results in paper IV highlighted the advantages of Sendai virus repro-
gramming, a non-integrative method which may have implications for cell 
replacement therapy and regenerative medicine. Furthermore, we expanded 
the list of cytogenetic abnormalities associated with iPSCs and we noted 
chromosome 5 aberrations recurring in several of the lines we investigated. 
It is thus plausible that chromosome 5 harbors a locus which confers growth 
or survival advantage. Array-CGH would be our next step in order to inves-
tigate this in more detail. The data presented in our paper contribute to a 
better understanding of iPSCs as a model system and underscore the im-
portance of routine screens for the genomic stability of iPSC lines used for 
disease modeling, since rearranged lines clearly do not make good models. 
In the future, it would be interesting to make an even wider comparison, 
including more non-integrative reprogramming approaches. 

In summary, this thesis contributes in various ways to the existing 
knowledge on two monogenic disorders by identifying disease-causing vari-
ants and arguing about their potential mechanisms of action. It also expands 
the understanding of the cutting-edge iPSC technology as a method. My 
hope is that these tiny pieces of the grand puzzle which I present herein will 
be part of the foundation on which future studies will be based in order to 
develop treatment and cure of disease and build on our current understanding 
of the biological mechanism of life. 
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