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#### Abstract

Geodesic convexity is a generalization of classical convexity which guarantees that all local minima of g-convex functions are globally optimal. We consider g-convex functions with positive definite matrix variables, and prove that Kronecker products, and logarithms of determinants are g-convex.

We apply these results to two modern covariance estimation problems: robust estimation in scaled Gaussian distributions, and Kronecker structured models. Maximum likelihood estimation in these settings involves non-convex minimizations. We show that these problems are in fact g-convex. This leads to straight forward analysis, allows the use of standard optimization methods and paves the road to various extensions via additional g-convex regularization.


Index Terms-Geodesic convexity, robust covariance estimation, Elliptical distributions, Kronecker models, Martix variate models, log-sum-exp.

## I. Introduction

Convex optimization has emerged as a powerful signal processing tool with a growing variety of applications. Formulating an optimization problem in convex form is advantageous both from a theoretical perspective and from a numerical perspective. Convex optimization methods can efficiently find global solutions to large scale problems. These problems can also be easily generalized by incorporating additional convex constraints. In order to enjoy these benefits, there is an ongoing search for new classes of convex functions, and an understanding of their modeling power. In this paper, we consider a generalized form of convexity known as geodesic convexity (g-convexity) which is associated with positive definite matrix variables. Its main property is that local minimas of g-convex functions are also globally optimal. We define new classes of g-convex functions, and their application to modern covariance estimation problems.

Two fundamental functions in convex analysis are the exponential and the logarithm of a sum of exponentials. These functions are the core ingredient in geometric programming where positive variables are modeled as exponentials, e.g., in power control in communication theory [2], [3]. We extend these results and consider Kronecker products and logarithms of determinants of positive definite matrices. We no longer use exponentials to model these matrices. Instead, we provide a brief review to g-convexity [4]-[6], and prove that the functions are convex in this generalized notion.

Our first application for the g-convexity results is in the context of robust covariance estimation. We consider Tyler's

[^0]method for scatter matrix estimation in scaled Gaussian models, including Elliptical distributions, generalized Elliptical distributions, spherically invariant random vectors and compound Gaussian processes [7]-[13]. This method has been successfully applied to different practical applications ranging from array processing to sensor networks. It has been generalized to other settings involving regularization [14][18] and incomplete data [19]. Additional recent contributions addressing covariance estimation in non Gaussian conditions include [20].

Maximum likelihood (ML) covariance estimation in scaled Gaussian models involves a non-convex minimization. Nonetheless, different works proved that the global solution can be efficiently found via simple fixed point iterations [7], [10]. Analysis of regularized solutions has been addressed in [16]. Recently, [17], [21] proved that the negative-loglikelihood is g-convex in the unknown covariance. Following these works, we show that the problem is in fact jointly $g$ convex in both the covariance and the scaling factors. These results provide more insight on the analysis and design of robust covariance estimation methods, and pave the road to numerous extensions. As an example, we demonstrate how additional prior knowledge on the covariance or the scaling can be exploited via g-convex regularization.

Our second application is in the context of structured covariance estimation. A standard approach to high dimensional covariance estimation is based on low order parametric models which may be easier to estimate. In particular, Kronecker structures, also known as separable models, transposable covariances models, or matrix-variate-normal models are typically used when dealing with random matrices (rather than random vectors) [22]-[33]. They have been successfully applied to different applications including wireless communication, bioinformatics and computer vision. ML estimation in Kronecker structures involves a non-convex optimization. It is usually addressed using the iterative Flip-Flop solution [28]. Uniqueness of the solution has been recently analyzed in [29], [32]. Based on our g-convexity results, we show that the negative-log-likelihood is in fact g-convex. This result complements the known uniqueness results and extends them to more general scenarios as multi-way Kronecker models. It allows the use of efficient numerical methods, and suggests straightforward extensions via additional g-convex regularization.

An interesting observation in our work concerns the relation between the robust and the Kronecker covariance estimation problems. These two problems originate in different applications with different goals and by different researchers. Both problems are traditionally solved by simple iterations, and satisfy surprising uniqueness results. Our results show that the problems are in fact g-convex minimizations. Furthermore,
the derivation suggests that the models themselves are actually similar. Both use product structures for the unknown covariance. The difference is that robust methods use independent scalar scalings, whereas Kronecker techniques turn to constant matrix factors. Armed with this understanding, we propose a hybrid class of robust Kronecker models which enjoy the best of both worlds.

The paper is organized as follows. In Section II, we review and provide new results on g-convexity. In Section III, we demonstrate the use of these results in the context of robust covariance estimation. In Section IV, we consider their application to Kronecker structured covariance estimation. Next, in Section V we address hybrid robust Kronecker models. Gconvex regularization schemes are discussed in Section VI, and optimization details are briefly reviewed in Section VII. Finally, simulations results are presented in Section VIII, and concluding remarks are offered in Section IX.

The following notation is used. The sets $\mathbb{R}^{n}, \mathbb{R}^{n, m}, \mathbb{R}_{++}^{n}$ and $\mathbb{S}_{++}^{n}$ denote the set of length $n$ vectors, the set of size $n \times m$ matrices, the set of length $n$ vectors with positive elements and the set of symmetric positive definite matrices, respectively. The operator $\|\cdot\|_{p}$ denotes the $L_{p}$ norm. The superscripts $\mathbf{X}^{T}$ and $\mathbf{X}^{-1}$ denote the transpose and inverse operations. The superscript $\mathbf{X}^{t}$ where $\mathbf{X} \in \mathbb{S}_{++}^{n}$ outputs a matrix with the same eigenvectors as $\mathbf{X}$ and eigenvalues to the power of $t$. The operator $|\mathbf{X}|$ with domain $\mathbf{X} \in \mathbb{S}_{++}^{n}$ denotes the determinant. The vector $\mathbf{1}$ is the all ones vector. The matrix $\operatorname{diag}\{\mathbf{a}\}$ is diagonal with the elements $a_{j}$, and $\operatorname{diag}\{\mathbf{X}\}$ is a diagonal matrix with the diagonal elements of $\mathbf{X}$. For a vector $\mathbf{z}$, we use $\sqrt{\mathbf{z}}, \mathbf{z}^{t}, e^{\mathbf{z}}$ and $\log \mathbf{z}$ to denote vectors with the elements $\sqrt{z_{j}}, z_{j}^{t}, e^{z_{j}}$ and $\log z_{j}$, respectively. The operators $\circ, \otimes$ and $\times$ denote the Hadamard element wise product, the Kronecker product and the set product, respectively. By $\operatorname{vec}(\mathbf{X})$ we denote the vector with the stacked columns of the matrix $\mathbf{X}$. We denote the zero mean multivariate Gaussian distribution by $\mathcal{N}(\mathbf{0}, \boldsymbol{\Sigma})$ where $\boldsymbol{\Sigma}$ is the covariance matrix. Throughout the paper, $C$ will denote a generic constant which does not depend on the unknowns.

## II. GEODESIC CONVEXITY

## A. G-convexity on $\mathcal{M}$

We begin with a brief review on general g-convexity on an arbitrary manifold $\mathcal{M}$. More details are available in [4]. Similar results can be found in [5], [34], [35].
Definition 1. For each pair $q_{0}, q_{1} \in \mathcal{M}$ we define a geodesic ${ }^{1}$ $q_{t}^{q_{0}, q_{1}} \in \mathcal{M}$ for $t \in[0,1]$. For simplicity, we will omit the superscripts and assume $q_{0}$ and $q_{1}$ are understood from the context.
Definition 2. A real valued function $f$ with domain $\mathcal{M}$ is $g$ convex if $f\left(q_{t}\right) \leq t f\left(q_{1}\right)+(1-t) f\left(q_{0}\right)$ for any $q_{0}, q_{1} \in \mathcal{M}$ and $t \in[0,1]$. Equivalently, it is $g$-convex if $f\left(q_{t}\right)$ is convex in $t \in[0,1]$ for any $q_{0}, q_{1} \in \mathcal{M}$.

Proposition 1. Any local minima of a g-convex function over $\mathcal{M}$ is a global minima.

[^1]
## B. G-convexity on $\mathbb{R}_{++}^{m}$

Throughout this paper, we will be interested in matrix variables, but it is instructive to first address the easier case of vectors.

Classical convexity is a special case of g-convexity when $\mathcal{M}=\mathbb{R}^{m}$ and the geodesics are defined as [36]

$$
\begin{equation*}
\mathbf{z}_{t}=t \mathbf{z}_{1}+(1-t) \mathbf{z}_{0}, \quad t \in[0,1] \tag{1}
\end{equation*}
$$

It is well known that

$$
\begin{equation*}
e^{a z_{i}}, \quad \log \sum_{i} e^{z_{i}} \quad \text { are convex. } \tag{2}
\end{equation*}
$$

Another well known property is
$f\left(e^{z}\right)$ is convex in $z \rightarrow f\left(e^{z_{1}+z_{2}}\right)$ is convex in $z_{1}, z_{2}$.
Alternatively, we can rewrite (1)-(3) in terms of g-convexity. For this purpose, we define $\mathcal{M}=\mathbb{R}_{++}^{m}$ with the geodesics

$$
\begin{equation*}
\mathbf{q}_{t}=\mathbf{q}_{1}^{t} \mathbf{q}_{0}^{1-t}, \quad t \in[0,1] \tag{4}
\end{equation*}
$$

which is identical to (1) via a simple change of variables

$$
\begin{equation*}
\mathbf{z}=\log \mathbf{q} \tag{5}
\end{equation*}
$$

The analog of (2) is therefore

$$
\begin{equation*}
q_{i}^{a}, \quad \log \sum_{i} q_{i} \quad \text { are g-convex. } \tag{6}
\end{equation*}
$$

Whereas (3) is equivalent to
$f(q)$ is g-convex in $q \rightarrow f\left(q_{1} q_{2}\right)$ is g-convex in $q_{1}, q_{2}$.
In this case, a simple change of variables transforms g convexity into convexity. The advantage of g-convexity is that it can be applied in more complicated cases where no such change of variables is known. In particular, we now show how to generalize these properties to $\mathbb{S}_{++}^{m}$.

## C. G-convexity on $\mathbb{S}_{++}^{m}$

Consider the manifold of positive definite matrices $\mathbb{S}_{++}^{m}$. With each $\mathbf{Q}_{0}, \mathbf{Q}_{1} \in \mathbb{S}_{++}^{m}$ we associate the following geodesic ${ }^{2}$ [37]-[39]

$$
\begin{equation*}
\mathbf{Q}_{t}=\mathbf{Q}_{0}^{\frac{1}{2}}\left(\mathbf{Q}_{0}^{-\frac{1}{2}} \mathbf{Q}_{1} \mathbf{Q}_{0}^{-\frac{1}{2}}\right)^{t} \mathbf{Q}_{0}^{\frac{1}{2}}, \quad t \in[0,1] \tag{8}
\end{equation*}
$$

Note that (8) reduces to (4) in the scalar case and in the diagonal case where $\mathbf{Q}_{t}=\operatorname{diag}\left\{\mathbf{q}_{t}\right\}$.

The matrix versions of (6) are provided in the following two lemmas.
Lemma 1. Let $\mathbf{h} \in \mathbb{R}^{m}$ and $a \in \pm 1$. The function

$$
\begin{equation*}
f(\mathbf{Q})=\mathbf{h}^{T} \mathbf{Q}^{a} \mathbf{h} \tag{9}
\end{equation*}
$$

is $g$-convex in $\mathbf{Q} \in \mathbb{S}_{++}^{m}$.
Proof: Consider the eigenvalue decomposition

$$
\begin{equation*}
\mathbf{Q}_{0}^{-\frac{1}{2}} \mathbf{Q}_{1} \mathbf{Q}_{0}^{-\frac{1}{2}}=\mathbf{U d i a g}\{\mathbf{d}\} \mathbf{U}^{T} \tag{10}
\end{equation*}
$$

[^2]where $\mathbf{U}$ is an orthogonal matrix and $\mathbf{d} \in \mathbb{R}_{++}^{m}$. Substituting $\mathbf{Q}_{t}$ for $\mathbf{Q}$ yields
\[

$$
\begin{align*}
f\left(\mathbf{Q}_{t}\right) & =\mathbf{h}^{T} \mathbf{Q}_{0}^{\frac{a}{2}}\left(\mathbf{Q}_{0}^{-\frac{1}{2}} \mathbf{Q}_{1} \mathbf{Q}_{0}^{-\frac{1}{2}}\right)^{a t} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{h} \\
& =\mathbf{h}^{T} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{U} \operatorname{diag}\left\{\mathbf{d}^{a t}\right\} \mathbf{U}^{T} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{h} \\
& =\sum_{i=1}^{m}\left[\mathbf{U}^{T} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{h}\right]_{i}^{2} d_{i}^{a t} \\
& =\sum_{i=1}^{m}\left[\mathbf{U}^{T} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{h}\right]_{i}^{2} e^{t a \log d_{i}} \tag{11}
\end{align*}
$$
\]

which is convex in $t$.
Lemma 2. Let $a \in \pm 1$ and $\mathbf{H}_{i} \in \mathbb{R}^{p, m}$ for $i=1, \cdots, n$ be a set of matrices whose mn columns span $\mathbb{R}^{p}$. The function

$$
\begin{equation*}
\log \left|\sum_{i=1}^{n} \mathbf{H}_{i} \mathbf{Q}^{a} \mathbf{H}_{i}^{T}\right| \tag{12}
\end{equation*}
$$

is $g$-convex in $\mathbf{Q} \in \mathbb{S}_{++}^{m}$.
Proof: Consider the eigenvalue decomposition in (10). Then,

$$
\begin{align*}
& \log \left|\sum_{i=1}^{n} \mathbf{H}_{i} \mathbf{Q}_{0}^{\frac{a}{2}}\left(\mathbf{Q}_{0}^{-\frac{1}{2}} \mathbf{Q}_{1} \mathbf{Q}_{0}^{-\frac{1}{2}}\right)^{a t} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{H}_{i}\right| \\
& \quad=\log \left|\sum_{i=1}^{n} \mathbf{H}_{i} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{U} \operatorname{diag}\left\{\mathbf{d}^{a t}\right\} \mathbf{U}^{T} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{H}_{i}^{T}\right| \\
& \quad=\log \left|\sum_{i=1}^{n} \sum_{j=1}^{m} e^{t a \log d_{j}} \mathbf{h}_{i j} \mathbf{h}_{i j}^{T}\right| \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{h}_{i j}=\mathbf{H}_{i} \mathbf{Q}_{0}^{\frac{a}{2}} \mathbf{U} \mathbf{e}_{j} \tag{14}
\end{equation*}
$$

The result then follows by noting that the $\log$ determinant of exponentially weighted positive definite matrices is convex [40] (see also the appendix).

Next, we generalize the setting and consider the manifold

$$
\begin{equation*}
\mathbb{S}_{J}=\mathbb{S}_{++}^{m_{1}} \times \mathbb{S}_{++}^{m_{2}} \times \cdots \times \mathbb{S}_{++}^{m_{J}} \tag{15}
\end{equation*}
$$

Each point in $\mathbb{S}_{J}$ is a J-tuple of positive definite matrices $\left\{\mathbf{Q}_{j}\right\}_{j=1}^{J}$. The geodesic between any two $J$-tuples $\left\{\mathbf{Q}_{j 0}\right\}_{j=1}^{J},\left\{\mathbf{Q}_{j 1}\right\}_{j=1}^{J} \in \mathbb{S}_{J}$ is the $J$-tuple $\left\{\mathbf{Q}_{j t}\right\}_{j=1}^{J} \in \mathbb{S}_{J}$ where

$$
\begin{equation*}
\mathbf{Q}_{j t}=\mathbf{Q}_{j 0}^{\frac{1}{2}}\left(\mathbf{Q}_{j 0}^{-\frac{1}{2}} \mathbf{Q}_{j 1} \mathbf{Q}_{j 0}^{-\frac{1}{2}}\right)^{t} \mathbf{Q}_{j 0}^{\frac{1}{2}}, \quad t \in[0,1] \tag{16}
\end{equation*}
$$

and $j=1, \cdots, J$. In order to emphasize the use of multiple variables, we say that a function is jointly g-convex in $\left\{\mathbf{Q}_{j}\right\}_{j=1}^{J}$ when it satisfies Definition 2 over these joint geodesics.

The following lemma is a generalization of (7) to the matrix case.

Lemma 3. Let $f$ be a real valued and g-convex function on $\mathbb{S}_{++}^{m}$ with $\prod_{j=1}^{J} m_{j}=m$. Then,

$$
\begin{equation*}
g\left(\mathbf{Q}_{1}, \cdots, \mathbf{Q}_{J}\right)=f\left(\mathbf{Q}_{1} \otimes \cdots \otimes \mathbf{Q}_{J}\right) \tag{17}
\end{equation*}
$$

is jointly $g$-convex in $\left\{\mathbf{Q}_{j}\right\}_{j i=1}^{J} \in \mathbb{S}_{J}$.

Proof: We have

$$
\begin{align*}
& \operatorname{tg}\left(\mathbf{Q}_{11}, \cdots, \mathbf{Q}_{J 1}\right)+(1-t) g\left(\mathbf{Q}_{10}, \cdots, \mathbf{Q}_{J 0}\right) \\
& =t f\left(\mathbf{Q}_{11} \otimes \cdots \otimes \mathbf{Q}_{J 1}\right)+(1-t) f\left(\mathbf{Q}_{10} \otimes \cdots \otimes \mathbf{Q}_{J 0}\right) \\
& \stackrel{[1]}{=} t f\left(\mathbf{K}_{1}\right)+(1-t) f\left(\mathbf{K}_{0}\right) \\
& \stackrel{[2]}{\geq} f\left(\mathbf{K}_{0}^{\frac{1}{2}}\left(\mathbf{K}_{0}^{-\frac{1}{2}} \mathbf{K}_{1} \mathbf{K}_{0}^{-\frac{1}{2}}\right)^{t} \mathbf{K}_{0}^{\frac{1}{2}}\right) \\
& \stackrel{[3]}{=} f\left(\mathbf{Q}_{1 t} \otimes \cdots \otimes \mathbf{Q}_{J t}\right) \\
& =g\left(\mathbf{Q}_{1 t}, \cdots, \mathbf{Q}_{J t}\right) \tag{18}
\end{align*}
$$

where [1] is just a definition of $\mathbf{K}_{0}$ and $\mathbf{K}_{1}$, [2] is due to g-convexity of $f$, and [3] is based on the properties

$$
\begin{equation*}
(\mathbf{A} \otimes \mathbf{B})(\mathbf{C} \otimes \mathbf{D})=(\mathbf{A C} \otimes \mathbf{B D}) \tag{19}
\end{equation*}
$$

for conforming matrices, and

$$
\begin{equation*}
(\mathbf{A} \otimes \mathbf{B})^{t}=\left(\mathbf{A}^{t} \otimes \mathbf{B}^{t}\right) \tag{20}
\end{equation*}
$$

for positive definite matrices, e.g., equation (9.9) and Theorem 9.1 in [41].

## III. Robust model

In this section, we apply the results in Section II to covariance estimation in scaled Gaussian distributions [7]-[19]. We model the statistically independent observations as

$$
\begin{equation*}
\mathbf{x}_{i} \sim \mathcal{N}\left(\mathbf{0}, q_{i} \mathbf{Q}\right) \tag{21}
\end{equation*}
$$

for $i=1, \cdots, n$, where $\mathbf{Q} \in \mathbb{S}_{++}^{p}$ is the unknown covariance matrix, and $\mathbf{q} \in \mathbb{R}_{++}^{n}$ are deterministic factors. We assume $n>p$ and that $\mathbf{x}_{i}$ span $\mathbb{R}^{p}$. The nuisance factors allow small variations in the distributions of $\mathbf{x}_{i}$ and provide a robust statistical model. The negative-log-likelihood is

$$
\begin{equation*}
L_{\text {robust }}(\mathbf{q}, \mathbf{Q})=\sum_{i=1}^{n}\left[\mathbf{x}_{i}^{T}\left(q_{i} \mathbf{Q}\right)^{-1} \mathbf{x}_{i}+\log \left|q_{i} \mathbf{Q}\right|\right] \tag{22}
\end{equation*}
$$

This objective is non-convex in the classical definitions. However, straight forward application of Lemmas 1-3 yields the following result.

Theorem 1. The function $L_{\text {robust }}(\mathbf{q}, \mathbf{Q})$ in (22) is jointly $g$ convex $\mathbf{q}$ and $\mathbf{Q}$.

Previous works using model (21) simplified the problem and eliminated the unknown $\mathbf{q}$ [9], [11]. This can be done by minimizing (22) with respect to $\mathbf{q}$

$$
\begin{equation*}
q_{i}^{*}(\mathbf{Q})=\frac{\mathbf{x}_{i}^{T} \mathbf{Q}^{-1} \mathbf{x}_{i}}{p}, \quad i=1, \cdots, n \tag{23}
\end{equation*}
$$

and plugging it back into (22). Alternatively, the measurements $\mathbf{x}_{i}$ can be normalized as [42]

$$
\begin{equation*}
\mathbf{s}_{i}=\frac{\mathbf{x}_{i}}{\left\|\mathbf{x}_{i}\right\|_{2}}, \quad i=1, \cdots, n \tag{24}
\end{equation*}
$$

so that they will not depend on the unknown $\mathbf{q}$. In both cases, the concentrated negative-log-likelihood of $\mathbf{x}_{i}$ or the negative-log-likelihood of $\mathbf{s}_{i}$, result in the following objective parameterized by $\mathbf{Q}$ :

$$
\begin{equation*}
L_{\text {robust } \mathbf{Q}}(\mathbf{Q})=p \sum_{i=1}^{n} \log \left(\mathbf{x}_{i}^{T} \mathbf{Q}^{-1} \mathbf{x}_{i}\right)+n \log |\mathbf{Q}|+C \tag{25}
\end{equation*}
$$

It was recently shown that this function is also g-convex.
Theorem 2 ( [21]). The function $L_{\text {robust }} \mathbf{Q}(\mathbf{Q})$ in (25) is $g$ convex in $\mathbf{Q}$.

We now take an opposite approach and concentrate (22) with respect to $\mathbf{Q}$. The optimal solution is

$$
\begin{equation*}
\mathbf{Q}^{*}(\mathbf{q})=\frac{1}{n} \sum_{i=1}^{n} \frac{1}{q_{i}} \mathbf{x}_{i} \mathbf{x}_{i}^{T} . \tag{26}
\end{equation*}
$$

Plugging this solution back into (22) yields

$$
\begin{equation*}
L_{\text {robust } \mathbf{q}}(\mathbf{q})=p \sum_{i=1}^{n} \log \left(q_{i}\right)+n \log \left|\sum_{i=1}^{n} \frac{1}{q_{i}} \mathbf{x}_{i} \mathbf{x}_{i}^{T}\right|+C \tag{27}
\end{equation*}
$$

Direct application of Lemma 2 yields the following result.
Theorem 3. The function $L_{\text {robust }} \mathbf{q}(\mathbf{q})$ in (27) is $g$-convex in q.

In fact, using (5) the objective can be expressed as

$$
\begin{equation*}
L_{\text {robust } \mathbf{z}}(\mathbf{z})=p \sum_{i=1}^{n} z_{i}+n \log \left|\sum_{i=1}^{n} e^{-z_{i}} \mathbf{x}_{i} \mathbf{x}_{i}^{T}\right|+C \tag{28}
\end{equation*}
$$

which is classically convex in $z$ (see Lemma 4 in the appendix).

Theorems 1-3 complement known results on robust covariance estimation in (21). Beginning with the seminal work of [7] and its numerous extensions, it was proved that the nonconvex ML problem can be efficiently solved using simple fixed point iterations starting at any initial point. Next, [21] proved the concentrated negative-log-likelihood is g-convex in the covariance. Our new contributions are that the negative-log-likelihood is actually jointly g-convex in both the covariance and the scalings, and that it can be concentrated to a g-convex minimization in the scalings. Hence, the global solutions to these three problems can be easily found via simple descent algorithms. Furthermore, additional prior knowledge on both the covariance and the scalings can be exploited via g-convex regularization as will be detailed in Section VI.

## IV. Kronecker model

In this section, we apply the results in Section II to ML estimation in Kronecker structured covariances [22]-[33]. We model the independent and identically distributed (i.i.d.) observations as

$$
\begin{equation*}
\mathbf{x}_{i} \sim \mathcal{N}\left(\mathbf{0}, \mathbf{Q}_{1} \otimes \mathbf{Q}_{2}\right) \tag{29}
\end{equation*}
$$

for $i=1, \cdots, n$, where $\mathbf{Q}_{1} \in \mathbb{S}_{++}^{p_{1}}$ and $\mathbf{Q}_{2} \in \mathbb{S}_{++}^{p_{2}}$. Typically, this model arises when

$$
\begin{equation*}
\mathbf{x}_{i}=\operatorname{vec}\left(\mathbf{X}_{i}\right) \tag{30}
\end{equation*}
$$

where $\mathbf{X}_{i} \in \mathbb{R}^{p_{2}, p_{1}}$. In matrix terms, the distribution in (29) can be expressed as

$$
\begin{equation*}
\mathbf{X}_{i}=\mathbf{Q}_{2}^{\frac{1}{2}} \mathbf{W}_{i} \mathbf{Q}_{1}^{\frac{1}{2}} \tag{31}
\end{equation*}
$$

where $\mathbf{W}_{i} \in \mathbb{R}^{p_{2}, p_{1}}$ is a matrix of i.i.d., zero mean and unit variance Gaussian random variables. The negative-loglikelihood for estimating $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$ is

$$
\begin{array}{r}
L_{\mathrm{kron}}\left(\mathbf{Q}_{1}, \mathbf{Q}_{2}\right)=\sum_{i=1}^{n} \mathbf{x}_{i}^{T}\left(\mathbf{Q}_{1} \otimes \mathbf{Q}_{2}\right)^{-1} \mathbf{x}_{i} \\
+\log \left|\mathbf{Q}_{1} \otimes \mathbf{Q}_{2}\right| \tag{32}
\end{array}
$$

This objective is non-convex in the classical definitions. Straight forward application of Lemmas 1-3 yields the following observation.

Theorem 4. The function $L_{\text {kron }}\left(\mathbf{Q}_{1}, \mathbf{Q}_{2}\right)$ in (32) is jointly $g$ convex in $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$.

Thus, the global ML estimate can be found using standard descent methods starting at any starting point. Additional prior information on $\mathbf{Q}_{1}$ or $\mathbf{Q}_{2}$ can be exploited via g-convex regularization as will be detailed in Section VI.

For simplicity, we have considered the Kronecker product of two positive definite matrices but g-convexity holds in the general case of multi-way Kronecker models where [43]

$$
\begin{equation*}
\mathbf{x} \sim \mathcal{N}\left(\mathbf{0}, \mathbf{Q}_{1} \otimes \cdots \otimes \mathbf{Q}_{J}\right) \tag{33}
\end{equation*}
$$

## V. Hybrid robust Kronecker model

An interesting byproduct of our analyses concerns the relation between the robust and the Kronecker covariance estimation problems. These originate in different applications with different goals and by different researchers. However, our derivation suggests that models (21) and (29), as well as their solutions, are actually very similar. The only difference is that (21) uses independent scalar weights, whereas (29) turns to equal matrix weights $\mathbf{Q}$. This naturally suggests a hybrid model which we now explore.

The hybrid robust-Kronecker covariance model is

$$
\begin{equation*}
\mathbf{x}_{i} \sim \mathcal{N}\left(\mathbf{0}, q_{i}\left[\mathbf{Q}_{1} \otimes \mathbf{Q}_{2}\right]\right) \tag{34}
\end{equation*}
$$

for $i=1, \cdots, n$, where $\mathbf{q} \in \mathbb{R}_{++}^{n}, \mathbf{Q}_{1} \in \mathbb{S}_{++}^{p_{1}}$ and $\mathbf{Q}_{2} \in \mathbb{S}_{++}^{p_{2}} \cdot \cdot$ The model can also be written in matrix notations as

$$
\begin{equation*}
\mathbf{X}_{i}=\sqrt{q_{i}} \mathbf{Q}_{2}^{\frac{1}{2}} \mathbf{W}_{i} \mathbf{Q}_{1}^{\frac{1}{2}} \tag{35}
\end{equation*}
$$

where $\mathbf{W}_{i} \in \mathbb{R}^{p_{1}, p_{2}}$ are matrices of i.i.d., zero mean and unit variance random variables. The negative-log-likelihood for estimating $\mathbf{q}, \mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$ is

$$
\begin{align*}
L_{\text {hybrid }}\left(\mathbf{q}, \mathbf{Q}_{1}, \mathbf{Q}_{2}\right)=\sum_{i=1}^{n} & \mathbf{x}_{i}^{T}
\end{align*} \quad\left[q_{i}\left(\mathbf{Q}_{1} \otimes \mathbf{Q}_{2}\right)\right]^{-1} \mathbf{x}_{i} .
$$

As before, this function is non-convex, but straight forward application of Lemmas 1-3 yields the following observation.
Theorem 5. The function $L_{\text {hybrid }}\left(\mathbf{q}, \mathbf{Q}_{1}, \mathbf{Q}_{2}\right)$ in (36) is jointly $g$-convex in $\mathbf{q}, \mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$.

Thus, the global ML solution to the hybrid model can be found using standard descent methods.

## VI. G-CONVEX REGULARIZATION

In the previous sections we showed that the robust, Kronecker and hybrid models lead to g-convex negative-loglikelihoods which can be easily minimized. These results allow straight forward generalizations via additional g-convex regularization functions. Indeed, a common approach in statistics is to regularize ML and solve

$$
\begin{equation*}
\min \quad L(\cdot)+\lambda h(\cdot) \tag{37}
\end{equation*}
$$

where $L(\cdot)$ in (22), (32), or (36) is the appropriate negative-$\log$-likelihood function, $h(\cdot)$ is a penalty function and $\lambda$ is a regularization parameter. The penalties shrink the solution towards some low order parametric model in order to allow for bias-variance tradeoff. Alternatively, the penalties can exploit prior knowledge of the unknown parameters as in maximum-a-posteriori estimation. Theorems 1-5 motivate the use of g-convex penalties. These will guarantee that any local regularized ML estimate will be globally optimal.

We now list a few promising g-convex penalties:

- Scalar penalties:

$$
\begin{equation*}
\sum_{i} \log q_{i}, \sum_{i} \log q_{i}^{-1}, \sum_{i}\left|\log q_{i}\right|, \sum_{i} \log ^{2} q_{i} \tag{38}
\end{equation*}
$$

G-convexity of these penalties can be observed by changing variables to $\mathbf{z}=\log \mathbf{q}$ and noting their classical convexity in $\mathbf{z}$. Such penalties are appropriate when the scalings, also known as texture, originate from a known underlying distribution as in [44], [45]. Depending on the distribution, these penalties can be used to constrain the empirical first, second and absolute moments.

- Smoothness:

$$
\begin{equation*}
\sum_{i}\left(\log q_{i}-\log q_{i-1}\right)^{2} \tag{39}
\end{equation*}
$$

This penalty is appropriate when the scalings originate from a correlated time series, e.g., [46].

- Matrix penalties:

$$
\begin{equation*}
\log \operatorname{Tr}\left\{\mathbf{Q}^{-1}\right\}, \quad \log \prod_{i}\left[\mathbf{Q}^{-1}\right]_{i i}, \cdots \tag{40}
\end{equation*}
$$

These g-convex penalties allow improved accuracy by shrinking the covariance estimate towards a known target, typically the scaled identity matrix. Proofs and more details on matrix valued g-convex regularization are available in [17].

## VII. Optimization details

The main message in this paper is that the robust and the Kronecker negative-log-likelihoods are g-convex. Hence, each of their local minimas is also globally optimal. These objectives are smooth and well behaved. Thus, there are many numerical methods for efficiently finding their local solutions. The details of these specific implementations are outside the scope of this paper, but we do briefly discuss them for completeness.

Efficient solutions to g-convex minimizations over the positive definite set can be obtained via optimization on manifold techniques [6]. Our experience suggests that there is
no need for such sophisticated methods and that standard off-the-shelves smooth optimization packages, as Matlab's built-in fmincon function, are sufficient. When possible, we recommend changing variables and transforming the problem into a standard convex minimization as in (28). In many cases, simple approaches based on alternating minimizations also perform well. For example, the hybrid objective in (36) can be minimized by the classical Flip-Flop method which alternatively solves for $\mathbf{q}, \mathbf{Q}_{1}$ or $\mathbf{Q}_{2}$ while fixing the other two variables. Another promising approach relies on the majorization-minimization technique which iteratively linearizes the concave terms in the non-convex (yet g-convex) objectives as proposed in [1], [17].

Uniqueness and lack of identifiability are important issues which should be considered in the optimization. It is well known that our parametric models lack uniqueness. For example, $\{\mathbf{q}, \mathbf{Q}\}$ in (21) can be replaced by $\left\{\alpha \mathbf{q}, \frac{1}{\alpha} \mathbf{Q}\right\}$ for any $\alpha>0$. Theoretically, this is not important as both solutions are equally optimal. However, this may cause numerical stability problems, as well as issues with the choice of regularization parameters $\lambda$ in (37). For this purpose it is recommended to use normalization methods as in [14], [16], to use scale invariant penalty functions as in [17], or to impose additional constraints which will promise uniqueness as in [29]. For example, it is easy to see that (27) is invariant to a scalar multiplication of q. Thus, without loss of generality, we recommend adding the g-convex constraint

$$
\begin{equation*}
\sum_{i} \log q_{i}=0 \tag{41}
\end{equation*}
$$

## VIII. Simulations

In this section, we provide a few numerical examples using Monte Carlo simulations. The purpose of these examples is to demonstrate the high level ideas in this paper, rather than a detailed practical application which is beyond the scope and will be pursued elsewhere.
In the first example, we considered robust covariance estimation with correlated scaling factors. We defined the unknown covariance matrix $\mathbf{Q}$ as a size $p=10$ Toeplitz matrix with the $(i, j)$ elements $0.8^{i-j \mid}$. In each experiment, we generated $n$ i.i.d. realizations of a zero mean multivariate normal of covariance $\mathbf{Q}$ with i.i.d. Chi-squared distribution with 3 degrees of freedom scaling factors. We then correlated these factors using a length 2 uniform moving average window. These realizations were used to estimate the unknown covariance. We compared the naive sample covariance, Tyler's original fixed point iteration, and our newly proposed estimator assuming correlated scaling factors. Specifically, we changed variables and used Matlab's fmincon subroutine to minimize (27) penalized by (39) with $\lambda=10$ subject to the constraints in (41). Due to the scaling ambiguity, we normalized the true covariance and its estimates by their traces before computing the errors. In Fig. 1, we provide the average normalized squared Frobenius norm error over 1000 independent experiments. It is easy to see the performance gain of the robust estimators, and the advantage of exploiting the additional prior knowledge. Similar results (not shown) with different values of $\lambda$ suggest that the solution is not too sensitive to its exact value.


Fig. 1. Robust covariance estimation with correlated scalings.

In the second example, we considered the hybrid covariance model. The scalings $q_{i}$ were i.i.d. scaling factors generated according to a Chi-squared distribution with 3 degrees of freedom. We defined the unknown covariance matrices $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$ of respective sizes $p_{1}=10$ and $p_{2}=2$ as Toeplitz matrices with the $(i, j)$ elements $0.8^{|i-j|}$. We compared the naive sample covariance, the Flip-Flop method and the hybrid ML estimator. The latter was implemented in a Flip-Flop manner by alternatively solving for the unknowns in closed form. As before, we normalized the true covariance and its estimates by their trace. In Fig. 2, we provide the average normalized squared Frobenius norm error over 500 independent nonGaussian experiments. The hybrid method outperforms its competitors for all sample sizes considered. For completeness, Fig. 3 shows the results of a similar experiment with known factors $q_{i}=1$, corresponding to a pure Gaussian setting. Here, as expected from a robust estimation method, the hybrid approach performs slightly worse than Tyler, but the degradation is small and vanishes as the number of samples increase.

## IX. DISCUSSION

In this paper, we extended classical convexity results on exponentials and log-sum-exp functions to g-convexity in positive definite matrix variables. We then applied these results to two modern covariance estimation problems. We reformulated both of these as g-convex minimizations and noted their similarity. This analysis shed more light on these problems and paved the road to various generalizations.
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Fig. 2. Hybrid estimation in a non-Gaussian setting.


Fig. 3. Hybrid estimation in a Gaussian setting.

## ApPENDIX

In this appendix, we provide results on the convexity of $\log$ determinant functions with exponentially weighted positive semidefinite matrices. These results have been previously published in [40] using a different proof and are provided for completeness.

It is well known that the log-sum-exp function [36, pp. 74]

$$
\begin{equation*}
\log \sum_{i=1}^{n} e^{z_{i}} \tag{42}
\end{equation*}
$$

is convex in $\mathbf{z} \in \mathbb{R}^{n}$. Indeed, its gradient and Hessian are

$$
\begin{align*}
\mathbf{g} & =\frac{\mathbf{y}}{\mathbf{1}^{T} \mathbf{y}} \\
\mathbf{H} & =\frac{\left(\mathbf{1}^{T} \mathbf{y}\right) \operatorname{diag}\{\mathbf{y}\}-\mathbf{y} \mathbf{y}^{T}}{\left(\mathbf{1}^{T} \mathbf{y}\right)^{2}} \tag{43}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{y}=e^{\mathbf{z}} \tag{44}
\end{equation*}
$$

Convexity follows since

$$
\begin{align*}
\mathbf{v}^{T} \mathbf{H} \mathbf{v} & =\frac{1}{\left(\mathbf{1}^{T} \mathbf{y}\right)^{2}}\left[\left(\mathbf{1}^{T} \mathbf{y}\right) \sum_{i=1}^{n} v_{i}^{2} y_{i}-\left(\mathbf{v}^{T} \mathbf{y}\right)^{2}\right] \\
& =\frac{1}{\left(\mathbf{1}^{T} \mathbf{y}\right)^{2}}\left[\left(\mathbf{u}^{T} \mathbf{u}\right)\left(\mathbf{w}^{T} \mathbf{w}\right)-\left(\mathbf{u}^{T} \mathbf{w}\right)^{2}\right] \\
& \geq 0, \quad \text { for all } \mathbf{v} \tag{45}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{u} & =\sqrt{\mathbf{y}}  \tag{46}\\
\mathbf{w} & =\mathbf{v} \circ \sqrt{\mathbf{y}} \tag{47}
\end{align*}
$$

and we have used the Cauchy Schwartz inequality.
The next lemma generalizes this convexity result to logdeterminant functions of exponentially weighted positive semidefinite rank one matrices.

Lemma 4 ([40]). Let $\mathbf{h}_{i} \in \mathbb{R}^{p}$ for $i=1, \cdots, n$ be a set of vectors which span $\mathbb{R}^{p}$. The function

$$
\begin{equation*}
\log \left|\sum_{i=1}^{n} e^{z_{i}} \mathbf{h}_{i} \mathbf{h}_{i}^{T}\right| \tag{48}
\end{equation*}
$$

is convex in $\mathbf{z} \in \mathbb{R}^{n}$.
Proof: First, we note that the argument of the determinant is positive definite when $\left\{\mathbf{h}_{i}\right\}_{i=1}^{n}$ span their space, and therefore inside the domain. Using the chain rule, the gradient and Hessian can be computed as

$$
\begin{align*}
\mathbf{g} & =\operatorname{diag}\{\mathbf{P}\} \mathbf{1} \\
\mathbf{H} & =\operatorname{diag}\{\mathbf{P}\}-\mathbf{P} \circ \mathbf{P} \tag{49}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{P} & =\mathbf{Y}^{T}\left(\mathbf{Y} \mathbf{Y}^{T}\right)^{-1} \mathbf{Y} \\
\mathbf{Y} & =\left[\mathbf{y}_{1}, \cdots, \mathbf{y}_{n}\right] \\
\mathbf{y}_{i} & =\mathbf{h}_{i} e^{\frac{z_{i}}{2}} \tag{50}
\end{align*}
$$

and $\mathbf{P}$ is an orthogonal projection matrix. Due to Lemma 5 below, the Hessian is positive semidefinite and the function is convex.

Lemma 5. Let $\mathbf{P}$ be a projection matrix, then the matrix

$$
\begin{equation*}
\operatorname{diag}\{\mathbf{P}\}-\mathbf{P} \circ \mathbf{P} \tag{51}
\end{equation*}
$$

is positive semidefinite.
Proof: We need to show that for any vector $\mathbf{v}$

$$
\begin{equation*}
\mathbf{v}^{T}[\operatorname{diag}\{\mathbf{P}\}-\mathbf{P} \circ \mathbf{P}] \mathbf{v} \geq 0 \tag{52}
\end{equation*}
$$

Alternatively, by expressing $\mathbf{v}$ as $\mathbf{D}=\operatorname{diag}\{\mathbf{v}\}$, we need to show that for any diagonal matrix $\mathbf{D}$

$$
\begin{equation*}
\operatorname{Tr}\{\mathbf{D} \operatorname{diag}\{\mathbf{P}\} \mathbf{D}\}-\operatorname{Tr}\{\mathbf{P D P D}\} \geq 0 \tag{53}
\end{equation*}
$$

This is equivalent to

$$
\begin{equation*}
\operatorname{Tr}\left\{\mathbf{P D}^{2}\right\}-\operatorname{Tr}\{\mathbf{P} \mathbf{D P D}\} \geq 0 \tag{54}
\end{equation*}
$$

which can also be written as

$$
\begin{equation*}
\operatorname{Tr}\{\mathbf{P}[\mathbf{D}(\mathbf{I}-\mathbf{P}) \mathbf{D}]\} \geq 0 \tag{55}
\end{equation*}
$$

The latter holds since $\mathbf{P}, \mathbf{I}-\mathbf{P}$ and $\mathbf{D}(\mathbf{I}-\mathbf{P}) \mathbf{D}$ are positive semidefinite, and the trace of the product of two positive semidefinite matrices is non-negative.

Interestingly, Lemma 5 can be interpreted as an extension of the Cauchy Schwartz inequality from vectors to projection matrices. Indeed, specializing it to the case of a rank one projection matrix

$$
\begin{equation*}
\mathbf{P}=\frac{\mathbf{u u}^{T}}{\mathbf{u}^{T} \mathbf{u}} \tag{56}
\end{equation*}
$$

where $\mathbf{u} \neq \mathbf{0}$, yields

$$
\begin{equation*}
\mathbf{v}^{T}\left[\operatorname{diag}\left\{\frac{\mathbf{u} \mathbf{u}^{T}}{\mathbf{u}^{T} \mathbf{u}}\right\}-\frac{\mathbf{u} \mathbf{u}^{T} \circ \mathbf{u} \mathbf{u}^{T}}{\left(\mathbf{u}^{T} \mathbf{u}\right)^{2}}\right] \mathbf{v} \geq 0 \tag{57}
\end{equation*}
$$

This is equivalent to

$$
\begin{equation*}
\left[\sum_{i=1}^{n} u_{i}^{2}\right]\left[\sum_{i=1}^{n} v_{i}^{2} u_{i}^{2}\right] \geq \sum_{i, j} v_{i} v_{j} u_{i}^{2} u_{j}^{2} \tag{58}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\mathbf{w}=\mathbf{v} \circ \mathbf{u} \tag{59}
\end{equation*}
$$

yields

$$
\begin{equation*}
\left[\sum_{i=1}^{n} u_{i}^{2}\right]\left[\sum_{i=1}^{n} w_{i}^{2}\right] \geq \sum_{i, j} w_{i} w_{j} u_{i} u_{j} \tag{60}
\end{equation*}
$$

results in the Cauchy-Schwartz inequality:

$$
\begin{equation*}
\left(\mathbf{u}^{T} \mathbf{u}\right)\left(\mathbf{w}^{T} \mathbf{w}\right) \geq\left(\mathbf{u}^{T} \mathbf{w}\right)^{2} \tag{61}
\end{equation*}
$$
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