
Geometric Logic in Computer ScienceSteve Vickerssjv@doc.ic.ac.ukDepartment of Computing, Imperial College180 Queen's Gate, London SW7 2BZ, United KingdomAbstractWe present an introduction to geometric logic and the mathematical structuresassociated with it, such as categorical logic and toposes. We also describe someof its applications in computer science including its potential as a logic for spec-i�cation languages.1 IntroductionWhat I shall present here is a personal overview of how|and why|I see geo-metric logic being used in computer science.Mark Ryan commented on an earlier, rather di�erent, draft of this paperthat he understood the title and thought \Oh, good", but quickly ran intowords that made no sense to him. My revised intention therefore is to writea popularization of geometric logic for the bene�t of computer scientists. Ishan't present any new results, and in fact I shall hardly even present any oldones in any technical details, but I shall try to explain the essential featuresof the mathematics by explaining them (rather than by leaving the reader tosift them out of a grand formal structure). I shall also try to take stock of theingredients we have to hand and what roles they should play.2 Geometric TheoriesAlthough the full mathematical insights come only through category theory,I'm going to start from a very logical point of view because I think in computerscience people are more comfortable with that. It is important to realise thatthe particular properties of geometric logic come as much from its particularde�nition of theory as from its de�nition of formulas.Our notion of vocabulary is standard in many-sorted logic: it comprisessorts, predicate symbols and function symbols (representing total functions).Remember, of course, that functions and predicate symbols have arities, spec-ifying the number and sorts of their arguments and (for functions) the sort ofthe result, and that term formation has to respect the arities. Function andpredicates with no arguments are constants and propositions.If there are no sorts, then function symbols are impossible because thereare no possible result sorts. But propositions are possible, so a theory with nosorts is a propositional theory.



Given a vocabulary, geometric formulas are constructed in a way that iscompletely unsurprising except that a peculiar collection of connectives is used:these are� conjunction (^ for binary conjunction, true for nullary conjunction)� disjunction (_ for binary disjunction, false for nullary, and moreover arbi-trary in�nitary disjunction is allowed: Wi2I�i)� equality (this is sorted, so in e1 = e2 the two terms ei must have the samesort)� existential quanti�cation 9There is also the restriction that a formula may have only �nitely many freevariables.Why these connectives? To my mind, the most compelling reason is thatthey have observational content in a way that the others (:, =) , 8 and V) donot. For a detailed discussion, see Vickers [10] or (for the propositional case)[9]; but, briey, the idea is that the sorts and formulas represent \observationalclasses" in the real world, each comprising two ingredients:� how to \apprehend" elements� how to determine that two elements are equalMoreover, these \how to"s are positive (e.g. nothing about determininginequality), serendipitous (they merely describe how to know in retrospect whenyou have succeeded) and �nite (they don't call on you to do an in�nite amountof work). The geometric connectives can then be interpreted as operations onobservational classes.For the rest of the paper, I shall concentrate more on the mathematicalconsequences of the particular choice of connectives.The admission of in�nitary disjunction may seem alarming. Since the dis-juncts will be indexed by a set, a full formal system for geometric logic mustinclude a formal set theory and that is a heavy overhead. But even the co-herent fragment, in which disjunctions must be �nitary, is interesting, and aswe shall see it is desirable to go beyond and bring in formal constructions thatare geometric but non-coherent. One important example uses a theory of �nitesets and a formalism that includes universal quanti�cation bounded over �nitesets.A geometric theory comprises a vocabulary and a set of axioms of the form� `x  where� x is a set fx1; : : : ; xng of sorted variables� � and  are geometric formulas whose free variables are all taken from xSuch a set f�i `xi �i : i 2 Ig of axioms should be thought of as meaningVi8xi1; xi2; : : : ; xin:(�i =)  i). Now 8, =) and in�nite V are not geometricconnectives and don't appear in �i or  i; but just at this one level they areallowed into the geometric theory.Note that this does not use the standard logical idea that a theory is avocabulary together with a set of sentences (formulas without free variables).Hence geometric logic may fail to �t assumptions made for a general purposelogic environment. Also, the fact that implication is not internalized in thelogic means that Hilbert style presentations of the logic are impossible, andthere is no deduction theorem.



Labelled TurnstilesThe label x on the turnstile is not peculiar to geometric logic. It is seen inLambek and Scott's treatment [7] of intuitionistic logic, and its use improveseven classical logic. The essential logical point behind it is that the use of thefree variables x is just as much a hypothesis as the premiss �|it hypothesizesthe presence of values x. Some arguments are valid only in the presence ofvalues not explicitly mentioned in � or  , and such values must be referred toin the set x.In many standard presentations of classical logic, one is allowed to deduce8x:P (x) ` 9x:P (x): from 8x:P (x) we can deduce P (x) by 8-elimination, andthen 9x:P (x) by 9-introduction. The deduction looks natural enough, but ofcourse it is invalid in any model with an empty carrier: 8x:P (x) will thenbe true, 9x:P (x) false. The traditional classical response is to reject emptycarriers|after all, what is the point of having the language of predicate logicif there is nothing for it to talk about?|but that approach doesn't work at allwell in constructive logic, where \non-emptiness" is a much subtler notion, andeven classically it is distinctly problematical in many-sorted logic. The labelledturnstiles allow more careful rules of deduction that are valid even for emptycarriers. The example deduction depends not just on the truth of 8x:P (x), butalso on the presence of x. Labelling turnstiles we see that 8x:P (x) `x P (x) `x9x:P (x), so we can write 8x:P (x) `x 9x:P (x) meaning that the entailmentholds in the presence of an x, i.e. if the carrier is inhabited. From that, weshould not deduce 8x:P (x) ` 9x:P (x). This example is not geometric, butsimilar considerations apply for us. In a sequent calculus formalization, we canreason freely within a context (list of free variables). What we deduce withinone context is true also in any bigger context:� `x  � `x;y  However, contexts can be reduced only in a controlled way using 9-elimination.9E : � `x;y  y not in x, nor free in  9y:� `x  The e�ect in natural deduction is that we cannot freely invent new freevariables (or constants). Some will be given us as the context for the overallproblem (e.g. the free variables in the premisses and conclusion), and theycan also be introduced in a controlled manner for 9-elimination (and, in morestandard logics, for 8-introduction); but that is all.Examples of Geometric Theories1. Algebraic theories, possibly many sorted. There are too many di�erentmeanings for the word \algebraic", but what I mean here is \de�ned by�nitary operators and equational laws". These are geometric theories pre-sented with sorts and functions, but no predicates, and all the axioms areof the form `x t1 = t2.



2. Essentially algebraic theories. I mention these explicitly because althoughthey can look di�cult to de�ne they share most of the pleasant univer-sal algebraic features of algebraic theories. The big generalization is thatthe operators can represent operations that are partial, though not in anunrestricted way. The operators are arranged in a well-founded hierarchy,and for each operator its domain of de�nition is de�ned by a conjunctionof equations involving more primitive operators. The equational laws areinterpreted in the sense \if both sides are de�ned then they are equal".Putting such a description into the form of a geometric theory is not di�-cult, though of course a partial operator must be expressed as a predicatesymbol, not a function.A good example is the theory of categories. It has two sorts, for objects andarrows. The most primitive operators (necessarily total) are source, targetand identity; and then composition has its domain of de�nition determinedby equality between the target of one arrow and the source of the other.3. Topological spaces. Let X be a topological space, 
X its topology (family ofopen subsets). A corresponding geometric theory can be de�ned as follows:� no sorts (it is a propositional theory|hence no functions either)� for each open set a, a proposition Pa� if a � b are open sets, then an axiomPa ` Pb� if S is a family of open sets, then an axiomP[S ` _a2SPa� if moreover S is �nite, then an axiom^a2SPa ` P\S(The converses of the last two axioms follow from the �rst.)If x 2 X, then x gives a model of the theory in which Pa is interpretedas true i� x 2 a. It may be that di�erent points x can give the samemodel, and that some models do not arise from points in this way. If thesepathologies do not happen, and the points are in bijection with the modelsof the theory, then X is sober . If you're familiar at all with locales, you'llunderstand that generators and relations for a frame give propositions andaxioms for a propositional geometric theory (see [9]).Some Logical ManipulationsI shall not attempt to give a full set of proof rules for the logic|you can �ndthem in Makkai and Reyes[8]. There are no surprises, because (apart from thein�nite disjunctions) the logic is a restriction of standard logic.On a short digression, let me show how to simplify the sequents considerably.Proposition 1 Every geometric formula �(x) is equivalent to one of the formWi(Ei ^ 9yi:Vnij=1Pij), where1. The sets x and yi are disjoint.



2. Each Ei is a conjunction of non-trivial equations among the free variablesx. (A \trivial" equation is one of the form x = x, which can obviously beomitted.)3. Each Pij is either a primitive predicate applied to variables, or is an equationz = t where z is a variable (from x or yi) and t is a primitive functionsymbol applied to variables.The description of the possible Pij's doesn't look nice. But it is alwayspossible to present a geometric theory without function symbols, by replacingthem by their graphs as predicate symbols, and then each Pij is just a primitivepredicate applied to variables.Proof I shan't give a detailed proof; after all, I haven't given the full proofrules. Instead, I shall show how to use equivalences that you might reasonablyexpect geometric logic to have.First, formulas of this form are (up to equivalence) closed under the geo-metric connectives. For disjunctions, this is obvious. Next, consider existentialquanti�cation 9x (x in x). This should (expected equivalence) distribute overdisjunction, and the disjuncts are of the form 9x:(E ^ 9y:Vnj=1Pj). If x ap-pears in E, i.e. there is an equation x = x0 (or x0 = x), then our disjunct isequivalent to (E0^9y:Vnj=1Pj)[x0=x], where E0 is obtained from E by omittingall equations x = x0 or x0 = x. If x does not appear in E, then the disjunctis equivalent to E ^ 9x:9y:Vnj=1Pj. Finally, consider conjunction. Assumingthat conjunction distributes over arbitrary disjunction, we get a disjunction offormulas (E ^ 9y:Vnj=1Pj) ^ (E0 ^ 9y0:Vn0j=1P 0j). By renaming, we can assumethat the sets y and y0 (and x too, of course) are disjoint, and then the disjunctis equivalent to (E ^E0) ^ 9y;y0:(Vnj=1Pj ^Vn0j=1P 0j).It remains to be shown that atomic formulas are of this form. An equationbetween variables is OK. An equation f(: : : ) = g(: : : ) is equivalent to 9z:(z =f(: : : )^z = g(: : : )), and the only remaining problem is to arrange for predicatesand functions to be applied only to variables. This is done using equivalencessuch as that between P (f(: : : ); : : : ) and 9u:(u = f(: : : ) ^ P (u; : : :)). �Let us note something rather curious. The equations get divided up be-tween \functional" equations, z = t(: : : ), which can be replaced by predicatesin a transformed theory presentation and are kept amongst the conjuncts, and\structural" equations x = x0, which are ineradicable and pushed outside theexistential quanti�cation. The structural equations look like atomic formulas,and you might think their natural place is conjoined with Pij's under the exis-tential quanti�cations. But there is a good sense in which `E ^ 9y' is a singleunit, a generalized quanti�er. E generates an equivalence relation on x; letus then choose a representative from each equivalence class and de�ne a newset z of variables comprising these canonical representatives and also y. Wehave an obvious relabelling function r : x - z, and E ^ 9y is left adjoint torelabelling: � `z  [r(x)=x(x 2 x)] i� E ^ 9y:� `x  . (When E is empty, thisjust reduces to well-known properties of 9.)The proposition allows a rather drastic simpli�cation of geometric axiomson the left-hand side, using _-elimination and 9-elimination: for Wi(Ei ^9yi:Vnij=1Pij) `x  can be replaced by a set (one for each i) of axioms E ^9y:Vnj=1Pj `x  , and then each of these can be replaced (after suitable jug-



gling of the variables) by one of the form Vnj=1Pj `z  .3 ModelsIf a geometric theory is given, then the models for it are understood in anutterly standard way. First, the vocabulary must be interpreted: sorts assets (the carriers), predicates as relations (subsets of products of carriers) andfunctions as functions (each from a product of carriers to a carrier). Once thatis done, then every geometric formula can be interpreted as a relation in itsfree variables; then for an axiom � `x  , both � and  can be interpreted assubsets of the product of carriers for the sorts of the variables in x; and thenthe interpretation is a model i� for every such axiom, the subset correspondingto � is included in that for  .HomomorphismsSuppose a geometric theory is given, and we have two models M and N of it.A homomorphism fromM to N is a family of carrier functions �� :M� ! N� ,one for each sort �, that respect the vocabulary ingredients (the axioms don'tenter in here). Speci�cally, if f(x; y; z; : : : ) and P (x; y; z; : : :) are function andpredicate symbols, then (suppressing sorts)� fN (�(x); �(y); �(z); : : : ) = �(fM (x; y; z; : : : ))� PM(x; y; z; : : : ) =) PN (�(x); �(y); �(z); : : :)For algebraic theories, this is exactly the usual de�nition of homomorphismbetween algebras. For theories that include predicates, it is worth pointingout the direction ` =) ' in the second of these conditions. `(' would not becompatible with the algebraic homomorphisms, as you can see if you considerreplacing an algebraic operator (say multiplication for monoids) by its graph:P (x; y; z) means `z = x:y'. For an arbitrary monoid homomorphism � we havez = x:y =) �(z) = �(x):�(y), but ( would not be right in general. Asan example, for the theory of posets the homomorphisms are the monotonefunctions.It is also worth noting that once these two conditions are known for thevocabulary ingredients, they are also true for all terms and geometric formulas:this is because of the positivity of geometric logic. Of course, as soon as negationis included, the second condition is destroyed because the implication for :Pgives us the reverse implication for P . Hence, this notion of homomorphism isone that is not so useful in ordinary logic.The topological example is interesting. A homomorphismwill carry no data,but it still has to obey a non-trivial condition: that for each proposition Pa,if it holds in M then it must hold in N . Let us write M v N if M and Nsatisfy this for every Pa, so that there is a (unique) homomorphism from M toN . If M and N correspond to the points x and y, then this says that everyopen neighbourhood of x also contains y (i.e. meets fyg), in other words x isin the topological closure of fyg. This is exactly the specialization preorder onpoints.



The Category of ModelsIt is easy to see that under this notion of homomorphism, the models of atheoryTform a category, Mod(T)|though the topological example shows thatMod(T) can have extra \topological" structure that is not categorical.In general, this category has little categorical structure, lacking in generalmost limits and colimits. However, a very important exception is that it hasall �ltered colimits. I don't want to de�ne these in detail (see, e.g., Johnstone[5]), but they are the categorical generalization of directed joins, and I shall de-scribe two particular cases. There are some general points to remember. First,they are constructed set-theoretically: a �ltered colimit of models is carried bythe set-theoretic �ltered colimits of the carriers. Second, the existence of thesecolimits is intimately bound up with the geometric restrictions that conjunc-tions must be �nite, and only �nitely many free variables are allowed in eachformula. Third, although the general �ltered colimits may seem arcane, eventhe special cases are crucial in domain theory, both in �nding least �xpointswithin domains and in solving domain equations.The �rst example of �ltered colimit is the !-colimit, of a diagramM0 �0 - M1 �1 - M2 �2 - � � �If i < j, let us write �ij for the composite �i; : : : ;�j�1 :Mi !Mj . First,suppose this is a diagram of sets and functions. You can think of progressionalong the diagram as bringing in more and more elements (insofar as the �i'sare not onto), and making more and more equalities among them (insofar asthe �i's are not 1-1). The elements in the (co-)limit and the equalities betweenthem are exactly those that appear at some �nite stage. (If you want to bemore formal, �rst take the disjoint union of the Mi's, then de�ne an equivalencerelation by x � y(x 2Mi; y 2 Mj) i� �ik(x) = �jk(y) for some k, and then thecolimit is the set of equivalence classes.)Now let us return to the original problem, in which the Mi's are models (ofT) and the �i's are homomorphisms. We can apply the set-theoretic construc-tion to the carriers, but more work is needed to show that we still have a model.If f is a function symbol, then to de�ne f(x; y; z; : : : ) in the limit we �nd a�nite stage at which x; y; z; : : : all exist (there is such a �nite stage because thereare only �nitely many variables x; y; z; : : :) and calculate f(x; y; z; : : : ) there.This gives us a well de�ned result in the limit, because the homomorphisms �ipreserve the results at the �nite stages. Predicates are similar; P (x; y; z; : : :)holds in the limit i� it holds at some �nite stage (and hence at all subsequentones, from the homomorphism property). Now consider an axiom � `x  . If� holds in the limit, then it must hold at some �nite stage|the �niteness ofconjunctions is used here, as well as the �niteness of the set x|, so  alsoholds there, so  holds in the limit.I'll mention one other example, that of splitting idempotents, to disposeof a possible misconception. I said that �ltered colimits were the categoricalgeneralization of directed joins, and you know that directed joins are essentiallyin�nite: �nite directed joins are trivial. This is not quite the case with �lteredcolimits. Finding a �nite �ltered colimit is equivalent to splitting an idempotent :that is to say, if we are given a homomorphism � :M !M such that �2 = �,



we seek a diagram M p -� e N such that p; e = � and e; p = IdN . Theargument that such colimits exist is similar to that for !-colimits.Let me repeat two points that explain why this doesn't look like conven-tional logic. First, the above de�nition of homomorphism works well becausegeometric logic is positive (no negation or implication), and second, the �lteredcolimits exist because of the �niteness restrictions.Varying Set TheoryA point of greater importance than you might expect is that if we vary thenotion of set, then we vary the notion of model ; for instance, we could take\set" to mean \object in some given elementary topos", and|suitably inter-preted, and provided there are enough in�nitary colimits to cope with all thedisjunctions|the de�nition of model still makes perfect sense. We have to becareful to reason constructively about these generalized models, for the logicappropriate to an elementary topos is not classical but intuitionistic. But thisis not just a concession to the generalizing ambitions of constructivists. It haskey signi�cance in at least three ways.First, the proof rules of geometric logic (as in [8]) are classically incomplete:that is to say, within a given theory, there may be a sequent that holds in allthe classical set-theoretic models but is not provable from the axioms usingthe proof rules. Even in the propositional case, there are theories that haveno models at all, but which are still consistent: you can't prove true ` false.(This arises from the in�nitary disjunctions. When they are banned|i.e. incoherent theories|Deligne's theorem proves completeness.)However, this incompleteness is the fault not of the proof rules but of themodels. In the classical category S of sets, the constraints imposed by havingto satisfy excluded middle and choice sometimes make models impossible. Butthe proof rules are constructive in nature, and hold for models in non-classicalset theories, and it turns out that they are complete as long as you allow yourset theory to vary (technically, by taking models in other elementary toposes).Second, although in general we must allow the set theory to vary to getcompleteness, for any given theory there is a \canonical geometric set theory"that contains a generic model|any sequent that holds in the generic model isprovable. This set theory is really just made by taking the standard sets andfreely adjoining a model of the theory. It will be treated in more detail in thenext section, where we shall see how it can be used to understand the idea ofinterpreting one theory in another.Finally, you'd often like to think of a theory as being concretely embodiedin its class of models, but for an arbitrary geometric theory this can't be donenaively because you don't know a priori where the models have to be taken from.I shall try to explain how topos theory answers this by providing a languagethat's designed to make it look as though we have a decent category of models.4 InterpretationsOne very restrictive idea of interpretation (of one theory, T, in another, T0)is a syntactic one: interpret the sorts, predicates and functions of Tas sorts,



predicates and functions ofT0, and prove that axioms ofTbecome theorems inT0. We shall be muchmore liberal, in e�ect by allowing syntactic interpretationsnot just in T0 but more generally in theories (or rather theory presentations)equivalent to it.Equivalence of PresentationsWe shall take it that two theories are equivalent if they have the same models(essentially, i.e. up to isomorphism). By incompleteness, it is not enough justto look at classical set-theoretic models; we should give equivalence argumentsthat are constructively valid and so hold in the more general elementary toposeswhere the models might be taken. Here are some ways of modifying a theoryto get an equivalent one:� Add axioms that are consequences of the given ones.� Replace axioms by logically equivalent ones as outlined above.� For each function symbol f(x; : : : ), replace it by a predicate P (z; x; : : :)(which is to represent the graph of the function), and add axioms to saythat it is total and single-valued: `x;::: 9z:P (z; x; : : :)P (z; x; : : :) = P (z0; x; : : :) `z;z0;x;::: z = z0Also, eliminate f from formulas by replacingQ(f(x; : : : )) by 9u:(P (u; x; : : :)^Q(u)) (u new) and similar manoeuvres.� Eliminate the sort structure by replacing sorts � by unary predicates S�(x)over a single new sort representing their disjoint union:S�(x) ^ S� (x) `x false (� 6= � )`x W�S�(x)(Note how this works when we start with no sorts at all! The �rst axiomscheme has no instances, and the second becomes `x false. The x on theturnstile stops this asserting out-and-out inconsistency; instead, the axiomforces the single sort to represent the empty set.)The sorting discipline shown by the arities of the symbols must also betaken care of. For instance, if Q(u) had arity �, then there must be a newaxiom Q(x) `x S�(x). Functions must be replaced by their graphs, so thatif f(u), with arity � ! � , is replaced by P (v; u) with arity � � �, then weneed axioms P (z; x) `z;x S� (z) ^ S�(x)S�(x) `x 9z:P (z; x) (modi�ed totality)P (z; x) ^ P (z0; x) `z;z0;x z = z0� Add sorts that can be characterized uniquely up to isomorphism by geo-metric axioms. For instance, consider products. If � and � are existing



sorts, extend the presentation by a new sort � with functions fst : � ! �,snd : �! � , and axioms `x:�;y:� 9z : �:(fst(z) = x ^ snd(z) = y)fst(z) = fst(z0) ^ snd(z) = snd(z0) `z;z0 z = z0In any model, the carrier for � is forced by the axioms to be the product ofthe carriers for � and � : so � is characterized uniquely up to isomorphismby � and � . Models for the new theory are essentially the same as thosefor the old theory, the only di�erence being that the product �� � is givenexplicitly instead of implicitly.Other constructions that can be characterized geometrically include co-products (disjoint unions|even in�nitary ones), equalizers and coequalizers(slightly tricky! You need the in�nitary disjunctions): in short, all colimitsand �nite limits.� Here is an interesting construction that can be characterized geometrically:�nite power sets. The �nite power set FX is just the free semilattice overX, and as it happens free things (for �nitary algebraic theories) can alwaysbe characterized geometrically. Here is a logical presentation.Let � be a given sort. We add a new sort � and functions f�g : � ! � (thesingleton embedding), ; : � and [ : � � � ! �; also axioms`S;T;U S [ (T [ U ) = (S [ T ) [ U`S S [ ; = S`S;T S [ T = T [ S`S S [ S = S`S W1n=09x1; : : : ; xn:S = fx1; : : : ; xngfx1; : : : ; xmg � fy1; : : : ; yng ` x1;:::;xmy1;:::;yn Vmi=1Wnj=1xi = yjwhere fx1; : : : ; xng �def fx1g [ � � � [ fxngfg �def ;S � T �def S [ T = TUsing this construction, we can see that universal quanti�cation is geomet-ric, provided that it is bounded over �nite sets. If � is a formula with freevariables in x, x : � is one of those variables, and S : F�, then we can de�ne8x 2 S:� �def _1n=09y1; : : : ; yn:(S = fy1; : : : ; yng ^^ni=1�[yi=x])The knowledge that this is possible seems to be folklore, but I know ofnowhere where the formal details have been set out.To show how di�erent equivalent presentations may be, an example in [10]has two of which one has in�nitely many sorts and functions but no predicates,while the other has one sort, no functions and in�nitely many predicates (allunary).



Giraud FramesGiven a theory T, one fundamental trick of categorical logic is to make a cate-gory whose objects are the sorts and predicates, both primitive and derived: aderived sort is one characterizable geometrically, and a derived predicate is justa formula. These are all the things that in models get interpreted as sets, andit is useful to think of them as sets parametrized by the model. For this rea-son, the category obtained behaves su�ciently like the category of sets to havemany nice properties. In particular, by ignoring the parameter, the model, youcan generally reason validly as though the objects actually are sets, though ofcourse the reasoning has to be constructive. This category is really the \canon-ical geometric set theory" for T referred to earlier; it includes of course theingredients explicitly presented in T, and these constitute the \generic model".If the theory is T, then this category is written S[T]: this means S (thecategory of sets) extended by formally adjoining the ingredients of T(as inde-terminate sets) subject to the axioms. (The notation comes from the notationR[X] for a ring of polynomials.) The category is usually called the \classifyingtopos" ofT, but I shall o�er my excuses for not doing so when I discuss toposes.Instead I shall call it the \Giraud frame presented by" T.In general, a Giraud frame is a category with all colimits and �nite limits,satisfying certain other conditions that (i) make the colimits and limits behavelike those in S, and (ii) ensure that it can be presented by a small (in theset-theoretic sense) theory presentation. The conditions are exactly those setout for Giraud's theorem in Johnstone [4].One aspect of Giraud frames being similar to S is that constructive settheory can be interpreted in them, and we can talk about models of a theory Tin a Giraud frame|in fact, a model of Tin S[T0] is just an interpretation of TinT0. (This is in accordance with what we originally said about interpretations,because S[T0], by being made from all sorts geometrically derivable from T0,can be seen as including all the theories equivalent to T0.) Once that is given,then we know|up to isomorphism|how to interpret all the derived types, theobjects of S[T], and in fact we get a functor from S[T] to S[T0]. Moreover, if wehave two models and a homomorphismbetween them, then the homomorphismcarrier functions for the primitive sorts extend uniquely to the derived sorts,and categorically we get a natural transformation.To summarize: if T is a theory and A is a Giraud frame, then� Models ofTin A are functors from S[T] to A that preserve the colimits and�nite limits. (We shall call such functors homomorphisms between Giraudframes. More correctly, they are adjunctions f� a f� for which the leftadjoint f�, which anyway preserves colimits, also preserves �nite limits.)� Homomorphisms between models are natural transformations between theGiraud frame homomorphisms. (Sorry to have the two di�erent kinds ofhomomorphisms so close together.)Thus the constructive model theory has been turned into category theory.Non-geometric Type ConstructorsSince the �nite power set constructor (which I'm calling F) is geometric, it'snatural to ask whether the full power set P is. The answer is no: it cannot be



characterized by geometric axioms. The same also goes for exponentials Y X(the set of functions from X to Y ). The way this is proved is by working inthe Giraud frame. As it happens, Giraud frames have Pand exponentials (thecategories are elementary toposes, in fact), characterized uniquely but non-geometrically. The functors that correspond to interpretations preserve all thegeometric constructions. It is possible with some work to see these categoriesand functors concretely, and to �nd examples of interpretation functors that donot preserve Pand exponentials: hence those constructions are not geometric.There is a parallel here to the way that 8 and =) come in to a theoryat just one level. The predicate and function symbols can be considered to beelements of power type or function type; but this is allowed just at the onelevel: you can have sorts such as FFFX for �nite sets of �nite sets of �nitesubsets of X, but you can't do this with P.It is natural to ask whether geometric logic is classical or intuitionistic innature, though on the face of it the question is meaningless because the primedistinguishing feature|excluded middle|cannot be expressed in the absenceof negation. The non-geometric structure of Giraud frames casts some light onthis, because using it one can interpret the non-geometric logical connectivesand it turns out that excluded middle is not obeyed: hence geometric andintuitionistic logic are intimately associated with one another. On the otherhand, the very fact that this extra structure is not preserved by Giraud framehomomorphisms shows a sharp distinction between the two logics.5 ToposesI have been somewhat coy so far about the word \topos". If you're at allfamiliar with the literature, you will know that it generally means \categorysomewhat like S". There are elementary toposes, and amongst those thereare some|in fact exactly what I have called Giraud frames|that are calledGrothendieck toposes; and S[T] is normally called the classifying topos of T.I'm going to use the word with a quite di�erent meaning. It would be vainto expect to overturn the established usage, but I'd like to try to show you howthe word can convey some di�erent intuitions. These are not new insights of myown. Grothendieck invented the word topos as a back-formation from \topol-ogy" (so toposes are \those things of which topology is the study") and said thata topos is a generalized topological space, and topos theorists understand theseintuitions perfectly well. However, they have not often expressed them clearly,and I shall try to explain them by enforcing a distinction|between toposesand Giraud frames|that is analogous to that between locales and frames.De�nition 2 A topos is the space of models (the classifying topos) of a geo-metric theory. If T is a geometric theory, then we write [T] for its classifyingtopos.De�nition 3 Let D and E be toposes. A geometric morphism (or map) fromD to E is a continuous transformation of points of D into points of E.IMPORTANT! These de�nitions are mystical. They are intended to conveynot the mathematical formalization but the intuitive meaning, and if you try toanalyse them compositionally through detailed accounts of the terms \space",\model", \geometric theory" and so on, you will get a false formalization.



� A \space" is more than an unstructured class of points, for we have alreadyseen that the models form a category. But there is also some mysterioustopological structure that we haven't attempted to formalize, so a topos isnot just the category of models. One problem in the formalization is howto account for this \topology".� Similary, \continuous transformation" is mysterious. Actually, even fortopological spaces it is quite mysterious.� \Models"|where? It is not enough to consider models in S; they must beallowed in arbitrary Giraud frames. The formalization must allow for this.� \Geometric theory presentations" have sets of sorts, predicates, functionsand axioms, and sets of disjuncts in a disjunction: so what geometric the-ories are possible depends on what your underlying set theory is. Eachelementary topos leads to its own theory of Grothendieck toposes. We shallassume a �xed underlying category of \the classical sets" S.Implementation 4 A topos D is equipped with a Giraud frame SD. If Dand E are toposes, then a geometric morphism f from D to E is equipped witha Giraud frame homomorphism Sf (or f�) from SE to SD (note the reversalof direction!)\Implementation" means that this is just a means to an end, a formal-ization that gives us a mathematical handle on the prior intuitions. Toposescould equally well be implemented as theory presentations|more easily, in fact,though geometric morphisms are then harder to describe.\Equipped with" has no technical substance|giving a topos is just the sameas giving a Giraud frame. But it is intended to dispel ideas that a topos \is" aGiraud frame and \has" objects and morphisms that are those of the Giraudframe. It decouples the language of toposes from that of Giraud frames, andhides the implementational details behind the \S" pre�x. Large parts of thetraditional language of toposes are designed to reinforce the \space of models"intuitions, and my own opinion is that this can usefully be taken even further.(See the remarks on notation at the end of this section.)An example of this is in the apparently perverse direction of geometricmorphisms. Suppose f : D ! E is a geometric morphism, with D = [T]. Apoint of D is a model of T, in other words a Giraud frame homomorphismfrom SD to your favourite Giraud frame A (where you like to look for models).Composing with Sf turns it into a Giraud frame homomorphism from SE toA, and so transforms points x of D into points f(x) of E, in accordance withthe conceptual de�nition and without regard to your choice of A. It is easilychecked that this extends to homomorphisms, giving a functor, but as for thetopological aspects of continuity we are really de�ning what continuity meansby our implementation.Note also that if f and g are two geometric morphisms from D to E, and� : f ! g is a natural transformation, then each point x of D gives rise to ahomorphism �x : f(x)! g(x); and that this is natural with respect to x.Summary: Suppose we have [T] f -+ �g - [T0] where TandT0 are geometrictheories, f and g are geometric morphisms and � is a natural transformation.Then the intuitions are



� [T] is the space of models for T. It has category structure using the ho-momorphisms as arrows (this intuitive category is not S-like, and is quitedi�erent from S[T]).� f is a continuous transformation of models for T(points of [T]) into modelsfor T0. It is functorial with respect to homomorphisms, and so can beconsidered a functor.� � is a natural transformation from f to g considered as functors.As a particularly important example, consider the empty theory � with novocabulary and no axioms. It has a unique model, and the Giraud frame S[�]it presents is just S. [�] can be thought of as a one-point space. A geometricmorphism f : [�] ! [T] intuitively just picks out a model of T; looking at itanother way, Sf is a model of T in S. A natural transformation between twogeometric morphisms f and g is just a homomorphism. Up to equivalence,there is only one geometric morphism from [T] to [�]: intuitively, every pointof [T] has to map to the unique point � of [�].For another example, consider the theories Mon and Set of monoids andsets. Set can be interpreted inMon in an obvious way|its only ingredient is asingle sort, which is interpreted as the single sort inMon|and this correspondsto a geometric morphism Forget : [Mon]! [Set]. On points, it works exactlylike the forgetful functor from the category of monoids to that of sets, taking amonoid and returning its carrier, forgetting the multiplicative structure. It isin fact intuitively helpful to think of the classifying toposes [Mon] and [Set]as the categories of monoids and sets (in these algebraic examples there is noextra \topological" structure), but this is clearly incompatible with any ideathat these toposes are their Giraud frames. (For instance, the Giraud frameS[Set] that implements [Set] is most de�nitely not the Giraud frame S.) Thatis why I took such care to separate out the notions.It is also interesting to note that there is a geometric morphism Free :[Set] ! [Mon] that on points constructs the free monoid over a set. Free isleft adjoint to Forget just as one would expect from ordinary categories, thoughthe de�nition of adjunction here has to be the general one that applies within2-categories.The 2-category structure|the natural transformations between geometricmorphisms|is important, because it gives real support to our intuition thatthe individual toposes have the structure of categories (and categories withall �ltered colimits, because �ltered colimits of natural transformations alwaysexist).A good example of this is part of Johnstone's discussion [6] of bagtoposes. IfD is a topos, then the bagtopos BL(D) classi�es set-indexed families of pointsof D, and a homomorphism from (xi)i2I to (yj)j2J is a function � : I ! Jtogether with, for each i, a homomorphism fi : xi ! y�(i). If you carriedout this construction with a category instead of a topos, you'd be constructingthe free category-with-all-coproducts over D. Now a category D has an initialobject (nullary coproduct) i� the unique functor fromD to 1 has a left adjoint,and it has binary coproducts i� the diagonal functor from D to D �D has aleft adjoint. (These are easy to see as direct expressions of the de�nition ofcoproduct.) Hence a category that has both these left adjoints has all �nitecoproducts; and if it has �ltered colimits too then it has all coproducts. Sowe can reasonably de�ne a topos D to \have all coproducts" i� these two left



adjoints both exist, and we just need the 2-categorical structure to be able tode�ne what adjoints are. It then turns out that the two adjoints are equivalentto BL-algebra structure for D, so for toposes too we can say that BL(D) is thefree topos-with-all-coproducts over D.Remarks on the NotationAlthough the notation S[T] is standard, its separation into [T] and SD is not.A happy accident of the notation is that S can stand not only for Sets, butequally well for Sheaves. Locales can be understood as a particular (localic)kind of topos, namely those classifying a propositional theory, and for a localeD, SD is the category of sheaves over D. This could be made more general.If a topos D is a generalized space, then I propose that the objects of thecorresponding Giraud frame SD should be called sheaves over D. Then, justas in [9] a locale has points and opens but not elements, a topos would havepoints and sheaves but not objects.6 Three Examples in Computer ScienceThese are the three examples that I have worked on myself. I should say thatapplications of elementary toposes|\S-like categories"|are more common; itis speci�cally the application of geometric logic and Grothendieck toposes thatis still quite new.Geometric Theories and DatabasesThis is my paper [10]. The applications to database theory are very simplistic|as presented, the theory cannot cope with relations between entities, nor withdatabase update to reect change in the world (as opposed to improved knowl-edge in the database). However, it sets out some aspects of the move frompropositional geometric logic in computer science|principally localic domaintheory|to predicate logic.First, we have an observational account. The propositional case (Abram-sky [1], Vickers [9]) corresponds to observing a single atomic world, thoughthe theories may often be constructed (e.g. for product domains) to allow forcomponents. In the predicate case the components are allowed for in the logicitself: a theory then expresses ideas of (i) how we can \apprehend" componentsof the world|observe their existence and lay hands on them|, and (ii) howto observe equality between apprehended objects.Second, the theory of the lower powerdomain is generalized to a \bagdo-main" that naturally uses toposes instead of locales. (Johnstone [6] took thismuch further and also showed how to generalize the upper powerdomain.)Third, it gave an ilustration of the use of the well known categorical general-ization of algebraicity, replacing ideal completions of posets by ind-completionsof categories (i.e. free categories-with-all-�ltered-colimits|see [5]).



Topical Categories of DomainsThis work is still in preparation, though a preliminary account was given inVickers [11]. It exploits the fact that theories of \information systems" used topresent domains (there are various avours) are geometric: so there are toposesclassifying information systems and hence in a sense classifying domains. Wherethe sense falls down is in the morphisms|homomorphisms between informationsystems are not at all the same as the continuous maps between the domains,which must be represented by \approximable mappings". However, the theoryof approximable mappings is also geometric, so there is a classifying topos forthem. Putting these together with the appropriate geometric morphisms givesa \topical category", an internal category in the category of toposes. Thismeans that starting from an ordinary category of domains, its unstructuredclasses of objects (domains) and arrows (maps) have been made into toposesand hence given categorical and topological structure.The bene�ts of doing this are great. First of all, limits needed for �ndingleast �xpoints within domains, and for solving domain equations, exist for freein the �ltered colimits. When writing a domain equation D = F (D), it isnot possible to express F without it having the necessary continuity and func-toriality properties. Because the functoriality is with respect to informationsystem homomorphisms, not continuous maps, the problem of the contravari-ant argument in the function space construction vanishes|it turns out thatfor SFP, where function space is expressible, the information systems have somuch structure needing to be preserved that homomorphisms correspond toembedding- projection pairs between domains.It is hoped that this work will lead to an axiomatic account of domaintheory.Geometric Logic as Speci�cation LanguageWhen a software system is speci�ed, an important aspect of it is the way itmodels the real world. For instance, for a credit account system the computershould be aware that the world contains a class of people (and that peoplehave names, ages, and so on), a subclass comprising creditworthy people, anda subclass of that comprising the account holders. In the format of logicaltheories, we have a sort person and functions and predicates (confused withclasses)� name: person! string� age: person! num� cw, ah: PpersonWe also want an axiom ah(x) `x cw(x).There is on the face of it no special reason why the logic should be geometric,but the observational account gives grounds for believing that the restrictions ofgeometric logic �t natural restrictions of the real world. For instance, comparecw with ah. There are untold numbers of people in the world, of whom untoldnumbers are creditworthy. The computer is certainly not expected to have alist of them all; rather it needs to know that if you do come across a personthere are various procedures for establishing their creditworthiness|get a bankreference, ask their parents, see if they have an honest face, and so on. On the



other hand, it really does need a complete list of all account holders, so ah isfundamentally di�erent from cw. In geometric logic this would be reected bymaking ah not a predicate of arity person (\type Pperson"), but a constant ofsort Fperson, and it is only when that is done that useful notions such as thecardinality of ah can be considered. In observational terms, the computer mustknow how to \apprehend" (i.e. in this case record in its database) individualpeople and �nite sets of them, but not the entire class. The work of Hodges [3]on IZ lends support to this idea that a restricted logic is better for speci�cation.The equivalences inherent in geometric logic make functions equivalent totheir graphs (just as in set theory), and in the observational account functionslose all their computational content and become retrospective checks that theresult is correct. This obviously looks like speci�cation as opposed to implemen-tation, and again supports the idea that geometric logic is good for speci�cation(but this time in a negative way, by saying that it is not good for expressingdynamic computational features).These considerations suggest a program of using geometric logic|or at leasta �nitary approximation to it, including coherent logic and �nite sets and uni-versal quanti�cation bounded over them|as a speci�cation language. The ideais to take existing speci�cational notation (such as Z) and give it a semanticsin geometric logic and toposes: slogan|schemas are geometric theories. Theexpected bene�ts are� Some existing speci�cational constructions will have to be dropped, butif the program is soundly based they should be in some sense unrealisticanyway (e.g. replacing Pby F).� There is a very precise geometricity criterion to decide when a proposednew construction is legitimate.� A \categorical speci�cation theory" (or perhaps \categorical schema calcu-lus") exists in the 2-category of toposes, the category structure being thekey to modularization. The reason for this is that the aim of a module is tohide internal workings behind an interface speci�cation of how the moduleis to relate to all other possible modules, and this is just what a universalproperty such as that for product or pullback does. It is category struc-ture that makes this possible, by describing through the morphisms howthe objects relate to each other. Working in the category of toposes, ratherthan the opposite category of Giraud frames, aids this through the spatialintuitions: for instance, a product topos is a \space of pairs".AcknowledgementsThere are things that topos theorists know but do not often write down, and itis some of these mysteries that I have tried to express. But I am uncomfortablyaware that I am nowhere near having climbed to the shoulders of the giants. Iwant to thank Peter Johnstone in particular for much of what understanding Ido have. By his careful theoretic working [6] of my bagdomain constructions,not only has he shown me how the work ought to be done technically, but hehas also given me invaluable insight into the way the toposes have to be seenin order for the results to make sense.I must also thank Mark Dawson, Reinhold Heckmann and Mark Ryan fortheir careful reading of earlier drafts. Their many pertinent comments have
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