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#### Abstract

A new geometric-optics model has been developed for the calculation of the single-scattering and polarization properties for arbitrarily oriented hexagonal ice crystals. The model uses the ray-tracing technique to solve the near field on the ice crystal surface, which is then transformed to the far field on the basis of the electromagnetic equivalence theorem. From comparisons with the results computed by the finite-difference time domain method, we show that the novel geometric-optics method can be applied to the computation of the extinction cross section and single-scattering albedo for ice crystals with size parameters along the minimum dimension as small as $\sim 6$. Overall agreement has also been obtained for the phase function when size parameters along the minimum dimension are larger than $\sim 20$. We demonstrate that the present model converges to the conventional ray-tracing method for large size parameters and produces single-scattering results close to those computed by the finite-difference time domain method for size parameters along the minimum dimension smaller than $\sim 20$. The present geometric-optics method can therefore bridge the gap between the conventional ray-tracing and the exact numerical methods that are applicable to large and small size parameters, respectively. © 1996 Optical Society of America


## 1. Introduction

A significant number of cloud particles in the Earth's atmosphere is ice crystals. They reflect sunlight and produce many fascinating halos and arcs in the atmosphere, and at the same time they also trap thermal infrared radiation emitted from the surface and lower atmosphere. An understanding of the radiation budget in the Earth and the atmosphere system, and hence its climate, must begin with an understanding of the scattering and absorption properties of ice crystals. The development of remotesensing methodologies for the identification of ubiquitous visible and invisible cirrus clouds and the retrieval of their optical and microphysical properties using multispectral radiance data gathered from satellites also requires the fundamental scattering, absorption, and polarization information for ice crystals. Laboratory experiments show that the shape and size of an ice crystal are governed by temperature and supersaturation, but it generally has a

[^0]basic hexagonal structure. In the atmosphere, if the ice crystal growth involves collision and coalescence, the particle shape can be extremely complex. Recent observations based on aircraft optical probes and balloonborne replicator sondes for mid-latitude cirrus clouds reveal that these clouds are largely composed of bullet rosettes, solid and hollow columns, plates, and aggregates with sizes ranging from approximately 5 to $600 \mu \mathrm{~m} .{ }^{1-3}$

Unlike the scattering of light by spherical water droplets, which can be solved by the exact Mie theory, an exact solution for the scattering of light by hexagonal ice crystals covering all shapes and sizes does not exist in practical terms. Although several numerical methods such as the finite-difference time domain (FDTD) ${ }^{4-6}$ and discrete dipole methods ${ }^{7,8}$ have been developed to solve light scattering by nonspherical particles, they are usually applicable to size parameters smaller than approximately 20 in the three-dimensional (3-D) case, as discussed by Liou and Takano ${ }^{9}$ and by Yang and Liou, ${ }^{5}$ and the references cited therein. In the past two decades, significant research on solving light scattering by regular and complex ice crystals has been carried out by means of the geometric ray-tracing technique, ${ }^{10-14}$ which is commonly employed to identify the optical phenomena occurring in the atmosphere. In the limit of geometric optics an incident wave may be considered as being composed of a bundle of rays that
strike the ice crystal and undergo reflection and refraction along a straight line. The laws of geometric optics are applicable to the scattering of light by an ice crystal if its size is much larger than the incident wavelength so that the geometric rays can be localized. In addition to the requirement of the localization principle, the conventional geometric ray-tracing technique assumes that the energy attenuated by the scatterer may be decomposed into equal extinction from diffraction and Fresnel rays. Moreover, the Fraunhofer diffraction formulation used in geometric ray tracing does not account for the vector property of the electromagnetic field and requires a Kirchhoff boundary condition, which cannot take into consideration the effect of the charges along the edge contour of the opening.

To circumvent a number of shortcomings in the geometric-optics approach, we have developed an improvement by mapping the equivalent tangential electric and magnetic ( $\mathrm{E} \& \mathrm{M}$ ) currents on the particle surface, which are obtained from geometric reflection and refraction, to the far field by means of the basic electromagnetic wave theory in two-dimensional (2-D) space. ${ }^{5}$ In this paper we have extended the improved geometric-optics method in the 2-D case to the 3-D space, allowing arbitrary and random orientations of the ice crystals. We have also developed a new intensity mapping algorithm to economize the computer time requirement in the calculation. Section 2 presents the fundamental formulation for the geometric-optics-integral-equation hybrid method in 3-D space. The intensity mapping algorithm for practical applications is subsequently described in Section 3. In Section 4 we discuss some pertinent results and the validity of the new method with respect to the size parameter. Finally, conclusions are given in Section 5.

## 2. Geometric-Optics-Integral-Equation Hybrid Method in Three-Dimensional Space

We present a geometric-optics-integral-equation hybrid method (hereafter referred to as GOM2) to compute the scattering, absorption, and polarization properties of hexagonal ice crystals with arbitrary and random orientations in 3-D space. Following the conceptual approach presented by Yang and Liou ${ }^{5}$ in the 2-D case, we apply the geometric raytracing technique to solve the tangential components of the electric and magnetic fields on surface $S$, which encloses the scatterer. These tangential components of the electromagnetic field can be used to determine the equivalent electric and magnetic currents that are then used to compute the scattered far field on the basis of the electromagnetic equivalence theorem. ${ }^{15}$ In this theorem, the electromagnetic field detected by an observer outside the surface would be the same if the scatterer were removed and replaced by the equivalent electric and magnetic currents, given by

$$
\begin{align*}
\mathbf{J} & =\hat{n}_{s} \times \mathbf{H},  \tag{1}\\
\mathbf{M} & =\mathbf{E} \times \hat{n}_{s}, \tag{1b}
\end{align*}
$$

where electric field $\mathbf{E}$ and magnetic field $\mathbf{H}$ are the total fields that include the incident and scattered fields produced by the scatterer and $\hat{n}_{s}$ is the outward unit vector normal to the surface.

The mapping of the near field provided by the raytracing procedure to the corresponding far field is much involved in the 3-D case. In order to make the mapping algorithm practical in numerical computations, one must formulate the associated amplitude scattering matrix and various cross sections explicitly. In the 3-D case, the Hertz vectors or potentials given by the equivalent currents are as follows ${ }^{16}$ :

$$
\begin{align*}
& \mathbf{j}_{m}(\mathbf{r})=\oiint_{s} \mathbf{M}\left(\mathbf{r}^{\prime}\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathrm{d}^{2} \mathbf{r}^{\prime},  \tag{2a}\\
& \mathbf{j}_{e}(\mathbf{r})=\oiint_{s} \mathbf{J}\left(\mathbf{r}^{\prime}\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathrm{d}^{2} \mathbf{r}^{\prime} \tag{2b}
\end{align*}
$$

where $G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is the Green's function in free space, which is defined by

$$
\begin{equation*}
G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} . \tag{2c}
\end{equation*}
$$

In Eqs. (2), $\mathbf{r}$ is the position vector of the observation point, $\mathbf{r}^{\prime}$ is the position vector of the source point, $k$ is the wave number, and $i=\sqrt{-1}$. The induced electric field by the Hertz vectors can be written in the form

$$
\begin{equation*}
\mathbf{E}^{s}(\mathbf{r})=-\nabla \times \mathbf{j}_{m}(\mathbf{r})+\frac{i}{k} \nabla \times \nabla \times \mathbf{j}_{e}(\mathbf{r}) . \tag{3}
\end{equation*}
$$

For the radiation zone or far-field region, i.e., $k r \rightarrow$ $\infty$, Eq. (3) reduces to

$$
\begin{align*}
\left.\mathbf{E}^{s}(\mathbf{r})\right|_{k r \rightarrow \infty}= & \frac{\exp (i k r)}{-i k r} \frac{k^{2}}{4 \pi} \hat{r} \times \oiint_{s}\left\{\hat{n}_{s} \times \mathbf{E}\left(\mathbf{r}^{\prime}\right)-\hat{r}\right. \\
& \left.\times\left[\hat{n}_{s} \times \mathbf{H}\left(\mathbf{r}^{\prime}\right)\right]\right\} \exp \left(-i k \hat{r} \cdot \mathbf{r}^{\prime}\right) \mathrm{d}^{2} \mathbf{r}^{\prime}, \tag{4}
\end{align*}
$$

where $\hat{r}=\mathbf{r} / r$ is the scattering direction. It is evident that the far field can be obtained exactly if the tangential components of the electric and magnetic fields on surface $S$ are precisely known. A method known as the modified Kirchhoff approximation (MKA) has been developed by Muinonen ${ }^{13}$ to solve the scattering by nonspherical particles based on Eq. (4) in which the surface field is the pure scattered field. In the MKA, a constant extinction efficiency of 2 is assumed and one can approximate the strong forward-scattering maximum by using the Fraunhofer diffraction formula for a circular aperture of the equivalent area of the particle projection.

As pointed out in Section 1 and in Ref. 5, the conventional geometric ray-tracing technique (referred to as GOM1) has a number of shortcomings in computing the scattered field. By the performance of the exact mapping from the near field to the far field, the only approximation in the present geometric-


Fig. 1. (a) Conceptual diagram of the geometric-optics-integralequation method. (b) The polarization configuration of the localized waves for external reflection $(p=1)$ and two refraction and internal reflections $(p \geq 2)$. The directions of various unit vectors are defined.
optics-integral-equation method is confined to the calculation of the surface field by means of geometric ray tracing. The concept of the present method for a $3-\mathrm{D}$ ice crystal is demonstrated in Fig. 1(a). When the particle is large, the incident wave front can be divided into a number of localized waves or geometric rays. Each localized wave, after interacting with the particle, leads to various orders of outgoing (or scattered) rays produced by the Fresnel reflection and refraction on the particle surface. The direction of the incoming rays that are observed at the incident points $Q_{p}(p=1,2,3, \ldots)$ are specified by unit vectors $\hat{e}_{p}$, and the directions of the outgoing rays are denoted by $\hat{e}_{p}{ }^{s}$, in which subscript $p$ denotes the order of incidence for the incoming ray at point $Q_{p}(p=1$, external reflection; $p=2$, two refraction, etc.). From the 3-D geometry and Snell's law, it can be proved for rays inside the particle that

$$
\begin{align*}
& \hat{e}_{2}=N_{r}^{-1}\left\{\hat{e}_{1}-\left(\hat{e}_{1} \cdot \hat{n}_{1}\right) \hat{n}_{1}-\left[N_{r}^{2}-1+\left(\hat{e}_{1} \cdot \hat{n}_{1}\right)^{2}\right]^{1 / 2} \hat{n}_{1}\right\},  \tag{5a}\\
& \hat{e}_{p}=\hat{e}_{p-1}-2\left(\hat{e}_{p-1} \cdot \hat{n}_{p-1}\right) \hat{n}_{p-1}, \quad p=3,4,5, \ldots \tag{5b}
\end{align*}
$$

For rays outside the particle (with superscript $s$ ) we have
$\hat{e}_{1}^{s}=\hat{e}_{1}-2\left(\hat{e}_{1} \cdot \hat{n}_{1}\right) \hat{n}_{1}$,
$\hat{e}_{p}^{s}=N_{r}\left\{\hat{e}_{p}-\left(\hat{e}_{p} \cdot \hat{n}_{p}\right) \hat{n}_{p}-\left[N_{r}^{-2}-1+\left(\hat{e}_{p} \cdot \hat{n}_{p}\right)^{2}\right]^{1 / 2} \hat{n}_{p}\right\}$,
$p=2,3,4, \ldots$,
where we define the initial incident direction $\hat{e}_{1}=\hat{e}^{i}$. Unit vectors $\hat{n}_{p}$ denote the normal directions at incident points $Q_{p}$ on the particle surface that faces the incoming rays, and $N_{r}$ is the real part of the adjusted refractive index. When absorption is involved, the energy transport and phase propagation of a localized ray differ. In order to approximate the inhomogeneous wave based on the homogeneous condition so that geometric ray tracing can be performed, we have introduced a set of refractive indices based on the optical principle to compute both the ray direction and Fresnel coefficients. ${ }^{5}$ In Eq. (5d), when $N_{r}{ }^{-2}+$ $\left(\hat{e}_{p} \cdot \hat{n}_{p}\right)^{2}<1$, total reflection takes place and the corresponding transmitted ray does not occur in this case. Equations (5a)-(5d) constitute a self-closing algorithm to trace the propagation of the localized waves for a given incident ray. However, in addition to the propagating directions, the polarization configuration is also required to describe the complete behavior of the localized waves. In the 3-D case, the polarization configuration of a localized wave will be changed after the wave undergoes reflection and refraction. As shown in Fig. 1(b), let the polarization configuration of the incident wave be specified by unit vectors $\hat{\alpha}^{i}$ and $\hat{\beta}^{i}$ that satisfy

$$
\begin{equation*}
\hat{e}^{i}=\hat{\beta}^{i} \times \hat{\alpha}^{i} . \tag{6}
\end{equation*}
$$

The incident plane at point $Q_{p}$ is the one that contains unit vectors $\hat{e}_{p}^{s}, \hat{e}_{p}, \hat{n}_{p}$, and $\hat{e}_{p+1}$. Let $\hat{\beta}_{p}$ be the unit vectors perpendicular to the incident plane at point $Q_{p}$. It follows that

$$
\begin{equation*}
\hat{\beta}_{p}=\left(\hat{n}_{p} \times \hat{e}_{p}\right)\left[1-\left(\hat{e}_{p} \cdot \hat{n}_{p}\right)^{2}\right]^{-1 / 2}, \quad p=1,2,3, \ldots \tag{7}
\end{equation*}
$$

When $\hat{e}_{p} \cdot \hat{n}_{p}=-1$, the incident plane cannot be specified uniquely. In this case we choose $\hat{\beta}_{p}=\hat{\beta}_{p-1}$ (note that $\hat{\beta}_{0}=\hat{\beta}^{i}$ ). After $\hat{\beta}_{p}$ is determined, the polarization of the electric field that is parallel to the incident plane can be specified for the outgoing and incoming rays by the unit vectors at each incident point, given by

$$
\begin{align*}
\hat{\alpha}_{p}^{s} & =\hat{e}_{p}^{s} \times \hat{\beta}_{p}, \quad p=1,2,3, \ldots  \tag{8a}\\
\hat{\alpha}_{p} & =\hat{e}_{p} \times \hat{\beta}_{p}, \quad p=1,2,3, \ldots \tag{8b}
\end{align*}
$$

Because the transverse wave condition is assumed for the localized waves in geometric optics, the polarized electric field of the outgoing rays at position $\mathbf{r}$ along the ray path can be expressed by

$$
\begin{equation*}
\mathbf{E}_{p}^{s}(\mathbf{r})=\hat{\alpha}_{p}{ }^{s} E_{p, \alpha}{ }^{s}(\mathbf{r})+\hat{\beta}_{p} E_{p, \beta}^{s}(\mathbf{r}) . \tag{9}
\end{equation*}
$$

Similarly, the polarized electric field associated with the ray propagating along $\hat{e}_{p}$ inside the particle is

$$
\begin{equation*}
\mathbf{E}_{p}(\mathbf{r})=\hat{\alpha}_{p} E_{p, \alpha}(\mathbf{r})+\hat{\beta}_{p} E_{p, \beta}(\mathbf{r}) . \tag{10}
\end{equation*}
$$

Let the amplitude of the initial incident wave be given by

$$
\mathbf{A}=\left[\begin{array}{c}
A_{\alpha}  \tag{11}\\
A_{\beta}
\end{array}\right]=\hat{\alpha}^{i} A_{\alpha}+\hat{\beta}^{i} A_{\beta} .
$$

Then the components of the electric field in Eqs. (9) and (10) can be written as

$$
\begin{align*}
\mathbf{E}_{1}(\mathbf{r})= & {\left[\begin{array}{l}
E_{1,( }(\mathbf{r}) \\
E_{1, \beta}(\mathbf{r})
\end{array}\right]=\mathbf{U}_{1} \mathbf{A} \exp \left[i k\left(\hat{e}_{1} \cdot \mathbf{r}\right)\right], }  \tag{12a}\\
\mathbf{E}_{1}^{s}(\mathbf{r})= & {\left[\begin{array}{l}
E_{1, s}^{s}(\mathbf{r}) \\
E_{1 \beta}(\mathbf{r})
\end{array}\right]=\mathbf{U}_{1}^{s} \mathbf{A} \exp \left\{i k\left[\hat{e}_{1} \cdot \mathbf{r}_{Q_{1}}+\hat{e}_{1}^{s} \cdot\left(\mathbf{r}-\mathbf{r}_{Q_{1}}\right)\right]\right\}, }  \tag{12b}\\
\mathbf{E}_{p}(\mathbf{r})= & {\left[\begin{array}{l}
E_{p, \alpha}(\mathbf{r}) \\
E_{p, \beta}(\mathbf{r})
\end{array}\right]=\mathbf{U}_{p} \mathbf{A} \exp \left\{i k \left[\hat{e}_{1} \cdot \mathbf{r}_{Q_{1}}+N \sum_{j=1}^{P-2} d_{j}\right.\right.} \\
& \left.\left.+N \hat{e}_{p} \cdot\left(\mathbf{r}-\mathbf{r}_{Q_{p-1}}\right)\right]\right\}, p=2,3,4, \ldots, \quad(12 \mathrm{c})  \tag{12c}\\
\mathbf{E}_{p}^{s}(\mathbf{r})= & {\left[\begin{array}{l}
E_{p, s}^{s}(\mathbf{r}) \\
E_{p, \beta}^{s}(\mathbf{r})
\end{array}\right]=\mathbf{U}_{p}^{s} \mathbf{A} \exp \left\{i k \left[\hat{e}_{1} \cdot \mathbf{r}_{Q_{1}}+N \sum_{j=1}^{P-1} d_{j}\right.\right.} \\
& \left.\left.+\hat{e}_{p}^{s} \cdot\left(\mathbf{r}-\mathbf{r}_{Q_{p}}\right)\right]\right\}, p=2,3,4, \ldots, \quad(12 \mathrm{~d}) \tag{12d}
\end{align*}
$$

where position vector $\mathbf{r}$ is along the path of the ray, $N=N_{r}+i N_{i}$ is the adjusted refractive index, ${ }^{5} \mathbf{r}_{Q_{p}}$ is the position vector at incident point $Q_{p}$, and $d_{j}=\mid \mathbf{r}_{Q_{j+1}}$ $-\mathbf{r}_{Q_{i}}$ is the distance between two successive incident points.
In Eq. (12c), the second term in the exponent is equal to zero for $p=2$. Using the Fresnel reflection and refraction coefficients, we obtain

$$
\begin{align*}
\mathbf{U}_{1} & =\Lambda_{1},  \tag{13a}\\
\mathbf{U}_{2} & =\mathbf{T}_{1} \mathbf{U}_{1},  \tag{13b}\\
\mathbf{U}_{p} & =\mathbf{R}_{p-1} \Lambda_{p-1} \mathbf{U}_{p-1}, \quad p=3,4,5, \ldots,  \tag{13c}\\
\mathbf{U}_{1}^{s} & =\mathbf{R}_{1} \mathbf{U}_{1},  \tag{13d}\\
\mathbf{U}_{p}^{s} & =\mathbf{T}_{p} \Lambda_{p} \mathbf{U}_{p}, \quad p=2,3,4, \ldots, \tag{13e}
\end{align*}
$$

where

$$
\begin{array}{ll}
\mathbf{R}_{p}=\left[\begin{array}{cc}
R_{p, \alpha} & 0 \\
0 & R_{p, \beta}
\end{array}\right], & p=1,2,3, \ldots \\
\mathbf{T}_{p}=\left[\begin{array}{cc}
T_{p, \alpha} & 0 \\
0 & T_{p, \beta}
\end{array}\right], & p=1,2,3, \ldots \tag{13g}
\end{array}
$$

in which ( $R_{p, \alpha}, R_{p, \mathrm{\beta}}$ ) and ( $T_{p, \alpha}, T_{p, \mathrm{\beta}}$ ) are the Fresnel reflection and refraction coefficients at point $Q_{p}$ for the two polarization configurations, respectively, and $\Lambda_{p}(p=1,2,3, \ldots)$ are the matrices associated with the coordinate transform, defined in Appendix A. In what follows, all the matrices associated with the projection and the rotation of coordinate systems are defined in Appendix A for simplicity of the presentation.

The surface for the integral in Eq. (4) is arbitrary as long as it encloses the scattering particle. If an ice crystal shape of great complexity is involved, such as bullet rosettes and aggregates, the surface can be defined as a cubic box so that the computation of the equivalent currents can be conducted on a regularly shaped surface. If the surface is selected to be the
particle surface, this surface, after illumination, can be divided into the illuminated and shadowed sides. The surface electric field can be obtained by the raytracing technique as follows:

$$
\mathbf{E}(\mathbf{r})=\left\{\begin{array}{c}
\mathbf{E}_{a}(\mathbf{r})+\mathbf{E}_{b}(\mathbf{r}), \mathbf{r} \in \text { illuminated side }  \tag{14a}\\
\mathbf{E}_{b}(\mathbf{r}), \mathbf{r} \in \text { shadowed side }
\end{array},\right.
$$

where

$$
\begin{align*}
& \mathbf{E}_{a}(\mathbf{r})=\mathbf{E}_{1}(\mathbf{r})+\mathbf{E}_{1}^{s}(\mathbf{r}),  \tag{14b}\\
& \mathbf{E}_{b}(\mathbf{r})=\sum_{\gamma} \sum_{p=2}^{\infty} \mathbf{E}_{p}^{s}(\mathbf{r}) . \tag{14c}
\end{align*}
$$

In Eq. (14c) the summation is made for all incident rays denoted by $\gamma$. Because the total field can be regarded as a linear superposition of the incident field and the induced (or scattered) field, it is clear from Eq. (14a) that the induced field on the shadowed side is $\mathbf{E}_{b}(\mathbf{r})-\mathbf{E}^{i}(\mathbf{r})$, within which the part of $-\mathbf{E}^{i}(\mathbf{r})$ is polarized in the opposite direction but with the same magnitude as the incident wave and will produce a strong forward-scattering peak that corresponds to the diffraction maximum in the conventional geometric-optics method, as pointed out in our previous study ${ }^{5}$. From Eq. (4) the $\mathbf{H}$ field is required to map the near field to the far field. Although only the $\mathbf{E}$ field is given by the ray-tracing scheme, we can obtain the $\mathbf{H}$ field because the transverse electromagnetic wave condition is implied in ray tracing, that is, for a given outgoing ray we have
$\mathbf{H}_{p}^{s}(\mathbf{r})=\hat{e}_{p}^{s} \times \mathbf{E}_{p}^{s}(\mathbf{r}), \quad$ for $\mathbf{r} \in$ outside the particle.
In GOM2, when we applied the ray-tracing technique to obtain the surface field, the area elements from which the externally reflected and transmitted localized waves make a contribution to the surface waves must be properly accounted for. Let the cross section of the incident localized wave be $\Delta \sigma_{0}$. Then for external reflection, the area on the particle surface at which the localized wave makes a contribution is given by

$$
\begin{equation*}
\Delta \tilde{\sigma}_{1}^{s}=-\Delta \sigma_{0}\left(\hat{n}_{1} \cdot \cdot^{i}\right)^{-1} . \tag{16a}
\end{equation*}
$$

For the transmitted rays, the area is given by

$$
\begin{align*}
\Delta \tilde{\sigma}_{p}^{s}= & -\Delta \sigma_{0}\left(n_{1} \cdot \hat{e}_{2}\right)\left[\left(\hat{n}_{1} \cdot \hat{e}^{i}\right)\left(\hat{n}_{p} \cdot \hat{e}_{p}\right)\right]^{-1} \\
& \text { for } p=2,3,4, \ldots . \tag{16b}
\end{align*}
$$

In numerical computations, we find that the radius of the cross section of a ray should be of the order of $k^{-1}$ so that the phase change over the ray cross section is not significant and the phase interference of the localized waves can be properly accounted for by using the phase information at the centers of the rays. In addition, because the phase variation over the ray cross section can be neglected, the numerical results are not sensitive to the shape of the ray cross sections. For this reason we use the
circular cross section for the current ray-tracing studies. After we determined the surface $\mathbf{E}$ and $\mathbf{H}$ fields by ray tracing, the equivalent electromagnetic currents can be defined and subsequently mapped to obtain the far field.

As we pointed out above, the strong forwardscattering peak in GOM2, which corresponds to the Fraunhofer diffraction in GOM1, is inherently produced by the scattered surface wave on the shadowed side of the particle surface. However, this peak is from the mapping of $\mathbf{E}_{a}(r)$ in Eq. (14a) on the illuminated side because the near field involved in the mapping is the total field rather than the scattered field. The scattered energy associated with the mapping of $\mathbf{E}_{a}(\mathbf{r})$ is coherent, and the distribution of this part of the scattered energy oscillates greatly with the scattering angle. In the 3-D case, we find that small errors in solving the phase of the near field for the mapping of $\mathbf{E}_{a}(\mathbf{r})$ can be significantly amplified. To avoid potential errors in numerical computations, we map $\mathbf{E}_{a}(\mathbf{r})$ and $\mathbf{E}_{b}(\mathbf{r})$ in Eq. (14a) separately to the far field. Let us first consider the mapping of $\mathbf{E}_{b}(\mathbf{r})$. Following Eq. (4), we find that the scattered field associated with this part of the energy is

$$
\begin{align*}
\left.\mathbf{E}_{b}^{s}(\mathbf{r})\right|_{k r \rightarrow \infty}= & \frac{\exp (i k r)}{-i k r} \frac{k^{2}}{4 \pi} \hat{r} \times \oiint_{s}\left\{\sum _ { \gamma } \sum _ { p = 2 } ^ { \infty } \left\{\hat{n}_{s, p} \times \mathbf{E}_{p}^{s}\left(\mathbf{r}^{\prime}\right)\right.\right. \\
& \left.-\hat{r} \times\left[\hat{n}_{s, p} \times \mathbf{H}_{p}^{s}\left(\mathbf{r}^{\prime}\right)\right]\right\} \exp \left(-i k \hat{r} \cdot \mathbf{r}^{\prime}\right) \mathrm{d}^{2} r^{\prime}, \tag{17}
\end{align*}
$$

where $\hat{n}_{s, p}$ is a local outward-pointing unit vector on the particle surface at which the outgoing ray emerges. It is evident from Eq. (17) that the scattered far field, $\mathbf{E}_{b}{ }^{s}(\mathbf{r})$, is a transverse wave with respect to the scattering direction, and it can be expressed in terms of the components parallel and perpendicular to the scattering plane determined by incident and scattering directions as follows:

$$
\begin{equation*}
\mathbf{E}_{b}^{s}(\mathbf{r})=\hat{\alpha}^{s} E_{b, \alpha}{ }^{s}(\mathbf{r})+\hat{\beta}^{s} E_{b, \beta}{ }^{s}(\mathbf{r}), \tag{18}
\end{equation*}
$$

where $\hat{\alpha}^{s}$ and $\hat{\beta}^{s}$ are the unit vectors parallel and perpendicular, respectively, to the scattering plane, which satisfy

$$
\begin{equation*}
\hat{r}=\hat{\beta}^{s} \times \hat{\alpha}^{s} . \tag{19}
\end{equation*}
$$

For scattering along the exact forward and backward directions with respect to the incident ray, the scattering plane cannot be determined uniquely. In this case, we select the plane on which the incident polarization configuration is specified as the scattering plane. Next, we define two unit vectors $\hat{\mu}_{p}$ and $\hat{v}_{p}$ on the particle surface locally that satisfy

$$
\begin{equation*}
\hat{\mu}_{p} \times \hat{v}_{p}=\hat{n}_{s, p} . \tag{20}
\end{equation*}
$$

From Eqs. (17)-(20) we obtain the following equation after carrying out some algebraic manipulations:

$$
\begin{align*}
\mathbf{E}_{b}^{s}(\mathbf{r})= & {\left[\begin{array}{l}
E_{b, \alpha}^{s}(\mathbf{r}) \\
E_{b, \beta}^{s}(\mathbf{r})
\end{array}\right]=\frac{\exp (i k r)}{-i k r} \mathbf{S}_{b}^{i} \mathbf{A}, }  \tag{21a}\\
\mathbf{S}_{b}^{i}(\hat{r})= & \frac{k^{2}}{4 \pi} \sum_{\gamma} \sum_{p=2}^{\infty} \Delta \tilde{\sigma}_{p}^{s}\left[\mathbf{J K}_{p} \mathbf{J} \mathbf{Y}_{p}^{s}+\mathbf{K}_{p} \mathbf{J} \mathbf{Y}_{p}^{s} \mathbf{J}\right] \mathbf{U}_{p}^{s} \\
& \times \exp \left[i k\left(\hat{e}^{i} \cdot \mathbf{r}_{Q_{1}}+N \sum_{j=1}^{p-1} \mathrm{~d}_{j}-\hat{r} \cdot \mathbf{r}_{Q_{p}}\right)\right], \tag{21b}
\end{align*}
$$

where $\mathbf{K}_{p}, \mathbf{Y}_{p}{ }^{s}$, and $\mathbf{J}$ are matrices associated with the projection and rotation of coordinate systems defined in Appendix A. The introduction of matrix $\mathbf{Y}_{p}{ }^{s}$ in Eq. (21b) is to economize the numerical computation, because the polarization of outgoing rays can be specified on the particle surface in terms of the four unit vectors, $\hat{\alpha}_{p}{ }^{s}, \hat{\beta}_{p}, \hat{\mu}_{p}$, and $\hat{\nu}_{p}$, rather than in reference to scattering directions. The number of particle faces is smaller than the number of scattering directions at which the scattered field must be solved. Thus, the storage requirement in computation can be largely reduced. In Eq. (21a), $\mathbf{A}$ is the amplitude of the incident field expressed in the incident coordinate system specified by $\hat{\alpha}^{i}$ and $\hat{\beta}^{i}$, denoted in Eq. (11). In Eq. (21b) we have performed summation over the contributions from the individual rays denoted by $\gamma$. This equation requires the mapping of the near field to the far field for each ray.

For simplicity in numerical computations, we rewrite this equation as follows:

$$
\begin{align*}
\mathbf{S}_{b}^{i}(\hat{r})= & \frac{k^{2}}{4 \pi} \sum_{n} \Delta S_{n}\left\{\sum_{\gamma} \sum_{p=2}^{\infty}\left(\Delta \tilde{\sigma}_{p}^{s} / \Delta S_{n}\right)\right. \\
& \times\left[\mathbf{J K} \mathbf{K Y}_{p}^{s}+\mathbf{K}_{p} \mathbf{J} \mathbf{Y}_{p}^{s} \mathbf{J}\right] \mathbf{U}_{p}^{s} \\
& \left.\times \exp \left[i k\left(\hat{e}^{i} \cdot \mathbf{r}_{Q_{1}}+N \sum_{j=1}^{p-1} \mathrm{~d}_{j}-\hat{r} \cdot \mathbf{r}_{Q_{p}}\right)\right]\right\} \tag{21c}
\end{align*}
$$

where $\Delta S_{n}$ is a small area element that is divided on the mapping surface such that it is much smaller than the locally planar face of the mapping surface in which the edge effect of the mapping surface is negligible. In addition, the phase change over the area element is insignificant so that an average phase factor can be used for the mapping of the near field on the area element. Subject to the aforementioned conditions, all rays may be traced to obtain the near field on the mapping surface and then transform the total near field to the far field. In order to obtain the amplitude scattering matrix, we need to transform $\mathbf{A}$ to the scattering plane. After the transformation, we obtain the amplitude scattering matrix, $\mathbf{S}_{b}(\hat{r})$, associated with the mapping of $\mathbf{E}_{b}(\mathbf{r})$ as follows:

$$
\begin{equation*}
\mathbf{S}_{b}(\hat{r})=\mathbf{S}_{b}{ }^{i}(\hat{r}) \Gamma^{i}, \tag{22}
\end{equation*}
$$

where rotational matrix $\Gamma^{i}$ is defined in Appendix A and $\mathbf{S}_{b}{ }^{i}(\hat{r})$ is given in Eq. (21b).

For the mapping involving $\mathbf{E}_{a}(\mathbf{r})$ on the illuminated side of the particle surface, an analytic expression
can be obtained, which not only ensures the numerical accuracy but also reduces the CPU time in comparison with the preceding algorithm in the mapping of $\mathbf{E}_{b}(\mathbf{r})$. Only four planar faces on the particle surface can be illuminated once the orientation of a hexagonal ice crystal is specified. Thus, the index $\gamma$, which denotes different incident rays, can be grouped into four domains: $\tilde{\gamma}_{j}, j=1-4$. For $\gamma \in \tilde{\gamma}_{j}$, the incident rays impinge on face \#j. For a given illuminated face, the field amplitudes are the same for incident rays but their phases differ. Similarly, different externally reflected rays for a given face have the same field amplitudes but with different phases. Thus, instead of carrying out the discrete summation over rays, we can integrate the contribution from the incident wave and external reflection over a planar face. Using the expressions given by Eqs. (12a) and (12b) for the incident and externally reflected waves, respectively, we obtain the scattering matrix from the mapping of $\mathbf{E}_{a}(\mathbf{r})$ as follows:

$$
\begin{equation*}
\mathbf{S}_{a}(\hat{r})=\sum_{j=1}^{4} D_{j} \mathbf{S}_{a, j}(\hat{r}), \tag{23a}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{S}_{a, j}(\hat{r})= & \frac{k^{2}}{4 \pi}\left[\mathbf{J} \mathbf{K}_{1} \mathbf{J}\left(\mathbf{Y}_{1}^{s} \mathbf{U}_{1}^{s}+\mathbf{Y}_{\mathbf{1}} \mathbf{U}_{1}\right)+\mathbf{K}_{1} \mathbf{J}\right. \\
& \left.\times\left(\mathbf{Y}_{1}^{s} \mathbf{J U}_{1}^{s}+\mathbf{Y}_{1} \mathbf{J} \mathbf{U}_{1}\right)\right] \Gamma^{i}, \quad \gamma \in \tilde{\gamma_{j}}, \tag{23b}
\end{align*}
$$

and $D_{j}$ is the integration over face \#j defined by

$$
\begin{equation*}
D_{j}=\int_{\# j=} \int_{\text {face }} \exp \left[i k\left(\hat{e}^{i}-\hat{r}\right) \cdot \mathbf{r}^{\prime}\right] \mathrm{d}^{2} r^{\prime} . \tag{24}
\end{equation*}
$$

Analytical expressions for $D_{j}(j=1-4)$ can be derived. Evidently, Eq. (23b) requires only the incident and scattering geometries and does not involve ray-tracing calculations.

The total scattering matrix from the mapping of the near field to the far field can be written in the form

$$
\mathbf{S}(\hat{r})=\left[\begin{array}{ll}
S_{2} & S_{3}  \tag{25}\\
S_{4} & S_{1}
\end{array}\right]=\mathbf{S}_{a}(\hat{r})+\mathbf{S}_{b}(\hat{r}) .
$$

Using Eq. (25), we can define the corresponding Stokes phase matrix in a straightforward manner. The mean extinction cross section can be obtained by using the forward scattering on the basis of the optical theorem ${ }^{17}$ given by

$$
\begin{equation*}
\bar{\sigma}_{e}=\left(\sigma_{e, /}+\sigma_{e, \perp}\right) / 2=\frac{2 \pi}{k^{2}} \operatorname{Re}\left[S_{1}\left(\hat{e}^{i}\right)+S_{2}\left(\hat{e}^{i}\right)\right], \tag{26}
\end{equation*}
$$

where $\sigma_{e, /}$ and $\sigma_{e, \perp}$ are the extinction cross sections for the two polarized configurations. The mean value $\bar{\sigma}_{e}$ is independent of the specification of the scattering plane, however. The absorption cross section can be expressed in terms of an integral equa-
tion as follows ${ }^{18}$ :

$$
\begin{equation*}
\sigma_{a}=\frac{k \varepsilon_{i}}{\left|\mathbf{E}^{i}\right|^{2}} \iint_{v} \int \mathbf{E}(\mathbf{r}) \cdot \mathbf{E}^{*}(\mathbf{r}) \mathrm{d}^{3} \mathbf{r}, \tag{27}
\end{equation*}
$$

where the asterisk denotes a complex conjugate and the domain of integration is the volume enclosed by the particle surface. In the limit of geometric optics and applying the ray-tracing procedure described above, we can prove that the absorption cross section is given by

$$
\begin{align*}
\bar{\sigma}_{a}= & \frac{1}{2}\left(\sigma_{a, \ell}+\sigma_{a, \perp}\right) \\
= & \frac{1}{2} \sum_{\gamma} \sum_{p=2}^{\infty} \Delta \sigma_{0}\left(\hat{n}_{1} \cdot \hat{e}^{i}\right)^{-1}\left(\hat{n}_{1} \cdot \hat{e}_{2}\right) N_{r} \\
& \times \exp \left(-2 k N_{i} \sum_{j=1}^{p-1} \mathrm{~d}_{j}\right)\left[1-\exp \left(-2 k N_{i} d_{p}\right)\right] \\
& \times\left[\left|U_{p, 11}\right|^{2}+\left|U_{p, 12}\right|^{2}+\left|U_{p, 21}\right|^{2}+\left|U_{p, 22}\right|^{2}\right], \tag{28}
\end{align*}
$$

where terms $U_{p, i j}, i=1-2$, and $j=1-2$, are the elements of matrix $\mathbf{U}_{p}$ defined in Eq. (13).

## 3. Intensity Mapping Algorithm for GOM2

An intensity mapping algorithm has been developed to economize the computational requirement for GOM2. We write the scattered field from the mapping of $\mathbf{E}_{a}(\mathbf{r})$ given in Eq. (14b) in two parts, denoted by $\mathbf{E}_{i}^{s}(\mathbf{r})$ and $\mathbf{E}_{r}^{s}(\mathbf{r})$; the former is associated with the incident localized waves on the illuminated particle surface and the latter is associated with external reflection. We find by means of numerical experiments that the phase denoted in Eq. (21b) for $\mathbf{E}_{b}{ }^{s}(\mathbf{r})$ varies greatly for different transmitted localized waves when size parameters are larger than approximately $20-30$, and that the effects of the phase interference are washed out in the computation of the phase matrix, particularly for randomly oriented ice crystals. However, sensitivity of the phase effect has been noted in computing $\mathbf{E}_{i}^{s}(\mathbf{r})$ because this part of the scattered energy is always coherent regardless of the particle size and produces a strong peak in the forward-scattering direction, corresponding to Fraunhofer diffraction in the conventional method. Coherence is also noted in determining $\mathbf{E}_{r}{ }^{s}(\mathbf{r})$ from each planar face on the particle surface, evidenced from the inclusion of integral $D_{i}$ given by Eq. (24) in the calculation of the far field contributed by external reflection. Except in the research of Cai and Liou, ${ }^{10}$ the phase interference of externally reflected rays has not been considered in all the previous geometricoptics models with which we assume that the phase interference of external reflection is destructive and may be smoothed out when ice crystals are large. For a large particle, because $D_{i}$ decreases significantly when the scattering angle increases, GOM1 will overestimate the contribution of external reflection for the scattered energy at large scattering angles. The phase interference in computing $\mathbf{E}_{r}^{s}(\mathbf{r})$,
however, can be accounted for approximately by considering the ray spreading, which is discussed in Appendix B. Because the scattered energy associated with $\mathbf{E}_{r}^{s}(\mathbf{r})$ accounts for only a few percent of the total scattered energy, the approximate treatment of the phase effect for the external reflection is adequate for numerical calculations when ray spreading is included. Thus, intensity mapping can be carried out for computing the intensity and polarization pattern for the scattered energy associated with both $\mathbf{E}_{r}{ }^{s}(\mathbf{r})$ and $\mathbf{E}_{b}{ }^{s}(\mathbf{r})$.

In what follows, we should first present the equivalent counterpart of Eq. (4), which involves only the electric field and is convenient for conducting the intensity mapping. Based on the vector algorithm, it can be proved that the following relationships hold for two arbitrary vectors $\mathbf{P}$ and $\mathbf{Q}$ and a scalar function $\phi$ :

$$
\begin{align*}
& \iint_{v} \int_{v}(\mathbf{Q} \cdot \nabla \times \nabla \times \mathbf{P}-\mathbf{P} \cdot \nabla \times \nabla \times \mathbf{Q}) \mathrm{d} v \\
& \quad=\iint_{v} \int\left(\mathbf{P} \cdot \nabla^{2} \mathbf{Q}-\mathbf{Q} \cdot \nabla^{2} \mathbf{P}\right) \mathrm{d} v+\oiint_{s} \hat{n}_{s} \cdot(\mathbf{Q} \nabla \cdot \mathbf{P} \\
& \quad-\mathbf{P} \nabla \cdot \mathbf{Q}) \mathrm{d} s,
\end{align*}
$$

$$
\begin{align*}
& \iint_{v} \int_{v}\left(\phi \nabla^{2} \mathbf{P}-\mathbf{P} \nabla^{2} \phi\right) \mathrm{d} v \\
& \quad=\oiint_{s}\left(\phi \frac{\partial \mathbf{P}}{\partial n_{s}}-\mathbf{P} \frac{\partial \phi}{\partial n_{s}}\right) \mathrm{d} s, \tag{30}
\end{align*}
$$

where $S$ is an arbitrary surface that encloses the volume domain $V$. By applying Eqs. (29) and (30) to obtain the mapping equations, we let

$$
\begin{equation*}
\mathbf{P}=\mathbf{a} \cdot \overline{\vec{G}}, \quad \mathbf{Q}=\mathbf{E}, \quad \phi=G, \tag{31}
\end{equation*}
$$

where $\mathbf{a}$ is an arbitrary constant vector, $G$ is the Green's function, and $\overline{\vec{G}}$ is the dyadic Green's function ${ }^{19}$ given by

$$
\begin{equation*}
\overrightarrow{\overrightarrow{\mathbf{G}}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left(\overrightarrow{\overline{\mathbf{I}}}+\frac{1}{k^{2}} \nabla_{r} \nabla_{r}\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}\right), \tag{32}
\end{equation*}
$$

where $\overline{\overline{\mathbf{I}}}$ is a unit dyad. As shown in Fig. 2, volume domain $V$ is selected to be the region outside $S$ and $S_{0}$ but bounded by $S_{\infty}$, where $S_{0}$ encloses the source that generates the incident wave (active source), $S$ encloses the scatterer (passive source), and $S_{\infty}$ denotes a surface infinitely far away. The distance between $S_{0}$ and $S$ must be large enough so that the impact of the scattered field on the source inside $S_{0}$ can be neglected.
Using Eqs. (29)-(31), we obtain the electric field


Fig. 2. Conceptual geometry for the active and passive sources in light scattering by a dielectric particle.
observed inside the region of $V$ as follows:

$$
\begin{align*}
\mathbf{E}(\mathbf{r})= & \frac{1}{k^{2}} \nabla \times \nabla \times\left[\oiint_{S_{\infty}}+\oiint_{S}+\oiint_{S_{0}}\right]\left[\mathbf{E}\left(\mathbf{r}^{\prime}\right) \frac{\partial G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}{\partial n_{s}}\right. \\
& \left.-G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \frac{\partial \mathbf{E}\left(\mathbf{r}^{\prime}\right)}{\partial n_{s}}\right] \mathrm{d}^{2} \mathbf{r}^{\prime}, \quad \mathbf{r} \in V, \tag{33}
\end{align*}
$$

where the integral over $S_{0}$ is associated with the incident or initial wave. There will be no contribution from the integral over $S_{\infty}$ if we apply the following Sommerfeld radiation condition ${ }^{19}$ :

$$
\begin{equation*}
\lim _{r \rightarrow \infty} r[\nabla \times \overline{\overline{\mathbf{G}}}-i k \hat{r} \times \overline{\overrightarrow{\mathbf{G}}}]=0 . \tag{3}
\end{equation*}
$$

It follows that the scattered or induced field caused by the presence of a scatterer is

$$
\begin{align*}
\mathbf{E}^{s}(\mathbf{r})= & \frac{1}{k^{2}} \nabla \times \nabla \times \oiint_{s}\left[\mathbf{E}\left(\mathbf{r}^{\prime}\right) \frac{\partial G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}{\partial n_{s}}\right. \\
& \left.-G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \frac{\partial \mathbf{E}\left(\mathbf{r}^{\prime}\right)}{\partial n_{s}}\right] \mathrm{d}^{2} \mathbf{r}^{\prime}, \quad \mathbf{r} \in V . \tag{35}
\end{align*}
$$

Wolf ${ }^{20}$ derived a similar expression. However, the surface in his expression is the particle surface that is approached from inside and is not proper for the present application. We note that instead of using macroelectrodynamics, one can use molecular optics $^{21}$ to obtain Wolf's expression. For the far-field
region, Eq. (35) reduces to

$$
\begin{align*}
\left.\mathbf{E}^{s}(\mathbf{r})\right|_{k r \rightarrow \infty}= & \frac{\exp (i k r)}{-i k r} \frac{k^{2}}{4 \pi} \hat{r} \times\left\{\hat{r} \times \oiint_{s}\left[\hat{n}_{s} \cdot \hat{r} \mathbf{E}\left(\mathbf{r}^{\prime}\right)\right.\right. \\
& \left.\left.+\frac{1}{i k} \frac{\partial \mathbf{E}\left(\mathbf{r}^{\prime}\right)}{\partial n_{s}}\right] \exp \left(-i k \hat{r} \cdot \mathbf{r}^{\prime}\right) \mathrm{d}^{2} \mathbf{r}^{\prime}\right\} \tag{36}
\end{align*}
$$

In deriving Eq. (36) from Eq. (35), we used the following relationship:

$$
\begin{equation*}
\nabla_{r} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=-\nabla_{r^{\prime}} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \tag{37}
\end{equation*}
$$

Equation (36) is equivalent to Eq. (4), but it does not contain the $\mathbf{H}$ field and is also simpler for numerical computations.

To solve for the second term in the integrand, consider the following relationship for a localized wave that propagates along the direction specified by unit vector $\hat{e}_{p}{ }^{s}$ in the form

$$
\begin{equation*}
\frac{1}{i k} \frac{\partial \mathbf{E}_{p}^{s}\left(\mathbf{r}^{\prime}\right)}{\partial n_{s}}=\left(\hat{e}_{p}^{s} \cdot \hat{n}_{s}\right) \mathbf{E}_{p}^{s}\left(\mathbf{r}^{\prime}\right) \tag{38}
\end{equation*}
$$

By using Eqs. (36) and (38), the amplitude scattering matrix $\mathbf{S}^{i}$, associated with $\mathbf{E}_{i}^{s}(\mathbf{r})$, can be written in the form

$$
\begin{equation*}
\mathbf{S}^{i}(\hat{r})=\sum_{j=1}^{4} D_{j} \tilde{\mathbf{S}}_{j}^{i}(\hat{r}), \tag{39}
\end{equation*}
$$

where $D_{j}(j=1-4)$ are the same as in Eq. (39) and $\tilde{\mathbf{S}}_{j}^{i}$ are given by

$$
\begin{equation*}
\tilde{\mathbf{S}}_{j}^{i}(\hat{r})=-\frac{k^{2}}{4 \pi}\left(\hat{n}_{s, 1} \cdot \hat{r}+\hat{n}_{s, 1} \cdot \hat{e}_{1}\right) \Pi_{1} \mathbf{U}_{1} \Gamma^{i}, \quad \gamma \in \tilde{\gamma}_{j} \tag{40}
\end{equation*}
$$

where $\Pi_{1}$ is defined in Appendix A. With the scattering matrix defined by Eq. (39), the phase matrix, $P^{i}$, associated with $\mathbf{S}^{i}(\hat{r})$ can be defined and computed. The scattering cross section contributed from this part of the scattered energy can be obtained by performing the following integration:

$$
\begin{align*}
\sigma_{s}^{i}= & \frac{1}{2 k^{2}} \int_{0}^{2 \pi} \int_{0}^{\pi}\left[\left|S_{1}^{i}\right|^{2}+\left|S_{2}^{i}\right|^{2}+\left|S_{3}^{i}\right|^{2}\right. \\
& \left.+\left|S_{4}^{i}\right|^{2}\right] \sin \theta \mathrm{d} \theta \mathrm{~d} \varphi \tag{41}
\end{align*}
$$

where $\theta$ and $\varphi$ are the zenith and azimuthal angles, respectively.

For the mapping of externally reflected and transmitted rays, the phase interference can be accounted for approximately by considering the ray spreading when the characteristic size parameters are larger than approximately $20-30$. Thus, we map the nearfield intensity to obtain the far-field intensity for the externally reflected and transmitted rays with the inclusion of ray spreading. Based on numerical experimentation, the interference among the three parts of scattered energy $\mathbf{E}_{i}^{s}, \mathbf{E}_{r}^{s}$, and $\mathbf{E}_{b}{ }^{s}$ can be neglected when the characteristic size parameters are larger than approximately $20-30$. Thus, we use


Fig. 3. (a) Large sphere on which the near field is mapped to the far field by the intensity mapping algorithm. The ice particle is located at the center. A number of unit vectors are also defined. (b) Phase delay of a ray inside an ice crystal.
a large sphere centered on the particle for mapping the external reflection and transmitted rays, as shown in Fig. 3(a). The sphere is so large that the scatterer can be regarded as a geometric point. On the sphere, the observed outgoing rays propagate along the direction normal to the sphere, namely, $\hat{e}_{p}{ }^{s}$ $=\hat{n}_{s, p}$. Moreover, the phase of the rays on the sphere can be proved to be $k\left(\rho+\delta_{p}\right)$, where $\rho$ is the radius of the sphere, and $\delta_{p}$ is the phase delay of the ray with respect to a reference ray that passes through the center of the particle given by

$$
\begin{equation*}
\delta_{p}=N \sum_{j=1}^{p-1} \mathrm{~d}_{j}-\left(\tilde{d}_{1}+\tilde{d}_{2}\right) \tag{42}
\end{equation*}
$$

where $\tilde{d}_{1}$ and $\tilde{d}_{2}$ are defined in Fig. 3(b). Using the notations defined in the preceding discussion, we can write the electric field associated with the outgoing
ray on the sphere as follows:
$\mathbf{E}_{p}^{s}=\left[\begin{array}{l}E_{p, \eta^{s}}^{s} \\ E_{p, \xi}^{s}\end{array}\right]=\hat{\eta}_{p} E_{p, \eta}^{s}+\hat{\xi}_{p} E_{p, \xi^{s}}^{s}=\tilde{\mathbf{Y}}_{p}^{s} \mathbf{U}_{p}^{s} \mathbf{A} \exp \left[i k\left(\rho+\delta_{p}\right)\right]$,
where $\tilde{\mathbf{Y}}_{p}{ }^{s}$ is a rotational matrix defined in Appendix A, $\mathbf{U}_{p} s$ is defined in Eqs. (13d) and (13e), and $\mathbf{A}$ is given in Eq. (11), which can be written as follows:

$$
\mathbf{A}=\left[\begin{array}{l}
A_{\alpha}  \tag{44a}\\
A_{\beta}
\end{array}\right]=\tilde{\Gamma}_{p}^{i} \Gamma_{p}^{s} \mathbf{A}^{s},
$$

where $\tilde{\Gamma}_{p}{ }^{i}$ and $\Gamma_{p}{ }^{s}$ are the transformation matrices defined in Appendix A and $\mathbf{A}^{s}$ is the amplitude of the decomposed incident field with respect to the scattering plane determined by $\hat{e}^{i}$ and $\hat{r}$ in the form

$$
\mathbf{A}^{s}=\left[\begin{array}{l}
A_{\alpha}^{s}  \tag{44b}\\
A_{\beta}^{s}
\end{array}\right]=\left(\hat{e}^{i} \times \hat{\beta}^{s}\right) A_{\alpha}^{s}+\hat{\beta}^{s} A_{\beta}^{s} .
$$

Substituting Eq. (43) into the basic far-field equation, we obtain the contribution of each individual outgoing ray to the far field as follows:

$$
\begin{equation*}
\mathbf{E}_{p}^{\left.s\right|_{k r \rightarrow \infty}}=\frac{\exp (i k r)}{-i k r} \mathbf{S}_{p}^{s} \mathbf{A}^{s} \tag{45a}
\end{equation*}
$$

where the superscript $s$ denotes that the scattered (externally reflected or transmitted) ray and the amplitude scattering matrix are

$$
\begin{equation*}
\mathbf{S}_{p}^{s}=\frac{k^{2}}{4 \pi} q \exp (i k \zeta)\left(1+\hat{r} \cdot \hat{e}_{p}^{s}\right) \tilde{\mathbf{K}}_{p} \tilde{\mathbf{S}}_{p}^{s} \Gamma_{p}^{s} \tag{45b}
\end{equation*}
$$

where

$$
\begin{align*}
\zeta & =\rho\left(1-\hat{r} \cdot \hat{e}_{p}^{s}\right)+\delta_{p},  \tag{45c}\\
q & =\iint_{\text {ray cross section }} \exp \left(-i k \hat{r} \cdot \mathbf{r}^{\prime}\right) \mathrm{d}^{2} r^{\prime} \\
& =\Delta \sigma_{p}^{s} \frac{2 J_{1}\left\{k\left(\Delta \sigma_{p}^{s} / \pi\right)^{1 / 2} \sin \left[\cos ^{-1}\left(\hat{e}_{p}^{s} \cdot \hat{r}\right)\right]\right\}}{k\left(\Delta \sigma_{p}^{s} / \pi\right)^{1 / 2} \sin \left[\cos ^{-1}\left(\hat{e}_{\mathrm{p}}^{\mathrm{s}} \cdot \hat{r}\right)\right]}, \tag{45d}
\end{align*}
$$

$\Delta \sigma_{p}{ }^{s}$ is the area of the cross section for the $p$ th order outgoing ray, $J_{1}$ is the first-order Bessel function, and

$$
\begin{equation*}
\tilde{\mathbf{S}}_{p}^{s}=\tilde{\mathbf{Y}}_{p}^{s} \mathbf{U}_{p}^{s} \tilde{\Gamma}_{p}^{i} \tag{45e}
\end{equation*}
$$

is the amplitude scattering matrix computed from the conventional GOM1 method. In this manner the amplitude scattering matrix for GOM2 is related to that for GOM1. Consequently, we can improve the phase matrix results computed by GOM1. For the computational purpose and in consideration of the spherical geometry depicted in Fig. 3(a), we rewrite Eq. (45b) in the form

$$
\begin{equation*}
\mathbf{S}_{p}^{s}=-\frac{k^{2}}{4 \pi} \exp \left(i k \zeta\left[\mathbf{f} \cdot \tilde{\mathbf{S}}_{p}^{s}+\mathbf{g} \cdot \tilde{\mathbf{S}}_{p}^{s} \mathbf{J}\right]\right. \tag{46a}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{f} & =h \cos \varphi_{t} \Xi, \quad \mathbf{g}=h \sin \varphi_{t} \Xi,  \tag{46b}\\
h & =\Delta \sigma_{p}^{s}(1+\cos \Theta) J_{1}(\chi) / \chi,
\end{align*}
$$

$$
\begin{equation*}
\cos \Theta=\cos \theta \cos \theta_{t}+\sin \theta \sin \theta_{t} \cos \varphi_{t} \tag{46c}
\end{equation*}
$$

$$
\begin{equation*}
\chi=k\left(\Delta \sigma_{p}^{s} / \pi\right)^{1 / 2} \sin \Theta . \tag{46d}
\end{equation*}
$$

In Eq. (46b), $\Xi$ is the directional cosine matrix defined in Appendix A. For ice crystals randomly oriented in 3-D space, the Stokes phase matrix is given by

$$
\mathbf{P}=\left[\begin{array}{cccc}
P_{11} & P_{12} & 0 & 0  \tag{47}\\
P_{12} & P_{22} & 0 & 0 \\
0 & 0 & P_{33} & -P_{43} \\
0 & 0 & P_{43} & P_{44}
\end{array}\right] .
$$

The phase matrix associated with the amplitude scattering matrix given in Eq. (45b) can then be written as

$$
\begin{equation*}
\mathbf{P}^{s}=\left(1-f_{\delta}\right) \pi \tilde{\mathbf{P}}^{s}+4 \pi f_{\delta} \mathbf{P}^{\delta}, \tag{48}
\end{equation*}
$$

where $f_{\delta}$ is the ratio of the delta-transmitted energy ${ }^{11}$ to the externally reflected and transmitted energy. In Eq. (48) the first term is the component of the phase matrix produced by the outgoing transmitted and externally reflected rays in which the spreading effect is accounted for, whereas the second term is the component of the phase matrix associated with the delta transmission in which $P_{43}{ }^{\delta}=0$. Note that the normalized phase matrix computed from the conventional geometric-optics method for the scattered energy of external reflection and transmission can be written as follows:

$$
\begin{equation*}
\mathbf{P}^{c}\left(\theta_{t}\right)=\left(1-f_{\delta}\right) \tilde{\mathbf{P}}^{c}\left(\theta_{t}\right)+2 f_{\delta} \mathbf{I} \delta\left(1-\cos \theta_{t}\right), \tag{49}
\end{equation*}
$$

where $\delta$ is the Dirac delta function and $\mathbf{I}$ is a 4 by 4 unit matrix. From Eqs. (45) and the definition of the Stokes phase matrix, the six independent elements in $\tilde{\mathbf{P}}^{s}$ and $\mathbf{P}^{\delta}$ can be derived explicitly in terms of phase matrix $\mathbf{P}^{c}$. For example, the phase function components are given by

$$
\begin{aligned}
\tilde{P}_{11}^{s}(\theta)= & 2 \int_{0}^{\pi}\left\{\left[F_{11}\left(\theta, \theta_{t}\right)+G_{11}\left(\theta, \theta_{t}\right)\right] \tilde{\mathbf{P}}_{11}^{c}\left(\theta_{t}\right)\right. \\
& \left.+\left[F_{12}\left(\theta, \theta_{t}\right)+G_{12}\left(\theta, \theta_{t}\right)\right] \tilde{\mathbf{P}}_{12}{ }^{c}\left(\theta_{t}\right)\right\} \sin \theta_{t} \mathrm{~d} \theta_{t}
\end{aligned}
$$

$$
\begin{equation*}
P_{11}{ }^{\delta}(\theta)=F_{11}(\theta, 0)+G_{11}(\theta, 0) . \tag{50a}
\end{equation*}
$$

Terms $F_{11}, F_{12}, G_{11}$, and $G_{12}$ are given by

$$
\begin{align*}
& X_{11}=c\left(\left\langle x_{1}{ }^{2}\right\rangle+\left\langle x_{2}{ }^{2}\right\rangle+\left\langle x_{3}{ }^{2}\right\rangle+\left\langle x_{4}{ }^{2}\right\rangle\right) / 2,  \tag{51a}\\
& X_{12}=c\left(\left\langle x_{2}{ }^{2}\right\rangle-\left\langle x_{3}{ }^{2}\right\rangle+\left\langle x_{4}{ }^{2}\right\rangle-\left\langle x_{1}{ }^{2}\right\rangle\right) / 2, \tag{51b}
\end{align*}
$$

where $X$ stands for $F$ and $G$, and $x$ stands for $f$ and $g$ in which $f_{i}$ and $g_{i}$ are the elements of the matrices defined by Eq. (46b) and $c$ is a normalization factor
related to the energy conservation before and after spreading is considered. The fences denote the average over $\varphi_{t}$. For example,

$$
\begin{equation*}
\left\langle x_{1}^{2}\right\rangle=\frac{1}{2 \pi} \int_{0}^{2 \pi} x_{1}^{2}\left(\theta, \theta_{t}, \varphi_{t}\right) \mathrm{d} \varphi_{t} . \tag{52}
\end{equation*}
$$

It is clear that the mapped phase matrix can be obtained by carrying out a convolution integral involving the phase matrix determined from GOM1. Because $F_{i j}\left(\theta, \theta_{t}\right)$ and $G_{i j}\left(\theta, \theta_{t}\right)(i j=11,12)$ are independent of the ray-tracing procedure, the algorithm is much more efficient than the field-mapping method developed in Section 2. To understand the physical meaning of $F_{i j}\left(\theta, \theta_{t}\right)$ and $G_{i j}\left(\theta, \theta_{t}\right)$, we use Eqs. (48), (49) and (50) to rewrite the phase function as follows:

$$
\begin{align*}
P_{11}^{s}(\theta)= & 2 \pi \int_{0}^{\pi}\left\{\left[F_{11}\left(\theta, \theta_{t}\right)+G_{11}\left(\theta, \theta_{t}\right)\right] P_{11}{ }^{c}\left(\theta_{t}\right)\right. \\
& \left.+\left[F_{12}\left(\theta, \theta_{t}\right)+G_{12}\left(\theta, \theta_{t}\right)\right] P_{12}{ }^{c}\left(\theta_{t}\right)\right) \sin \theta_{t} \mathrm{~d} \theta_{t} . \tag{53}
\end{align*}
$$

In the integrand, the first term denotes the scattered energy in direction $\theta_{t}$ obtained by GOM1 that is spread to direction $\theta$. The second term is due to the polarization configuration when the spreading is included. Thus, $\left[F_{11}\left(\theta, \theta_{t}\right)+G_{11}\left(\theta, \theta_{t}\right)\right]$ actually determines the angular distribution of the spreading, whereas the polarization effect of the spreading is provided by $\left[F_{12}\left(\theta, \theta_{t}\right)+G_{12}\left(\theta, \theta_{t}\right)\right]$. It should be noted that the discontinuous scattered energy caused by the delta transmission in GOM1 ${ }^{11}$ no longer exists when the ray-spreading effect is accounted for.

Because the phase interference of outgoing rays can be neglected, the scattering cross section, $\sigma_{s}{ }^{s}$, which is associated with the transmitted and externally reflected energies, can be obtained from the conventional ray-tracing algorithm by summing the energies carried by individual outgoing rays. Thus, the normalized total phase matrix is given by

$$
\begin{equation*}
\mathbf{P}=\frac{\sigma_{s}^{i}}{\sigma_{s}^{i}+\sigma_{s}^{s}} \mathbf{P}^{i}+\frac{\sigma_{s}^{s}}{\sigma_{s}^{i}+\sigma_{s}^{s}} \mathbf{P}^{s}, \tag{54}
\end{equation*}
$$

where $\mathbf{P}^{i}$ is the phase matrix we computed by using scattering matrix $\mathbf{S}^{i}$ as given by Eq. (39), whereas $\mathbf{P}^{s}$ is given by Eq. (48).

## 4. Numerical Results and Discussions

The applicability and accuracy of the geometricoptics method have been investigated by Liou and Hansen ${ }^{22}$ for spheres, by Takano and Tanaka ${ }^{23}$ for infinite cylinders, and more recently by Macke et al. ${ }^{24}$ and Lock ${ }^{25}$ for spheroids. The exact solutions are available for these shapes having smooth surfaces. However, verification of the ray optics method for nonspherical particles with sharp discontinuities on the surface such as hexagons has not been carried out. In what follows, the applicability of the ray optics method is investigated by comparisons with the FDTD method for light scattering by solid and
hollow columns, plates, and bullet rosettes, which commonly occur in cirrus clouds. The FDTD method has been applied to light scattering by hexagonal particles in the 2-D case in our previous study, ${ }^{5}$ and it was recently extended to the 3 -D case. ${ }^{6}$ It should be pointed out that two hexagonal ice crystals with different sizes and aspect ratios but having the same equivalent-sphere radius can produce substantial differences in the scattering configurations. The approximation we made by using the equivalent-volume sphere is better than that made when we used the equivalent-surface sphere for small particles, but the reverse is true for large particles. This is because the surface wave associated with diffraction is most significant when the particle is large, whereas for a small particle the dipole moment that is proportional to the particle volume dominates the scattered field. For the reasons stated above, defining the size parameter in terms of the radius of an equivalent sphere for nonspherical ice crystals is not physically appropriate.

Figure 4 shows the extinction efficiency values computed by GOM1, GOM2, and the FDTD method for a randomly oriented hexagonal ice column $(L / a=6)$ at $\lambda=0.55$ and $3.7 \mu \mathrm{~m}$, where $L$ is the length and $a$ is the semiwidth of an ice crystal. Also shown is the single-scattering albedo at $\lambda=3.7 \mu \mathrm{~m}$. The computation with the FDTD method is applicable to size parameters (along the maximum dimension) smaller than $\sim 30$ because of the numerical limitation and computer time requirement. The extinction efficiency computed by GOM1 is independent of the particle size and is equal to 2 ; this is a result of the assumption that the extinction energies associated with diffraction and Fresnel rays are the same as those intercepted by the particle cross section projected along the incident direction. The extinction efficiency computed by GOM2 displays oscillating patterns as a function of size parameter. GOM1 and GOM2 converge for very large size parameters at which the vector property of electromagnetic fields associated with the light beam and the phase interference between the outgoing rays become less important. It is evident that when $k L=20$, the GOM2 and FDTD method results converge for both wavelengths. Thus, in computing the extinction efficiency, GOM2 can be applied with acceptable accuracy when the size parameter is larger than approximately 20 . For $\lambda=3.7 \mu \mathrm{~m}$, at which the absorption of ice is noticeable, the GOM1 and GOM2 methods converge for size parameters larger than approximately $k L=200$ (or $k a=33$ ). Absorption of the refracted rays inside the ice crystal greatly reduces the difference between GOM1 and GOM2.

In GOM2, two parts of the near-field electromagnetic field are mapped to the far field separately in the 3-D case, leading to scattering matrices $S_{a}(\hat{r})$ and $S_{b}(\hat{r})$. The computation of $S_{a}(\hat{r})$ is efficient in practice because analytic expressions can be derived. However, the tedious ray-tracing calculations are required to solve $S_{b}(\hat{r})$. The typical computer time required by GOM2 in the computation of the phase


Fig. 4. Extinction efficiency computed by GOM1 and GOM2 at $\lambda=0.55$ and $3.7 \mu \mathrm{~m}$. The refractive indices of ice at these wavelengths are $m=1.311+i 3.11 \times 10^{-9}$ and $m=1.4005+i 7.1967 \times 10^{-3}$. Also shown are the single-scattering albedos computed by GOM1 and GOM2 at $\lambda=3.7 \mu \mathrm{~m}$. The exact FDTD results for size parameters less than 30 are also presented.
matrix for size parameter $k a=20$ with $L / a=1$ is $\sim 4$ h on a Silicon Graphics Indigo 2 workstation. As we stated in the preceding discussion, the radius of the cross section of the rays in GOM2 should be of the order of $k^{-1}$ so that the required computer time is proportional to $(k a)^{2}$ if the aspect ratio is fixed. We find that the field-mapping algorithm of GOM2 presented in Section 2 is not a practical method for computing the phase matrix for ice crystals with size parameters larger than approximately $40-50$, although it can be effectively used to calculate the extinction and absorption cross sections by employing the Monte Carlo method in terms of the random shooting technique for incident rays.
To economize the computational requirement of GOM2, in Section 3 we developed an intensity mapping algorithm for ice crystals with size parameters larger than approximately $20-30$ for the calculation of the phase matrix. To verify the feasibility of the intensity mapping algorithm, we compare the phase functions computed by the field-mapping and intensity mapping algorithms for randomly oriented ice crystals with $L / a=1$ for three size parameters at two wavelengths, as illustrated in Fig. 5. Close agreement between the two methods is shown. The variation in the phase function computed by the intensity mapping algorithm is smoother, particularly in the scattering angle region between 15 and $80^{\circ}$, because this algorithm does not consider the phase interference between various transmitted rays and between the dif-
fracted and externally reflected rays. The agreement between the two methods appears to be better for larger size parameters. Absorption does not play a significant role in the comparison. Similar results are obtained for other phase matrix elements. Significant differences of the two methods for size parameters smaller than $\sim 20$ are noted, although the results are not presented here. From a number of numerical experimentations, we estimate that the intensity mapping algorithm can be reliably applied to ice crystals whose minimum characteristic size parameters are larger than $\sim 20$. The intensity mapping algorithm is a computationally efficient approximation, and its required computer time is independent of the particle size parameter associated with Fresnel rays that are used in the conventional geometric ray-tracing method.

With the intensity-mapping algorithm, it becomes practical in numerical computations to map the near field on the particle surface to the far field for large size parameters. Figure 6 shows the phase function and the degree of linear polarization computed by the conventional (GOM1) and improved (GOM2) geometric-optics methods at the $0.55-$ and $3.7-\mu \mathrm{m}$ wavelengths for a size parameter of 200 . At this size parameter, the two methods essentially converge. A better agreement is noted for the phase function at $\lambda=3.7 \mu \mathrm{~m}$ because of absorption of the refracted rays inside the particle. In the scattering angle region from 10 to $20^{\circ}$, the


Fig. 5. Phase functions computed by the intensity and field mapping algorithms for randomly oriented plate crystals for three size parameters at two wavelengths. The vertical scale is applied to $k a=20$; for $k a=40$ and 60 , this scale should be decreased by $10^{2}$ and $10^{3}$, respectively.


Fig. 6. Comparison of the phase function and degree of linear polarization computed by GOM1 and GOM2 for the size parameter of 200 at the $0.55-\mu \mathrm{m}$ and $3.7-\mu \mathrm{m}$ wavelengths.


Fig. 7. (a) Geometry for an outgoing ray in 2-D space. (b) Angular distribution of the far-field intensity produced by the ray for different size parameters and scattering angles.
phase function computed by GOM2 at $\lambda=0.55 \mu \mathrm{~m}$ reveals some small fluctuations related to the sidescattering lobes caused by the spreading effect illustrated in Fig. 7. Backscattering computed by GOM2 at the $0.55-\mu \mathrm{m}$ wavelength is slightly smaller than that computed by GOM1. Slight deviations of the polarization pattern are also noted in some scattering angle regions. Note that the distributions of the scattered energy and polarization for the scattering angles larger than $60^{\circ}$ are independent of particle size in GOM1.

We studied the variation in phase function and the degree of linear polarization as functions of size parameter by using GOM2 for three size parameters increased by a factor of 3 successively, as shown in Fig. 8. The phase function at the $0.55-\mu \mathrm{m}$ wavelength for $k a=20$ shows ripple structures instead of halo peaks in the $10-80^{\circ}$ scattering angle region. These ripple structures are produced from diffraction and phase interference. For $k a=60$, a single halo peak at $22^{\circ}$ can be seen. When $k a=180$, the characteristic scattering features predicted by GOM2 are essentially the same as those computed by GOM1, except in the region of $5-20^{\circ}$, where small fluctuations occur. For these three size parameters, variations in the phase function at $\lambda=0.55 \mu \mathrm{~m}$ are mainly in the forward directions, the region near the $22^{\circ}$ halo angle, and in the backscattering directions. In contrast, for $\lambda=3.7 \mu \mathrm{~m}$, the phase function varies greatly for different size parameters


Fig. 8. Phase functions and degrees of linear polarization for three size parameters and two wavelengths computed by GOM2.


Fig. 9. Remaining nonzero elements of the phase matrix associated with the results presented in Fig. 8.
because absorption of the transmitted rays increases with the ray path length inside the ice crystals. For the degree of linear polarization, the results fluctuate greatly for small size parameters associated with the significant phase interferences. The polarization configuration of the scattered field is more sensitive to the phase interferences than the scattered intensity.

Figure 9 shows the remaining nonzero phase matrix elements at the $0.55-\mu \mathrm{m}$ wavelength. For $P_{22} /$ $P_{11}$, differences are small for the three size parameters. For $-P_{43} / P_{11}$, the fluctuation decreases for an increasing size parameter because the phase interference effect is largely averaged out. For $P_{33} / P_{11}$ and $P_{44} / P_{11}$, we find that differences for the three size parameters are mainly in the scattering angle region of $120-180^{\circ}$. The results for the absorbing wavelength ( $\lambda=3.7 \mu \mathrm{~m}$ ) not shown here vary greatly with size parameters, similar to the linear polarization pattern. In summary, the polarization configuration of light scattering by ice crystals is more sensitive to the size parameter at the absorbing wavelength than at the visible wavelength.

Comparisons of the phase functions computed by GOM2 with those by the exact FDTD method that we developed ${ }^{5}$ are presented in Fig. 10 for $k L=20$ with two aspect ratios: $(L / a=6)$ and $(L / a=2)$. For the former, the ice crystal cross section is too small, so the localization principle for the computation of surface fields may not be applicable. Large deviations are noted, particularly when the scattering angle is larger than $70^{\circ}$, where the contribution from higherorder terms in the multipole expansion of the scattered field is significant. For the latter, because the
ice crystal cross section is increased by a factor of 3 , the accuracy of GOM2 is greatly improved and the computed major features mimic those produced by the FDTD method. In terms of the extinction cross section illustrated in Fig. 4, the GOM2 values approach the FDTD results when $k L \rightarrow 20$, revealing that GOM2 is an excellent method for the calculation of light scattering by ice crystals with size parameters larger than approximately 20, above which the FDTD method becomes extremely expensive computationally with inherent numerical limitations. Also shown in Fig. 10 are the phase functions computed by GOM2 and FDTD for hollow columns and bullet rosettes. The depth of the hollow pyramid is indicated by $d$; the cross angle for the bullets is $90^{\circ}$, the tip length of a bullet is $t$; and other parameters defining the geometry of the ice crystals are given in the diagrams. The scattering patterns for solid and hollow column crystals are similar, except in the backscattering directions. In particular, a pronounced scattering maximum is shown at the scattering angle of $\sim 155^{\circ}$ in both cases. However, this feature does not appear in the case of bullet rosettes.

## 5. Conclusions

Motivated by quantifying the scattering and absorption characteristics of small ice crystals, for which the conventional geometric ray-tracing technique breaks down, we have extended our geometric-optics-integral-equation hybrid method for the 2-D case to the computation of the complete Stokes phase matrix, extinction efficiency, and single-scattering albedo for ice crystals in 3-D space. In the improved method we used the geometric ray-tracing procedure to solve


Fig. 10. Comparison of the phase functions computed by GOM2 and the FDTD method at the $0.55-\mu \mathrm{m}$ wavelength for solid and hollow columns, plates, and bullet rosettes.
the near field on the particle surface, which was then transformed to the far field on the basis of the electromagnetic equivalence theorem. To economize the computational effort, we developed an efficient intensity mapping algorithm in which the conventional geometric ray-tracing program for reflection and refraction can be employed in the calculations directly.

We find that the phase interference and the vector property of various localized waves must be taken into account for size parameters less than $\sim 20$ and 30. For size parameters larger than $\sim 30$ but smaller than $\sim 200$, the phase interference between various transmitted and externally reflected rays can be neglected. However, the spreading of the rays caused by their finite cross sections must be accounted for.

We show that the present geometric-optics-integral-equation hybrid method is applicable to the
computation of extinction and scattering cross sections when the size parameter along the minimum dimension is larger than $\sim 6$. With verification from the FDTD results, we find that it can also be applied to compute reliably the phase functions if the size parameter is larger than $\sim 20$. We demonstrate that the present model converges to the conventional raytracing method for large size parameters and produces single-scattering results close to the FDTD results for small size parameters. It is concluded that the present method can bridge the gap of the applicable regions of size parameters associated with the conventional ray-tracing and accurate numerical methods.

## Appendix A

The matrices associated with the geometric transformation and the rotation of coordinate systems pre-
sented in the text are defined as follows:

$$
\begin{align*}
& \Lambda_{p}=\left\{\begin{array}{cc}
{\left[\begin{array}{cc}
\hat{\beta}_{1} \cdot \hat{\beta}^{i} & -\hat{\beta}_{\beta} \cdot \hat{\alpha}^{i} \\
\hat{\beta}_{1} \cdot \hat{\alpha}^{i} & \hat{\beta}_{1} \cdot \hat{\beta}^{i}
\end{array}\right]} & \text { for } p=1 \\
{\left[\begin{array}{ll}
\hat{\beta}_{p} \cdot \hat{\beta}_{p-1} & -\hat{\beta}_{p} \cdot \hat{\alpha}_{p-1} \\
\hat{\beta}_{p} \cdot \hat{\alpha}_{p-1} & \hat{\beta}_{p} \cdot \hat{\beta}_{p-1}
\end{array}\right]} & \text { for } p \geq 2
\end{array},\right.  \tag{A1}\\
& \mathbf{K}_{p}=\left[\begin{array}{ll}
\hat{\alpha}^{s} \cdot \hat{v}_{p} & \hat{\alpha}^{s} \cdot \hat{\mu}_{p} \\
\hat{\beta}^{s} \cdot \hat{v}_{p} & \hat{\beta}^{s} \cdot \hat{\mu}_{p}
\end{array}\right], \quad \tilde{\mathbf{K}}_{p}=\left[\begin{array}{ll}
\hat{\alpha}^{s} \cdot \hat{\eta}_{p} & \hat{\alpha}^{s} \cdot \hat{\xi}_{p} \\
\hat{\beta}^{s} \cdot \hat{\eta}_{p} & \hat{\beta}^{s} \cdot \hat{\xi}_{p}
\end{array}\right] . \\
& \mathbf{Y}_{p}^{s}=\left[\begin{array}{ll}
\hat{v}_{p} \cdot \hat{\alpha}_{p}^{s} & \hat{v}_{p} \cdot \hat{\beta}_{p} \\
\hat{\mu}_{p} \cdot \hat{\alpha}_{p}^{s} & \hat{\mu}_{p} \cdot \hat{\beta}_{p}
\end{array}\right], \quad \tilde{\mathbf{Y}}_{p}^{s}=\left[\begin{array}{ll}
\hat{\eta}_{p} \cdot \hat{\alpha}_{p}^{s} & \hat{\eta}_{p} \cdot \hat{\beta}_{p} \\
\hat{\xi}_{p} \cdot \hat{\alpha}_{p}^{s} & \hat{\xi}_{p} \cdot \hat{\beta}_{p}
\end{array}\right] .  \tag{A2}\\
& \mathbf{Y}_{1}=\left[\begin{array}{ll}
\hat{\nu}_{1} \cdot \hat{\alpha}_{1} & \hat{\nu}_{1} \cdot \hat{\beta}_{1} \\
\hat{\mu}_{1} \cdot \hat{\alpha}_{1} & \hat{\mu}_{1} \cdot \hat{\beta}_{1}
\end{array}\right], \quad \boldsymbol{J}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] .  \tag{A3}\\
& \Pi_{1}=\left[\begin{array}{ll}
\hat{\alpha}^{s} \cdot \hat{\alpha}_{1} & \hat{\alpha}^{s} \cdot \hat{\beta}_{1} \\
\hat{\beta}^{s} \cdot \hat{\alpha}_{1} & \hat{\beta}^{s} \cdot \hat{\beta}_{1}
\end{array}\right], \quad \Pi_{2}^{s}=\left[\begin{array}{ll}
\hat{\alpha}^{s} \cdot \hat{\alpha}_{2}{ }^{s} & \hat{\alpha}^{s} \cdot \hat{\beta}_{2} \\
\hat{\beta}^{s} \cdot \hat{\alpha}_{2}^{s} & \hat{\beta}^{s} \cdot \hat{\beta}_{2}
\end{array}\right]  \tag{A4}\\
& \Gamma^{i}=\left[\begin{array}{cc}
\hat{\beta}^{s} \cdot \hat{\beta}^{i} & \hat{\beta}^{s} \cdot \hat{\alpha}^{i} \\
-\hat{\beta}^{s} \cdot \hat{\alpha}^{i} & \hat{\beta}^{s} \cdot \hat{\beta}^{i}
\end{array}\right], \quad \tilde{\Gamma}_{p}^{i}=\left[\begin{array}{cc}
\hat{\xi}_{p} \cdot \hat{\beta}^{i} & \hat{\xi}_{p} \cdot \hat{\alpha}^{i} \\
-\hat{\xi}_{p} \cdot \hat{\alpha}^{i} & \hat{\xi}_{p} \cdot \hat{\beta}^{i}
\end{array}\right] .  \tag{A5}\\
& \Gamma_{p}^{s}=\left[\begin{array}{cc}
\hat{\xi}_{p} \cdot \hat{\beta}^{s} & -\hat{\xi}_{p} \cdot\left(\hat{e}^{i} \times \hat{\beta}^{s}\right) \\
\hat{\xi}_{p} \cdot\left(\hat{e}^{i} \times \hat{\beta}^{s}\right) & \hat{\xi}_{p} \cdot \hat{\beta}^{s}
\end{array}\right] .  \tag{A6}\\
& \Xi=\left[\begin{array}{cc}
\cos \theta \cos \theta_{t} \cos \varphi_{t}+\sin \theta \sin \theta_{t}-\cos \theta \sin \varphi_{t} \\
\cos \theta_{t} \sin \varphi_{t} & \cos \varphi_{t}
\end{array}\right] . \tag{A7}
\end{align*}
$$

In the preceding equations, the unit vectors defining the directions are given in the text and in Figs. 1 and 3.

## Appendix B

To illustrate the concept of spreading, let us consider the far field contributed from a transmitted ray shown in Fig. 7. For simplicity but without loss of generality, we assume that both the particle and the transmitted ray are unbounded in the $y$ direction (perpendicular to the paper). However, the localized wave is finite in the $x$ direction and confined to the region of $(-l, l)$. In GOM1, the transmitted ray will contribute to the far field only in the direction determined by Snell's law. This, however, is the asymptotic solution for a unbounded plane wave. Using Eqs. (36) and (38), we can obtain the amplitude scattering matrix contributed by the outgoing ray with the order $p=2$ as follows:

$$
\begin{align*}
\mathbf{S}_{p=2}= & -\frac{k^{2}}{4 \pi} \exp \left[i\left(\delta_{0}-\hat{r} \cdot \mathbf{r}_{Q_{2}}\right)\right]\left(\hat{n}_{s, 2} \cdot \hat{r}\right. \\
& \left.+\hat{n}_{s, 2} \cdot \hat{e}_{2}^{s}\right) \Pi_{2}^{s} \mathbf{T}_{2} \mathbf{T}_{1} \Gamma^{i}{ }^{\kappa_{x}} \kappa_{y}, \tag{B1}
\end{align*}
$$

where $\Pi_{2}{ }^{s}$ is defined in Appendix A; $\mathbf{T}_{1}$ and $\mathbf{T}_{2}$ are Fresnel transmission matrices as given by Eq. (13g); $\delta_{0}$ is the phase of the outgoing localized wave at point
$Q_{2}$; and

$$
\begin{align*}
\kappa_{y} & =\int_{-\infty}^{\infty} \exp \left(-i k r_{y} y\right) \mathrm{d} y=\frac{2 \pi}{k} \delta\left(r_{y}\right),  \tag{B2a}\\
\mathrm{\kappa}_{x} & =\int_{-l}^{l} \exp \left[i k\left(e_{2, x}^{s}-r_{x}\right) x\right] \mathrm{d} x \\
& =2 l \frac{\sin \left[k l\left(\sin \varphi-\sin \varphi_{t}\right)\right]}{k l\left(\sin \varphi-\sin \varphi_{t}\right)}, \tag{B2b}
\end{align*}
$$

where $\mathrm{r}_{\mathrm{x}}$ and $r_{y_{s}}$ are the $x$ and $y$ components of $\hat{r}$, respectively; $e_{2, x}{ }^{s}$ is the $x$ component of $\hat{e}_{2}{ }^{s}$; and $\varphi$ and $\varphi_{t}$ are the angles defined in Fig. 7(a). Therefore, the scattered field can be observed only in the directions confined to the $x-y$ plane, that is, $r_{y}=0$. If the incident field is polarized in the $y$ direction, the angular distribution of the scattered field contributed by the outgoing ray is given by

$$
\begin{equation*}
E\left(\varphi-\varphi_{t}\right)=\left(\hat{n}_{s, 2} \cdot \hat{r}+\hat{n}_{s, 2} \cdot \hat{e}_{2}^{s}\right) \kappa_{x}=\left(\cos \varphi+\cos \varphi_{t}\right) \kappa_{x} \tag{B3}
\end{equation*}
$$

Consequently, the normalized angular distribution for the scattered intensity is given by

$$
\begin{equation*}
I\left(\varphi, \varphi_{t}\right)=\left|E\left(\varphi, \varphi_{t}\right)\right|^{2} / c^{\prime}, \tag{B4}
\end{equation*}
$$

where $c^{\prime}$ is a normalization constant. Figure 7(b) shows the pattern of $I\left(\varphi, \varphi_{t}\right)$ for $\varphi_{t}=0^{\circ}$ and $45^{\circ}$. First, it can be seen that the contribution of the outgoing ray to the far field is global and no longer local as in GOM1. When $k l$ increases, more scattered energy will concentrate in the direction predicted by Snell's law. Second, the number of the sidescattering lobes with respect to the direction of $\hat{e}_{2}{ }^{s}$ increases with the increase of the ray width. Finally, $I\left(\varphi, \varphi_{t}\right) \rightarrow(2 \pi)^{-1} \delta\left(\varphi-\varphi_{t}\right)$ when $k l \rightarrow \infty$. In the 3 -D case that involves scattering by hexagonal ice crystals, we find that the spreading effect for the transmitted rays can be neglected when the characteristic size parameters are larger than $\sim 100$.
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