


## Gefmetric Transforms for Fast Geometric Algorithms

Kovin Q. Brown
24 December 1979

$$
\text { Som } 1473 \text { in thed. }
$$

DEPARTMENT of COMPUTER SCIENCE



Thas documont has brea aromived tor pubis re'ung man mita: "3 Ondibution is unlictich


 thenomo marex +

## Carnegie-Mellon University

 $\begin{array}{llll}80 & 3 & 5 & 002\end{array}$
## DISCLAIMER NOTICE

THIS DOCUMENT IS BEST QUALITY PRACTICABLE. THE COPY FURNISHED TO DDC CONTAINED A SIGNIFICANT NUMBER OF PAGES WHICH DO NOT reproduce legibly.

# Geometric Transforms for Fast Geometric Algorithms 

Kevin Q. Brown

24 December 1979

## Department of Computer Science <br> Carnegie-Mellon University <br> Pittsburgh, Pa. 15213

Copyright (C) 1979 Kevin Q. Brown
Submitted to Carnegie-Mellon University in partial fulfillment of the requirements for the degree of Doctor of Plilosoply.

This research was partially supported by the Ofrice. of Naval Research under contract number N00014-76-C-0370.

Thls document hes been approved.
for public reloces and sale: lis
ditribution is unlimited.

## ABSTRACT

Many computational problems are inherently geometrical in nature. For example, cluster analysis involves construction of convex hulls of sets of points, LSI artwork analysls requires a test for intersection of sets of line segments, computer graphics involves hidden line elimination, and even linear programming can be expressed in terms of intersection of half-spaces. As larger geometric problems are solved on the computer, the need grows for faster algorithms to solve them. The topic of this thesis is the use of geometric transforms as algorithmic tools for constructing fast geometric algorithms. We describe several gêometric problems whose solutions illustrate the use of geometric transforms. These include fast algorthme for intersecting half-spaces, constructing Voronol diagrams, and computing the Euclidean diameter of a set of points. For each of the major transforms we include a set of heuristics to enable the reader to use geometric transforms to solve his own problems.
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## 1. Introduction

Many computational problens are inherently geometrical in nature. For example, cluster analysis involves construction of convex hulls of points, LSI artwork analysia requires a test for intersection of sets of line segments, computer graphics involves hidden line elimination, and even linear programming can be expressed in terms of intersection of half-spaces. As larger geometric problems are solved on the computer, grows for faster algorithms to solve them. To obtain fast geometric algorithms a set of tools and techniques has been developed that takes advantage of the structure provided by the geometry. This discipline is known as Computational Geometry. In the following sections we first survey the previous work in computational geometry and then outline the contributions of this thesis.

### 1.1. History of Computational Gcometry

Geometry has been studied for thousands of years but only recently has it been recast in computational form. Shamos [91] describes the history of geometry from the perspective of a computer scientist. Here we will consider only the history of computational geometry. There are several problem areas to which much research has been devoted -- construction of convex hulls, intersection problems, closest-point problems, and geometric searching problems. In this section we summarize the major results in each of these areas and also a number of topics that do not fit into these categories.

### 1.1.1. Convex Hulls

The convex lull of a set of points is a fundamental geometrical structure that arises in a multitude of different problems in the literature and this thesis. Mathematics texts define the convex hull of a set of points $S$ as the smallest convex set that contains all of the points of $S$. This definition is fine for proving theorems but it does not help us design a fast algorithm.

In 1970 Chand and Kapur [25] produced a convex hull algorithm for $N$ points in K-space. They applied a procedure called "giftwrapping" to obtain a good (but not


Figure 1-1: Convex hull of a planar set of points.
optimal) algorithm. Graham [48] presented an $O(N \log N)$ time planar algorithm in 1972. This is optimal, in the worst-case sense, because an algorithm that constructs a convex hull can be used to sort [91]. (If we require only the vertices of the convex hull, then we can no longer use a convex hull algorithm to sort. Nevertheless, $Y$ ao [103] has proven that $\Omega(N \log N)$ time is still required in the worst case when only quadratic functions of the input are allowed.) Jarvis [54] subsequently applied giftwrapping to the planar problem to obtain an O(VN) time algorithm where $V$ is the number of vertices on the hull. If $V$ is less than O(log $N$ ) then Jarvis' algorithm is faster than Graham's. (Preparata [81] later refined Graham's result by constructing an $O(N \log N)$ time real-time planar convex hull algorithm. Rather than operating on all $N$ points collectively, this algorithm updates the hull in $O(\log N)$ time after each point is read.) Preparata and Hong [83] then solved the three-dimensional convex hull problem in $O(N \log N$ ) time. in four dimensions, however, there is an $\Omega\left(N^{2}\right)$ lower bound because the convex hull can have $\theta\left(N^{2}\right)$ edges ([49], p.193).

The lower bounds above apply only to the worst-case. If the expected number of points on the convex hull is sublinear, then faster expected-time algorithms are possible. Floyd [40] and Eddy [30] independently discovered a planar convex hull algorithm with $O(N)$ expected-tine when the $N$ points are drawn from uniform
distribution over a convex region. Bentley and Shamos [15] improved that result to include any distribution for which the expected number of points on the hull is $O(N P)$ for some $p<1$. Furthermore, their resuit extends to $O(N)$ expected-time in three-space while maintaining an $O(N \log N)$ worst-case time. For $K$ dimensions we may still construct the convex hull in $O(N)$ expected-time if the $X$ coordinates are drawn from indcpendent distributions. In this case the expected values for the number of maxima and the square of the number of maxima are only $0\left(\log ^{K-1} N\right)$ [10] and $O\left(\log ^{\left.2(K-1)_{N}\right)}[30]\right.$, respectively. Even though the worst-case number of edges, faces, etc. of a $K$-dimensional convex hull of $N$ vertices grow exponentially with $K$, the expected size of the convex hull is still only a power of $\log N$.

### 1.1.2. Intersection Problems

Intersection problems have also received a great deal of attention in recent years. They occur in a variety of areas including computer graphics, architectural data bases, printed circuit design, and even linear programming [94, 12, 2, 65]. Shamos and Hoey [90, 91] constructed several fundamental intersection algorithms including a linear time intersection of two convex polygons, which is applied recursively in their $O(N \log N)$ time algorithm for intersecting $N$ half-planes. Hoey's $O(N \log N)$ time algoritim [94] to determine if any two of $N$ line segments intersect has been extended by Bentley and Ottmann [12] to report all $K$ intersecting pairs in $O(N \log N+K \log N$ time. (Brown [24] has reduced the storage requirement of Bentley and Ottmann's algorithm from $O(N+K)$ to $O(N)$. ) If all segments are either horizontal or vertical, then the number of intersections $K$ can be counted in $O(N \log N)$ time and reported in $O(N \log N+K)$ time. (See $[4,19,98]$ for rectangle intersection problems and algorithms.) Finally, Zoinowsky [106] and Preparata and Muller [84] have applied geometric transforms to produce three algorithms for intersecting $N$ three-dinensional half-spaces in $O(N \log N)$ time.

### 1.1.3. Closest Point Problems

Closest point problems arise in cluster analysis, pattern recognition, and, in particular, construction of minimum spanning trees [93, 3]. Dobkin and Lipton [34,35] used an interesting duality transform to prove an $\Omega(N \log N)$ time lower bound for the element-uniqueness probiem ${ }^{1}$ under a model of computation that allows ( $\langle,=$,$\rangle ) comparisons of linear functions of the input. { }^{2}$ This proves an $\Omega(N \log$ $N$ ) time lower bound for the problem of finding the two closest of $N$ points. Their model of computation, however, allows only comparisons between linear functions of the input. With a stronger model of compiutation algorithms faster than $O(N \log N)$ time are possible. Fortune and Hopcroft [41] showed that if the floor function is allowed, the two closest points can be found in $O(N \log \log N)$ time in the worst case. Previously, Rabin [86] and Yuval [104] had given $O(N)$ expected-time algorihms for the $K$-dimensional closest pair problem.

Meanwhile, Bentley (and others) worked on multi-dimensional nearest neighbor problems $[9,11,14,17]$ and he invented a data structure called a $K-D$ tree to solve them efficiently. Bentley's thesis [3] employed a strategy called multi-dimensional divide-and-conquer with which he obtained the first sub-quadratic algoritlims for several multi-dimensional closest point problems. His thesis is also a good source for learning albout algorithm design -- rather than simply presenting the finished product he displays the algorithm design process and at the conclusion presents a list of heuristics to use in designing algorithms.

Shamos and Hoey [89, 91, 93] created an $O(N \log N)$ time divide-and-conquer algorithmi for constructing a Voronoi diagram of N planar points. A Voronoi diagram

[^0](to be described in detail in Section 4.1) contains all of the necessary proximity information to solve efficiently a number of ciosest-point problems including construction of a Euclidean minimal spanning tree, a proper straight-line triangulation of the $N$ points, and the nearest neighbor problem. Bentley, Weide, and Yao [18] have extended the techniques of Weide's thesis [90] to obtain a linear expected-time algorithm for constructing a planar Voronoi diagram. The only conditions are that the probability density of the underlying distribution be bounded both above by a constant and (below) away from zero over some finite region.

Bentley and Friedman [8] describe a heuristic solution for a minimum spanning tree algorithm in multi-dimensional Euclidean space and Yao [102] has constructed provably subquadratic worst-case MST (and related) algorithms for the $L_{1}, L_{2}$, and $\dot{L}_{\infty}$ metrics. (For $K \geq 3$ dimensions his algorithms take $O\left(N^{2-\alpha}(K)(\log N)^{1-\alpha(K)}\right.$ time where $\alpha(K)=2^{-(K+1)}$. For the special case of the Euclidean metric in three dimensions this is improved to $O\left((N \log N)^{i .8}\right)$ time.) In general, though, construction of a minimum sparming tree is a grapli problem. Kruskal [63] and Prim [85] give the classical $O(E V)$ time algorithms (improved to $O\left(V^{2}\right)$ time [32]). Both Yao [101] and Cheriton and Tarjan [26] present $O(E \log \log V)$ time algorithms for general graphs of $E$ edges and $V$ vertices, and Cheriton and Tarjan [26] also present an $O(V)$ time algorithm for planar graphs.

### 1.1.4. Geometric Searching Problems

As we saw above, many closest-point problems have associated searching problems; in this section we summarize a separate class of searching problems that are not related to any particular closest-point problem.

Shamos [89] gives an algoritim that locates a point in a straight-line planar graph of $N$ vertices in $O(\log N$ ) time and Dobkin and Lipton [33] and Dewdney [31] extended this technique to $K$ dimensions. Unfortunately, the storage and preprocessing time required by these algorithms are prohibitive $-O\left(N^{2}\right)$ in the planar case and $O\left(N^{2}\right)$ in the $K$-dimensional case [102]. Lee and Preparata [66] improved the storage and preprocessing time at the expense of increased
searching time, giving an algorithm with $O\left(\log ^{2} N\right.$ ) query time, $O(N \log N$ ) preprocessing time, and $O(N)$ storage. (Shamos and Hoey $[89,93]$ had achieved these bounds for searching Voronoi diagrams.) Another alternative is Preparata's algorithm with only $O(\log N)$ query time but $O(N \log N)$ preprocessing time and storage [80]. In 1977 Lipton and Tarjan achieved an $O(\log N)$ query time with only $O(N \log N)$ preprocessing time and $O(N)$ storage $[69,70]$. The point location problem is generalized to the location of a sel of points in $[68,32]$.

Kung, Luccio, and Preparata [64] worked on the problem of finding the maxima of a set of $N$ vectors in K-space. (A vector is maximal if none of the other $N-1$ vectors are greater in all $K$ coordinates.) Using divide-and-conquer, they constructed an algorithm that finds the maxima in $O(N \log N)$ time in two dimensions and $O\left(N(\log N)^{K-2}\right)$ time in $K \geq 3$ dimensions. They also proved an $\Omega(N \log N)$ lower bound for the problem. Maxima are important because of their relationship to convex hulls and ECDF's (to be described). Bentley, Kung, Schkolnick, and Thompson [10] extended those results to obtain a linear expected time algorithm.

Bentley and Shamos have created a fast algorithm for constructing and searching an empirical cumulative distribution function (ECDF) [15]. An ECDF is an extension of the familiar one-dimensional cumulative distribution function. The value of the function at a point in one dimension is the number of points with smaller $x$ coordinate. In $K$ dimensions it is the number of points that are smaller in all $K$ coordinates. Bentley and Shamos applied multi-dimensional divide-and-conquer to accomplish ECDF searching in $O\left(\log ^{K} N\right)$ time with $O\left(N \log ^{K-1} N\right)$ storage and $O\left(N \log ^{K-1} N\right)$ preprocessing time. Bentley has further elaborated this in his papers on range searching $[6,9,11]$.

Bentley and Saxe have characterized properties of a large class of problems called decomposable searching problems that include many geometric searching problems, including ECDF searching [5]. A searching problem is decomposable if the search for the relation of an object $x$ to a set $S=A \cup B$ satisfies

$$
\text { query }(x, A \cup B)=q u e r y(x, A) * \text { query }(x, B)
$$

for any sets $A$ and 8 such that $S=A \cup B$ and some binary function ${ }^{m} \boldsymbol{*}^{n}$ that is computable in $O(1)$ time. Decomposatle problems have several interesting properties, one of which is that any static searching algorithm for a decomposable problem can be mechanically transformed to a dyramic searching algorithm with a loss of at most $O(\log N)$ in preprocessing time and query time. They have extended this result to a-class of alternate preprocessing time, query time, and storage tradeofls $[13,88]$.

### 1.1.5. Miscollancous Geometric Problems

There are several topics that do not properly fit into any of the above categories. For example, we should mention that Garey, Graham, and Johnson and Papadimitriou and Steiglitz were the first to demonstrate that several geometric problems are NP-Complete [45, 74]. Also, Shamos has applied many of the techniques of computational geometry to statistics and created a new field of computational statistics [90]. ECDF searching (described above) grew from this work, and Weide's thesis [99] gives many important applications of statistical techniques to computer science problems. This includes a linear expected-time sorting algorithm for any set with an underlying distribution having a bounded probability density.

### 1.2. Thesis Outline

The topic of this thesis is the use of geometric transforms as tools for constructing fast geometric algoritims. The object of using a transform is, of course, to give the problem a more useful representation than it had in its original form. There is, however, no explicit rule for determining whici, if any, geometric transform(s) can be applied profitably to a particular problem. Instead, we have generated hc:uristics for application of the geometric transforms. It is intended that these heuristics will help the reader use geometric transforms to solve his own problems. In the following chapters we describe a collection of geometric problems whose solutions illustrate the use of geometric transforms. The algorithms provide not only examples of the applications of the transforms but also are useful results
by themselves.
The use of transforms is not new to computer science. For example, the concept of NP-complete problems (languages) is based on polynomial time reducibility of one problem to anotner [1], the FFT (Fast Fourier Transform) is used for fast multiplication of polynomials [20], and many "filter" transforms are used in pattern recognition. We also encounter transforms in the solution of difference equations that arise in the analysis of algorithms (the $z$-transform or generating function) and solution of differential equations that arise in analysis of several types of queueing systems (Laplace transform) [61]. Yet another common example is obtaining a lower bound on the complexity of a problem $X$ by demonstrating that an algorithm that solves $X$ can solve a problen $Y$ for which a lower bound is known. (Shamos' thesis [91] gives several examples of this.) Finally, we should also mention Parker's thesis [75], which explicitly addresses the application of transforms to the problems of Huffman tree construction, solution of nonlinear recurrences, and construction of permutation networks.

Chapter 2 establishes the context and direction of this thesis with a simple example - the diameter of $N$ planar points in the $L_{1}$ and $L_{\infty}$ metrics. Before this problem is discussed we first settle several issues .- model of computation, representation of the geometrical objects, measures of complexity, and, of course, a definition of diameter in the $L_{1}$ and $L_{\infty}$ metrics. We present an algorithm for computing the $L_{\infty}$ diameter and use a geometric transform (rotation) to transform the $L_{1}$ diameter problem to an $L_{\infty}$ diameter problem. We follow the same schema followed throughout the thesis; Given a problem $Y$ and an algorithm that solves a (related) problem $X$, we apply a geometric transform $f$ that transforms problem $Y$ to a problem of type $X$.

In Chapter 3 we describe the application of geometric transforms to intersection and union problems. We solve two problems in detail (the intersection of half-spaces and the union of disks) and give optimal algorithms for each. More importantly, we present several transforms and techniques in this chapter that will
be encountered many times again in succeeding chapters. The first transform introduced is a point / flat duality that transforms problems that involve flats ${ }^{3}$ to (simpler) problems that involve points. The second new transform (inversion) converts problems that involve circles or spheres to problems of lines or planes. Inversion is typically combined wilh an embedding of the problem in a higher dimension to add another degree of freedom to the problem. We also introduce the convex hull (a fundamental geometrical structure) in the first of its several applications in this thesis. Finally, the techniques of Chapter 3 are tied together by deriving the point / flat duality from a limiting case of inversion combined with a convex hull and a linear transform.

In Chapter 4 we apply inversion (after embedding in a higher dimension) and convex hulls to the construction of nearest point tesselations of space. The most important such tesselation is the Voronoi dlagram, which enables efficient solution of a number of geometric problems including minimum spanning tree, closest points, and Delaunay triangulation of a set of points. Shamos [89,93,91] applied divide-and-conquer in the plane to obtain the first $O(N \log N)$ time planar Voronoi diagram algorithm. This thesis gives a new $O(N \log N$ ) time algorithm that extends straighforwardly to higher dimensions.

Chapter 5 descrihes two surprising applications of algorithms that search tesselations and the transforms used are the same in both cases $\cdots$ the point / flat duality followed by an orthograplicic projection. We transform linear programming in $K$ variables and $N$ constraints to a problem of locating a point in a K-1-dimensional tesselation induced by $N$ points. The proisiem of computing the Euclidean diameter of $N$ points in three-space is transformed to the problem of finding all pairs of oveplapping regions in two outerplanar graphs of $U(N)$ vertices, which can be solved in $O((N+K) \log N)$ time anid $O(N)$ storage (where $K$ is the number of pairs of antipodal vertices of the convex hull of the $N$ points).

[^1]In Chapter 6 we cover several miscellaneous problems that do not fall in any of the calegories of the previous chapters. We describe a use of the floor function to obtain an $O(N+1 / €)$ time $\in$-approximation algorithm for the Euclidean diameter of $N$ planar points and also demonstrate an application of gnomonic projection in an algorithm of Yuval [105] for determining if $N$ spherical points can be fit in $a$ hemispherical cap.

Chapter 7 summarizes the thesis and points out directions for further work. Appendix I describes the problem of choosing a good orientation for flats (before applying the point / flat duality). Appendix II gives an approach toward an $\Omega(N \log N)$ time lower bound for the Euclidean diameter of a set of $N$ planar points, and Appendix III summarizes the geometric transforms used, their important properties, and their applications.

## 2. An Example: Diameter in the Plane

This chapter gives some of the flavor of geometric transforms by presenting a simple example $=$ the transformation of the problem of computing the $L_{1}$ diameter of a set of $N$ planar points to the problem of computing the $\mathrm{L}_{\omega}$ diameter of another set of $N$ planar points. But first we require some definitions and explanations along'the following lines:

1. a precise problem specification,
2. a model of computation,
3. an appropriate cost measures to measure the complexity, and
4. the representation of the problem and the solution.

In the following sections we will addiress these issues and then construct algorithms for the $L_{1}$ and $L_{\infty}$ diameters of a set of planar points.

### 2.1. Problem Specification

Let $S=\left\{p_{j}=\left(x_{i}, y_{i}\right), i=1, \ldots N\right\}$ be a set of $N$ planar points. If $D\left(p_{i}, p_{j}\right)$ equals the distance (in some as-yet unspecified metric) between points $p_{i}$ and $p_{j}$, then the diameter of $S$ is

$$
\operatorname{DIAM}(S)=\max _{(i, j)} D\left(p_{i}, p_{j}\right)
$$

The value of DIAMi(S) depends, of course, on the metric chosen for $D$. The three metrics of interest in most applications are
$L_{1}$ metric:

$$
D_{i}\left(P_{i}, P_{j}\right)=\left|x_{i}-x_{j}\right|+\left|y_{i}-y_{j}\right|
$$

$L_{2}$ (Euclidean) metric:

$$
0_{2}\left(p_{j}, p_{j}\right)=\left(\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}\right)^{1 / 2}
$$

$L_{\infty}$ metric:

$$
D_{\infty}\left(p_{i}, p_{j}\right)=\max \left(\left|x_{j}-x_{j}\right|,\left|y_{i}-y_{j}\right|\right)
$$

Let the diameters in these three metrics be denoted $\operatorname{DIAM}_{1}(S), \operatorname{DIAM}_{2}(S)$ and $\mathrm{DIAM}_{\infty}(S)$, respectively. The unit circles for these inetrics ape pictured in Figure


Figure 2-1: Unit circles in the $L_{1}, L_{2}$, and $L_{\infty}$ metrics.

2-1.

The problem that we will solve is
Given an algorithm that computes $\mathrm{DIAM}_{\mathrm{N}}(\mathrm{S})$ for any set S of N planar points, construct an algorithm that computes $\operatorname{DIAM}_{1}(S)$ :

The solution takes advantage of a natural isometry between the $\mathrm{L}_{1}$ and $\mathrm{L}_{\infty}$ metrics in the plane [27]. We will cover the $\mathrm{L}_{2}$ (Euclidean) diameter in Section 5.2.

### 2.2. Model of Computation

What tools are we given to compute $\operatorname{DIAM}_{1}(S)$ and $\operatorname{DIAM}_{\infty}(S)$ ? In other words, what is the model of computation? There are two (conflicting) criteria to be used in our choice: (1) how realistically the model reflects the capabilities of real machines, and.(2) mathematical tractibility of the model. The real RAM [91] (similar to the integer RAM [1]) is a reasonable compromise for much of the work in geometric algorithms. Its capabilities are basically those of any reasonable algebraic programming langliage -- the four arithmetic operations ( $+,-, x, /$ ), comparisons between numbers ( $<, \leq$ ), and indirect addressing (for convenient access to arrays and other structures). A word in a real RAM is assumed to be able to store a real number exactly; allhough this assumption is not entirely realistic, it is close enough for most practical applications. We often augment the arithmetic operations to include arbitrary analytic functions (trigonometric functions, exponentials, and logarithms, etc.). The floor function, on the other hand, will not be included without special comment because it is not analytic.

The floor function does seem to add power to our model of computation that is not available from analytic functions alone. Gonzalez [47] used it to find the largest gap between $N$ (unsorted) ;eal numbers in $O(N)$ time and fortune and Hopcroft [41] solved the closest-point problent in $O(N \log \log N)$ worst-case time. Several fast expected-time algorithms use the floor function, including the linear expected-time closest point algorithms of Rabin [86] and Yuval [104]. Weide [99] uses it to improve his linear expected-time sorting algorithm (for all underlying distributions with bounded density) and Bentley, Weide, and Yao [18] extend Weide's result to linear expected-time Voronoi diagrams (for certain probability distributions).

### 2.3. Cost Measures and Complexity

Now that the model of computation has been defined we can talk about the cost or complexity of an algorithm or problem. On a real RAM each arithmetic operation, comparison, or (indirect) memory reference has an associated cost. The cost may or may not depend on the arguments for the operation, the numbers compared, or the contents of the memory referenced. The logarithmic cost criterion for an integer RAM [1] dioes assign a greater cost to manipulations (additions, comparisons, etc.) of large integers than for small integers. But for a real RAM it makes more sense to use the uniform cost criterion -- all operations, comparisons, and memory references have a unit cost, independent of the numbers being manipulated. We will use the uniform cost criterion throughout the thesis.

The cost of executing an algorithm is known as the complexity of that algorithm. The complexity of a problem is the minimum complexity of any possible algorithm that solves it (under the given model of computation). (The complexity of an algorithm is always an upper bound for the complexity of the problem it solves.) The complexity of an algorithm or a problem is usually expressed as a function of the size of the problem. The size may be the number of words of input, output, or whatever is most appropriate for the particular problem. It is often, however, inconvenient and unnecessary to obtain an exact count of all the operations,
comparison, and memory references that an algorithm makes for any particular problem size $N$. Knuth [62] has popularized a convenient notation for talking about asymptotic bounds on the complexity of an algorithm or problem:
$O(f(N))=$ set of all functions $g(N)$ such that for some positive constants $M$ and $C,|g(N)| \leq C f(N)$, for all $N>M$.
$\Omega(f(N))=$ set of all functions $g(N)$ such that for some positive constants $M$ and $C, g(N) \geq C f(N)$, for all $N>M$.
$\theta(f(N))=$ set of all functions $g(N)$ such that for some constants $M, C_{1}$, and $C_{2}, C_{1} g(N) \leq f(N) \leq C_{2} g(N)$, for all $N>M$.

An algorithm that solves a problem of size $N$ in $f(N)$ time thus proves an upper bound of $O(f(N))$ for the time complexity of the problem. If a lower bound of $\Omega(f(N))$ time is also known for that problem, then that problem has time complexity $\theta(f(N))$. The complexity of an algoritiom may alternately measure the space or storage used. The notation is the same as for time complexity, and we thus may speak of an algorithm having time complexity $O(T(N))$ and space complexity $O(S(N))$.

### 2.4. Representation of the Problem and Solution

How should a set $S$ of $N$ planar points be represented in a real RAM to enable efficient computation of $D I A M_{\infty}(S)$ and $D I A M_{1}(S)$ ? Many data structures would be suitable but the simplest is either an $N$-by- 2 array or two arrays $X$ and $Y$ of length $N$. These representations are reducible to each other in linear time. Similarly, different coordinate systems for the points ( $X-Y$ vs. polar, etc.) are linear-time reducible. (The solution -- the diameter -- is simply a scalar real so its representation is not an important issue in a real RAM.) For more complicated geometrical objects such as polygons, polyhedrons, and Voronoi diagrans the issue of representation is not as easily soived, and those problems will be tackled as we come to them.

### 2.5. Algoridun for Los Diameter of a Set of Planar Points

The $L_{\infty}$ dinmeter of a set of planar points can now be computed fairly easily. This is because, as shown in Figure 2-1, the circle for the $L_{\infty}$ metric is a rectlinearly oriented square. The $L_{\omega}$ diameter is simply the diameter of the smallest rectilinearly oriented square that contains all of the points. The diameter is therefore either the difference in $y$ coordinates of the highest and lowest points or the difference in $\times$ coortinates of the rightmost and leftmost points. Here is a pseudo-Algol description of the corresponding algorithm:

## Lo Diameter of a Set of Planar Points

Input: integer $N>0$, arrays $X[1: N]$ and $Y[1: N]$
Output: $L_{\infty}$ diameter of the $N$ points
Time: $O(N)$, Storage: lnput $+O(1)$

```
\(Y\) Min \(\leftarrow\) YMaX \(\leftarrow Y[1] ;\)
\(X\) Min \(\leftarrow X\) MaX \(\leftarrow X[1]\);
for \(1+2\) thru \(N\) do
begin
    \(X \operatorname{Min} \leftarrow \min (X[1], X\) Min \() ;\)
    \(X\) Max \(\leftarrow \max (X[1], X M a x)\);
    \(Y M i n+\min (Y[I], Y M i n) ;\)
    YMax \(+\max (Y[I], Y\) Max \()\);
end:
\(L_{\text {w }}\) Diameter \(\leftarrow \max (X M a x-X M i n, Y M a x-Y M i n)\)
```

The $O(N)$ time complexity of the ahove algoritiom is optimal to within a constant factor because the algorillm must read all of its $N$ inputs to ensure a correct answer. There is, however, room for improvement; for instance, the computation of max and min can be done in less than $3 / 4$ as many comparisons as are taken above [76]. Note that the storage required is actually $O(1)$ rather than $O(N)$ because no computation involves more than the $I t /$ element of $X$ and $Y$ at any given time. The values in $X$ and $Y$ can therefore be read from a tape rather than stored in aprays.

### 2.6. Algoritim for $L_{1}$ Diameter of a Set of Planar Points

In this section we will construct an algorithm for the $L_{1}$ diameter of a set of $N$ points. We could start from scratch, but since the $L_{\infty}$ diameter algorithm is already available, it would be nice to be able to make the $L_{1}$ diameter problem look like an $L_{\infty}$ diameter problem, that is, transform it to an $L_{\infty}$ cliameter problem. Fortunately, this can be done, and the clue is in Figurc 2-1. The circle for the $L_{q}$ metric can be made to look like the circle for the $L_{i j}$ metric if it is simply rotated 45 degrees (and multiplied by a scale factor of $2^{1 / 2}$.) This leads us to the intuitive algorithm below:

## $L_{q}$ Diameter of a Set of Planar Points

Input: integer $N>0$, arrays $X[1: N]$ and $Y[1: N]$
Output: $\mathrm{L}_{1}$ Diameter
Time: $O(N)$, Storage: $O(N)$
! Rotate the points 45 degrees;
for $1 \neq 1$ thru $N$ do begin

$$
X^{\prime}+(X[1]+Y[1]) / 2^{1 / 2}
$$

$$
Y^{\prime} \leftarrow(-X[1]+Y[1]) / 2^{1 / 2}
$$

$$
X[1] \leftarrow X^{\prime} ; \quad Y[1] \leftarrow Y^{\prime} ;
$$

end;
! Compute $\mathrm{I}_{-1,}$ Diameter and scale by $2^{1 / 2}$; $L_{1}$ Diameter $\leftarrow \operatorname{DIAM}_{\infty}(X, Y, N) \cdot 2^{1 / 2} ;$

The hard part is proving that this algorithm is correct. Since the diameter is simply the maximum interpoint distance, it will be sufficient to show that computing the $L_{1}$ distance by the definition in Section 2.1 is equivalent to the computation in the algorithm above. Let $p_{i}=\left(x_{i}, y_{i}\right)$ and $p_{i}^{\prime}=p_{i}$ rotated $\pi / 4$ radians about the origin. (The rotation can be clockwise or counterclockwise, as long as it is the same in each case. In the algorithm above, we use the formulas $x^{\prime}=(x+y) \cos (\pi / 4)$ and $y^{\prime}=(-x+y) \cos (\pi / 4)$ to rotate the points $\pi / 4$ sadians clockwise.) The two methods for computing the $L_{1}$ distance between $p_{1}$ and $p_{j}$ are:

1. (Definition) $L_{1}$ Distance $\left(p_{i}, p_{j}\right)=\left|x_{i}-x_{j}\right|+\left|y_{i}-y_{j}\right|$, and
2. (Algorithm) $L_{j}$ Distance $\left(p_{i}, p_{j}\right)=2^{1 / 2} \cdot L_{\infty}$ Distance $\left(p_{i}{ }^{\prime}, p_{j}{ }^{\prime}\right)$.

We prove this by reducing the second (algorithm) formula to the first (definition) formula:

$$
\begin{aligned}
\sqrt{2} \cdot L_{10} \text { Distance }\left(p_{i}^{\prime} p_{j}^{\prime}\right) & =\sqrt{2} \cdot \max \left(\left|x_{1}^{\prime}-x_{j}^{\prime}!\cdot\right| y_{i}^{\prime}-y_{1}^{\prime \prime}!\right. \\
& =\sqrt{2} \cdot \max \left[\left|\frac{x_{i}+y_{i}}{\sqrt{2}}-\frac{x_{1}+y_{y}}{\sqrt{2}}\right| \cdot\left|\frac{-x_{i}+y_{i}}{\sqrt{2}}-\frac{-x_{j}+y_{1}}{\sqrt{2}}\right|\right] \\
& =\max \left(\left|\left(x_{i}-x_{j}\right)+\left(y_{i}-y_{1}\right)\right|,\left|-\left(x_{i}-x_{j}\right)+\left(y_{i}-y_{j}\right)\right|\right) \\
& =L_{1} \operatorname{Distance}\left(p_{i}, p_{j}\right)
\end{aligned}
$$

There are four possible cases to satisfy:

1. $x_{i}-x_{j}<0, \quad y_{i}-y_{j}<0$,
2. $x_{i}-x_{j} \geq 0, \quad y_{i}-y_{j} \geq 0$,
3. $x_{i}-x_{j} \geq 0, \quad y_{i}-y_{j}<0$, and
4. $x_{i}-x_{j}<0, \quad y_{i}-y_{j} \geq 0$.

In each of these cases the identity holds. The algorithm for computing the $\mathrm{L}_{1}$ diameter is therefore correct.

### 2.7. Principles Covered

In this chapter we solved a simple geometric problen ... computing the $\mathrm{L}_{1}$ diameter of a set of planar points -- and demonstrated the use of a geometric transform. Several principles have been presented that will be encountered repeatedly in this thesis: precise specification of the problem, choice of a model of computation, cost measures and analysis of the complexity, representation of the problem and its solution, and, of course, the use of a geometric transform. The choice of the transform (rotation) in the example of this chapter may still seem like something pulled out of a hat. Yet there is a method to it, as the following chapters will demonstrate.

## 3. Intersection and Union Problems

In this chapter we introduce two important techniques .- the use of a point / flat duality and the combined use of inversion with embedding in a higher dimension -and apply them to two geometric intersection problems. The first problem is the intersection of $N$ (UPPER) half-spaccs and the second is the union of (the interiors of) N circles. For both of these problems we develop algorithms that are optimal (within a constant factor). Finally, the last section of this chapter shows that the techniques that we used for these two problems are actually more closely related than they appear to be.

### 3.1. Intersection of Half-Spaces

In this section we analyze the problem of constructing the intersection of a set of $N$ (UPPER) half-spaces. The first topic that we cover is the representation of half-spaces and their common intersection in a computer. Given this representation we then prove upper and lower bounds on the complexity of constructing the intersection in two, three, and higher dimensions. We conclude with fast expected-time algorithms and some open problems.

The reader should carry away three important tools for the construction of geometric algorithms:

- A point / flat duality that is applicable to a number of problems in this thesis. It is used for transforming (formidable) problems that involve flats to (simpler) problems that involve points.
- A fast algorithm for intersection of (UPPER) half-spaces. (An algorithm for interscction of half-spaces is useful for linear programming in two or three variables [S1], intersection of convex polyhedra, and as a tool for solving other geometric problems.)
- The first of several important uses of the convex hull of a point set.

We will use these tools many times in succeeding chapters.

### 3.1.1. Representation of Half-Spaces and Their Intersection

The first reguirement of any representation of a geometric object is that it contain all of the necessary information to describe the object, and the second requirensent is that it provicle the information efficiently (both for encoding and decoding). We shall first describe such a representation for the two-dimensional case (half-planes and intersections of half-planes) and then extend our representation to an arbitraty number of dimensions. The details of our representation can be easily modified to a number of forms that can be reduced to one another in constant time for a single object.

We represent a half-plane by the line bounding the half-plane and a single bit to Indicate which side of the line the half-plane is on. There are many ways to represent the boundary line, but we will use the slope-intercept form with the understanding that vertical (or near-vertical) lines will require exceptional handling (Appendix 1). 4 The half-plane

$$
y \leq a x+b
$$

can thus be represented as ( $a, b, 0$ ) and the half-plane

$$
y \geq a x+b
$$

can be represented as ( $a, b, 1$ ). In a computer these may be three (scalar) variables or, if there are many half-planes, three elenients of an array.

The representation of the intersection of $N$ half-planes is more interesting. Certainly one (cheap) method is to represent the $N$ half-planes as described above and include a scalar flag INT that indicates that the intersection is intended. This has the advantage of representing the intersection fast (in linear time) but the disadvantage that it doesn't heip us quickly answer important questions about the Intersection, such as "is the intersection empty?". Another possibility is to append to each of the $N$ half-planes a flag that indicates whether or not part of the

[^2]boundary of the half-plane is also a boundary of the intersection. (If the boundary of half-plane $I$ does not meet the interscetion of the $N$ half-planes, then half-plaine $i$ is redundant.) This representation enables us to answer quickly whether or not the intersection is empty but in the worst case it does not enable a faster solution to questions of the form "ls point $P$ inside the intersection?". To answer such questions quickly we must store the nonredundant half-planes in sorted order. Since the intersection of $N$ half-planes is a (possibly empty) convex polygonally bounded region with at most $N$ edges, the representation that we will use is the quadruple
$$
(V, M[1: V], B[1: V], F[1: V]) .
$$

Here $V$ is the number of edges in the intersection, $M$ and $B$ are the slope and intercept, respectively, of the lines determined by the $V$ edges, sorted in counterclockwise order, and $F$ is a bit vector that allows us to quickly distinguish the inside from the outside of the intersection.

The representation of $N$ K-dimensional half-spaces is a simple extension of the two-dimensional case. If the half-space is

$$
x_{k} \leq \sum_{i=1}^{k-1} a_{i} x_{i}+a_{k}
$$

then the representation is simply

$$
\left(a_{1}, a_{2}, \ldots a_{k-1}, a_{K}, 0\right) .
$$

Similarly, if the " $\leq$ " is replaced by a " $\geq$ " in the equation above, then the " $O$ " will be replaced by a " 1 " in the representation. In a computer, we can represent $N$ $K$-dimensional half-spaces in one large array $A[1: N, O: K]$ where the "side" bits are stored in the entries $A[1,0]$.

The intersection of $N$ K-dimensional half-spaces is more difficult to represent. This is because the total number of vertices, edges, faces, hyperfaces, etc. grows exponentially will K. (If we choose to record only the half-spaces with flags that indicate for each half-space whether or not it is redundant, then only linear storage
is required. Unfortunately, as we mentioned for the twe-dimensional case, we would not then be able to answer quickly questions of the form "Is point $P$ in the intersection?".) We must first establish some terminology. Let a vertex be called a 0 -face, an edge a 1 -face, and, in general, a j-dimensional piece of the intersection be a j-face. We will represent the intersection of $K$-dimensional faces by enumerating the j-faces (for $0 \leq j \leq K-1$ ) and recording how they are interconnected. The representation of the intersection of $\mathrm{N} K$-dimensional half-spaces is the sepluple
(H, F, V, Connect1, Comnect1Ptr, Connect2, Connect2Ptr),

## where

$H[1: h, 1: K]$ represents the set of $h$ fiats determined by the $K-1$-faces of the intersection,
$F[1: h]$ is a bit-vector of flags that enable us to distinguish the inside from the outside of the intersection.
$\mathrm{V}[1: v, 1: K]$ is the set of $v$ vertices determined by the $N$ half-spaces, Connect 1 is a table of 1 -faces used by Connect 1 Ptr, Connect $1 \mathrm{Ptr}[1, 山]$ is the subscript of Connect1 for the first $1+1$-face that the Jth 1 -face bounds,

Connect? is a table of 1 -faces used by Connect2Ptr,
Connect2Ptr[1,J] is the subscript of Connect2 for the first 1-1-face that determine the Jth i-face, in counterclockwise order,

Note that the four "Comect" arrays are jagged arrays rather than rectangular arras:. They are also redundant, for ease of use.

### 3.1.2. Lower Bound

We prove an $\Omega(N \log N)$ time lower bound for the intersection of $N$ half-planes by demonstrating that an algorithm that intersects half-planes can be used to sort. (The lower bound applies for all half-spaces of dimension $K \geq 2$ because half-planes are Just a special case of $K$-dimensional half-spaces.) Our construction follows that of Shamos [91].

Theorem 1: The intersection of $N$ half-planes requires $\Omega(N \log N)$ time in the worst case.

Proof: Given $N$ real numbers $a_{i}, i=1, \ldots N$ we construct $N$ half-planes $h_{i}$ by

$$
n_{i}: y \geq a_{i} x+\left(a_{i} / 2\right)^{2} .
$$

These half-pliness $h_{i}$ contain the origin and are bounded by lines that have slope $a_{i}$ ald are tangent to the parabola $y=x^{2}$. The intersection of the $h_{i}$ is a convex polygonal region whose edges are sorted by slope. We simply read off the slopes of these edges to obtain the $a_{i}$ in sorted order.

The proof of the lower bound for intersection of half-planes requires a lower bound for sorting under a model of computation that can support the operations used in our construction above. This has been provided by Friedman [43], wiso proved an $\Omega(N \log N$ ) time lower bound for sorting under a model of computation that allows analytic functions of the input. Since our construction requires only analytic functions, the $\Omega(N \log N)$ lower bound for sorting applies also to the intersection of half-planes.

### 3.1.3. Intersection of Half-Planes

Shamos [89] and Shamos and Hoey [94] show that the intersection of $N$ half-planes has time complexity $\Theta(N \log N)$. Their algorithm for constructing the intersection in $O(N \log N)$ time recursively applies their linear-time algorithm for intersecting two convex N -gons. The algorithm that we describe below, on the other hand, is basped on a grometric transform (point / flat duality) that maps the problem of intersecting half-iblancs to two problems of constructing the convex hull of a planar set of points (and a simple intersection problem.) Furthermore, it extends to ligher dimensions (unlike Shamos and Hoey's algorithm). We next describe the decomposition of the two-dimensional problem into three subproblems. The following sections characterize redundant half-planes, introduce the point / flat duality transform and then apply the transform to the intersection of half-planes.

### 3.1.3.1. The Two-Dimensional Problem

In Figure 3-1 we illustrate the intersection of N half-planes. The intersection itself is indicated by the shaded region. We partition the half-planes into two sets, UPPER and LOWER. $\Lambda$ half-plane is in set UPPER if the line at its boundary is above the rest of the half-plane. Similarly, a half-plane is in the set LOWER if the line at its boundary is below the rest of the half-plane. (if any boundary lines are vertical, then we rotale all $N$ half-planes a small angle.) The reason that we produce this partition is that the (ransform (lo be described) actually applies only to lines, not half-planes. Since each line may be associated with two half-planes, we partition the set of half-planes into two parts so that the half-plane determined by a line will not be ambiguous. Our partition of the half-planes also enables us to divide the problem of intersecting the half-planes into three parts:

1. Construction of $U$, the intersection of the UPPER half-planes;
2. Construction of $L$, the intersection of the LOWER half-planes, and
3. The intersection of $U$ and $L$.

(a)

(b)

Figure 3-1: (a)Intersection of $N$ half-planes., (b) Intersection of regions $U$ and $L$.

As shown in figure $3-1 \mathrm{~h}$, part (3) is relatively eosy. If $U$ and $L$ have $O(N)$ - vertices, then the intersection (shaded region) can be constructed in $O(N)$ time. We
describe the algoritlm in detail as Algorithm IntersectChains below.

## Algorithm IntersectChains

Inpul: Intersections of half-planes $U=(N 1, U M[1: N 1], U B[1: N 1]$ ) and $L=$ (N2, LM[1:N2], LB[1:N2]) where N1 and N2 are integers such that $N=N 1+N 2$ and $U M, U B, L M$, and $L B$ are the slopes and intercepts of the lines determined by the edges of $U$ and $L .5$ The edges are sorted in counterclockwise order:

$$
\begin{aligned}
& U M[1]<U M[2]<\ldots<U M[N 1] \\
& L M[1]<L M[2]<\ldots<L M[N 2]
\end{aligned}
$$

Output: Integer E (number of vertices of the intersection), arrays $M[1: E], B[1: E]$ (slopes and intercepts of the E edges), bit vector $F[1: E]$ to distinguish the inside from the outside of the half-planes.

Time: $O(N)$, Space: $O(N)$.

1. Scan $U$ and $L$ (vectors $U M, U B, L M$, and $L B$ ) from left to right until two segments intersect at a point $P$. (If no segments intersect then the intersection of $U$ and $L$ is empty.) The scan can be done in $O(N)$ time in a manner similar to the $O(N)$ time merge in the merge sort algorithm.
2. Scan $U$ and $L$ from right to left until two segments intersect at a point Q.
3. If $P \neq Q$, then return (in vectors $M$ and $B$ ) the concatenation of the chains of line segments of $U$ and $L$ between points $P$ and $Q$.
4. If $P=Q$, then the intersection is unbounded (or just the point $P=Q$ ). In the case of an unbounded intersection we must determine whether to return the chains to the left of $P$ or the chains to the right of $P$. This can be determined by comparing the slopes of the rays bounding the left and right sides of $U$ and $L$. If the slope of the left ray of $U$ is less than the slope of the left ray of $L$, then return the chains to the left of $P$. Otherwise, return the chains to the right of $P$.
[^3]We have just sern how to construct efficiently the intersection of N half-planes, given $U$ and $L$, the intersections of the UPPER and the LOWER half-planes. Now we must design a fast algoritim for constructing $U$ and $L$. Since the construction of $L$ is so similar to the construction of $U$, we will describe only the construction of $U$.

### 3.1.3.2. Peciundaní Half-Planes

Assume that the $N$ half-planes are all UPPER half-planes. Some of these half-planes, such as half-plane $k$ in Figures $3-2(a)$ and (b), do not bound any side of the region of intersection. It would be nice if we could find all such half-planes and throw them away since they do not contribute to the final result. Once that is done, we can find the intersection of the UPPER half-planes rather easily. As we can see in Figure 3-1 (i), the slopes of the sides of the chain $U$ are monotonic decreasing as we traval from left to right. Given the lines determined by the sides, we need only sort the lincs by slope to determine the order in which they intersect to form the sides. Since the sort costs only $O(N \log N)$ time, we can construct the intersection of the UPPER half-planes in $O(N \log N)$ time, once the redundant half-planes have been eliminated.

(a)

(b)

(c)

Figure 3-2: (a) \& (b) - $k$ is redundant, $(c)-k$ is nonredundant.

How do we determine which half-planes are redundant and which are not? There are two conditions that we need to check.

Thenrem 2: An UPRER half-plane $k$ is redundant with respect to UPPER half-planes $i$ and $j$ iff
(A) Line $k$ is above the point $P$ where lines $i$ and $j$ meet, and
(B) The slope of line $k$ lies between the slopes of lines $i$ and $j$.

Proof: The half-spaces $i$, $j$, and $k$ are

$$
y \leq a_{i} x+b_{j}, \quad y \leq a_{j} x+b_{j}, \quad \text { and } \quad y \leq a_{k} x+b_{k}
$$

and lines $i$ and $j$ meet at point

$$
P=\left(P_{x}, P_{y}\right)=\left(-\left(b_{i}-b_{j}\right) /\left(a_{j}-a_{j}\right),\left(a_{i} b_{j}-a_{j} b_{j}\right) /\left(a_{i}-a_{j}\right)\right) .
$$

(Sen 「igurn 3-2.) Half-plane $k$ is redunclant with respect to half-planes $i$ and $j$ iff line $k$ lies above the two rays $r_{j}$ and $r_{j}$ originating at point $P$ and defining the boundaries of the intersection of half-spaces $i$ and $j$. There are six possible cases to consider:

$$
\begin{gathered}
0<a_{i}<a_{j}, \quad 0<a_{j}<a_{i}, \quad a_{i}<0<a_{j} \\
a_{j}<0<a_{i}, \quad a_{i}<a_{j}<0, \quad \text { and } a_{j}<a_{i}<0 .
\end{gathered}
$$

Since many of these are equivalent, we need to prove only the two cases

$$
0<a_{j}<a_{i} \quad \text { and } \quad a_{j}<0<a_{i} .
$$

Case (1) $0<a_{j}<a_{i}$ : The ray $r_{i}$ points (downward) in the direction ( $1,-a_{i}$ ) and the ray $r_{j}$ points (upward) in the direction ( $1, a_{j}$ ). Line $k$ lies above $r_{i}$ and $r_{j}$ iff

$$
\begin{align*}
& P_{y}-a_{i} u \leq a_{k}\left(P_{x}-u\right)+b_{k}, \forall u \geq 0 \text { and }  \tag{1}\\
& P_{y}+a_{j} u \leq a_{k}\left(P_{x}+u\right)+b_{k}, \forall u \geq 0 . \tag{2}
\end{align*}
$$

Letting $u=0$ in either (1) or (2), we see that line $k$ lies above point $P$, satisfying condition ( 1 ) above. To prove condition ( $B$ ), that $a_{k}$ lies between $a_{j}$ and $a_{j}$, we divide by $u$ in (1) and (2) and then take the limit as $u \rightarrow a$, obtaining $a_{i} \geq a_{k}$ and $a_{j} \leq a_{k}$, respectively. Conversely, if (A) is satisfied ( $P_{y} \leq a_{k} P_{x}+b_{k}$ ) and ( $B$ ) is satisfied ( $0<a_{j}<a_{k}<a_{i}$ ), then inequalities (1) and (2) immediately follow.

Case (2) $a_{j}<0<a_{i}$ : The ray $r_{i}$ points (downward) in the direction ( $1,-a_{j}$ ) and the ray $r_{j}$ points (clownw/ard) in the direction ( $1,-a_{j}$ ). Line $k$ lies above $r_{i}$ and $r_{j}$ iff inequallies (1) and (2) hold. The proof is very similar to the proof for Case (1).

How fast can we determine (non)redunclancy for each of the $N$ UPPER half-planes? Certainly one approach is to test all pairs of half-planes $i$ and $j$ for each half-plane $k$. That costs $O\left(N^{3}\right)$ time, though, which leaves much room for
improvement. In the next section we show an entirely different way of looking at this problen that solves it in a natural and efficient way.

### 3.1.3.3. A Point / Line Duality Transform

In this section we present a transform that exploits a natural duality between points and lines in the plane. A line in slope-intercept form ( $y=a x+b$ ) is uniquely identified by the pair $(a, b)$. (This transform will not work for vertical lines.) We thus have a natural mapping from lines to points. We can also map points to lines. For an arbitrary point ( $x, y$ ) the set of all lines (in slope-intercept form) that pass through that point can be represented by the set $\{(a, b) \mid y=a x+b\}$. This transforms a point $(x, y)$ to a line $b=-x a+y$. Points thus transform to lines and lines transform to points by the formulas

$$
\begin{gathered}
y=a x+b \quad \rightarrow \quad(a, b), \text { and } \\
(x, y) \rightarrow b=-x a+y .
\end{gathered}
$$

This duality is illustrated in Figure 3-3.


Figure 3-3: Point / Line Duality

This transform has an interesting property: Distances in the $y$-coordinate between points and lines are precerved. ${ }^{6}$ The difference in $y$ coordinate between

[^4]point ( $c, d$ ) and line $y=e x+f$ is $d-(e c+f)$. The difference in the transforms $b=-c a+d$ and $(e, f)$ is $(-c e+d)-f$, which is the same. It follows from this that incidence is preserved. ${ }^{7}$ If point ( $c, d$ ) is on line $y=e x+f$, then it holds also for their transforms -- point $(c, f)$ is on line $b=-c a+d$. Note further that not only is the magnitude of the distance (in the $y$-coordinate) preserved but also its sign. Thus, above/belowness is preserved. If ( $c, d$ ) is above (below) line $y=e x+f$, then the transform of ( $c, d$ ) is above (below) (he transform of $y=e x+f$.

There is another property of the transform that we should mention. The transform is not involutory, but composition of it four times produces the following:

$$
(x, y) \rightarrow b=-x a+y \rightarrow(-x, y) \rightarrow b=x a+y \rightarrow(x, y)
$$

Only a slight change is required to make the transform its own inverse: express lines in the form $y+a x+b=0$ rather than $y=a x+b$. Then it is true that $y+a x+b=0 \sim(a, b)$. But this has the unfortunate side effect that above/belowness between points and lines is not preserved; it is reversed. If point ( $c, d$ ) is above line $y+e x+f=0$ then the transform of ( $c, i$ ) will be below the transform of line $y+e x+f=0$.

### 3.1.3.4. Application of the Transform to the Two-dimensional Problem

We now show how the transform enables us to intersect the UPPER (or LOWER) half-pianes fast. More specifically, the transform enables an efficient mechanism for eliminaling the "redundant" half-planes. Recall the two conditions for redundancy of an UPPER half-planc: a half-plane $k$ is redundant iff there exist half-planes $i$ and $j$ such that ( 1 ) line $k$ is above the point $P$ where lines $i$ and $j$ intersect, and (2) the slope of $k$ is between the slopes of lines $i$ and $j$. In the $a b$ plane there is a corresponding interpretation.

In Figure 3-4, line $k$ is above point $P$ in the $x y$ plane. This is transformed to a point $k$ that is above line $P$ in the ab plane. (Above/belowness between lines and

[^5]

Figure 3-4: Transform of a redindant half-plane.
points is prescrved by the transform.) The slope of a line in the xy plane is the a coordinate of the corresponding point in the ab plane. Line $k$ thus has a slope between the slopes of lines $i$ and $j$ and transforms to a point $k$ with a coordinate between the a coordinates of points $i$ and $j$ in the ab plane. Figure $3-5$ shows the result of applying the transiorm to a set of iN UPPEn half-planes. A point in the ab plane corresponds to a redundant half-plane iff it is directly above one (or more) of the line segments determined by the $N-1$ other points.


Figure 3-5: Transform of $N$ UPPER half-planes.

Theorem 3: Given a set of N UPPER half-planes of the form

$$
y \leq a_{i} x+b_{i}
$$

and a mapping

$$
y \leq a_{i} x+b_{i} \quad \rightarrow \quad\left(a_{i}, b_{i}\right)_{1}
$$

the nomredundant half-planes correspond to those points on the bottom part of the convex hull of the $N$ points

$$
\left(a_{i}, b_{i}\right)
$$

Proof: The proof is in two parts: (1) a point on the bottom part of the convex hull corresponds to a nomredundant half-plane, and (2) a nonredundant half-plane transforms to a point on the bottom part of the
convex hull of the $N$ points.

1. Let $\Gamma$ be a point on the bottom part of the convex hull of the $N$ points in the ab plane. $P$ does not lie above any segment connecting two of the $N$ points because $P$ would then not be on the bottom part of the hull. It follows that $P$ can not be redundant.
2. If a half-plane $P$ is nonredundant, then it transforms to a point $P$ that does not lie above any segment connecting two of the $N-1$ other points in the ab planc. $P$ must be on the bottom part of the convex hull because otherwise it would lie above such a segment.

We have reduced the problem of intersecting $N$ UPPER half-planes to the problem of construcling the (botlon part of the) convex hull of $N$ points. The convex hull of $N$ points in the plane can be constructed in $O(N \log N)$ time [48]. This leaves only the detail of separating the top fron the bottom part of the hull. To do that, we find the leftmost point of the hull in $O(N)$ time and then traverse the hull on the bottom side until the rightmost point is reached.

Theorem 1: The intersection of N half-planes can be consiructed in $O(N \log N)$ time.

Proof: We have broken the problem of intersecting $N$ half-planes into three parts. Part (1), the intersection of the UPPER half-planes, has been shown to cost only $O(N \log N)$ time. Part (2), the intersection of the LOWER half-planes, is equivaient to part (1) so it can also be done in $O(N$ $\log N$ ) time. Part (3), the intersection of the resulls of parts (1) and (2), costs only $O(N)$ time. The intersection of $N$ half-planes can thus be solved in $O(N \log N)$ time.

It is interesting to note that we can also use an intersection of half-planes algoritlm to proctuce a convex hull of points algorithm. We first transform all $N$ points to UPPER half-planes by the formula

$$
(x, y) \rightarrow b=x a+y
$$

and intersect the half-planes. We transium back to obtain the lower part of the hull. Then we traniform all is points to LOWER malf-planes and intersect the half-planes and transiomm back for the upher part of the hull. Merging the upper and lower parts is trivial, since ihe: leftmost and rightmost points will be in each one. The total lime required is $O(N \log N)$.

### 3.1.4. Intersection of Three-Dimensional Ha!t-Spaces

The techmigue that we just used in two dimensions can be extended to the intersection of $N$ UPPCR (or $N$ LOWER) three-dimensio:al half-spaces. (Zolnowsky [106] and Preprarata and Muller [8,4] describe all the details require to solve the general problem of intersecting threc-cimensional half-spaces.) The following: sections extend the concept of redundant haif-space to three dimensions and apply the (three-climensional) point / flat duality to construct the intersection of $N$ UPPER half-spaces in $O(N \log N)$ time.

### 3.1.4.1. Reciundancy in Threa Dimensions

The algorithm for constructing $U$ in three dimensions is analogous to the algorithm for the two-dimensional case. We first transform the $N$ UPPER half-spaces to $N$ points in abc space and construct the (bollompart of the) convex hull of the points in $O(N \log N)$ time. The points athove the bottom part of the convex hull correspond to "redunctant" hali-spaces and can be discarded. To form $U$ we simply apply an inverse transform to the botton part of the convex hull. We will now describe this procedure in detail.

Assume that there are $N$ UPPER haif-spaces. Some of these half-spaces contribute to the intersection $U$ and some are "redundant," such as half-space $M$ in Figure 3-6. For the plime there are two simple conditions for redundancy of a half-plane. In tires dimensions there are two analogous conditions for a half-space. The first comdition for redundancy of a half-space in is that plane $M$ be above the point $P$ whers planes $1, J$, and $K$ intersica, as in Figure 3-6. The second condition, the "beiwarmnoss of slones" concition, is more complicated to express. The


Figure 3-6: A redundant half-space.
purpose of thc "betweenncss of slopes" condition is to ensure that a plane above the point $P$ camot drop down last enougli to enter the region below planes $l, J$, and K. We will now derive an algebraic description of these two conditions.

Let plane $M$ be written

$$
z=a_{M} x+b_{M} y+c_{M}
$$

and let planes $I, J$, and $K$ be written

$$
\begin{aligned}
& z=a_{1} x+b_{j} y+c_{j} \\
& z=a_{j} x+b_{j} y+c_{j} \text { and } \\
& z=a_{k} x+b_{k} y+c_{k} .
\end{aligned}
$$

The point $P=\left(P_{x}, P_{y}, P_{z}\right)$ where planes $I, J$, and $K$ mect is defined by

$$
\left[\begin{array}{lll}
-a_{1} & -b_{1} & 1  \tag{3}\\
-a_{J} & -b_{j} & 1 \\
-a_{k} & -b_{k} & 1
\end{array}\right]\left[\begin{array}{l}
P_{x} \\
P_{y} \\
P_{z}
\end{array}\right]=\left[\begin{array}{l}
c_{1} \\
c_{j} \\
c_{k}
\end{array}\right] .
$$

The three rays $r_{I J}, r_{J K}$, and $r_{K I}$ can be expressed as vectors originating at point $P$. The directions of these three vectors are obtained by computing the cross products of the normals to planes $1, J$, and $K$. For example,

$$
r_{1 J}=\left(\alpha_{\mid J}, \beta_{1,}, \gamma_{\mid J}\right)=\left|\begin{array}{ccc}
\overline{1} & \bar{J} & \bar{K} \\
a_{i} & b_{1} & -1 \\
a_{j} & b_{j} & -1
\end{array}\right| \times\left|\begin{array}{lll}
a_{1} & b_{1} & -1 \\
a_{j} & b_{j} & -1 \\
a_{k} & b_{k} & -1
\end{array}\right|
$$

where $\overline{1}, \bar{J}$, and $\bar{K}$ are unit vectors along the $x, y$, and $z$ axes, respectively. (Similarly for $\mathrm{r}_{\mathrm{JK}}$ and $\mathrm{r}_{\mathrm{K} 1}$.) We may now express the two conditions for redundancy of a half-space.

Theorem 5: Let UPPER half-spaces $1, J, K$, and $M$, point $P$, ditid rays $\mathrm{r}_{\mathrm{J}}$, $r_{J K}$, and $r_{K}$ be as given above. Half-space $M$ is redundant with respect to half-spaces $I$, $J$, and $K$ iff

$$
\begin{equation*}
a_{M} P_{x}+b_{M} P_{y}+c_{M} \geq P_{z} \tag{4}
\end{equation*}
$$

and

$$
\begin{align*}
& a_{M i} \alpha_{J J}+b_{M i} ; \beta_{1 J} \geq \gamma_{1 J} \\
& a_{M M} \alpha_{J K}+b_{M} \beta_{j K} \geq \gamma_{J K}  \tag{5}\\
& a_{M 1} \alpha_{K 1}+b_{M i} \beta_{K 1} \geq \gamma_{K 1}
\end{align*}
$$

Proof: $M$ is redumslant iff it lies above all points of the three rays $r_{W}$, $r_{J K}$, and $r_{K 1}$. But $M$ lies above these three rays iff

$$
\begin{aligned}
& a_{M}\left(P_{x}+u \alpha_{1 J}\right)+b_{M}\left(P_{y}+u \beta_{1 J}\right)+c_{k S} \geq\left(P_{c}+\| \gamma_{i j}\right): \forall 1 \mid>n . \\
& a_{M}\left(P_{k}+u \alpha_{J K}\right)+b_{M}\left(P_{y}+u \beta_{J K}\right)+c_{M} \geq\left(P_{z}+u r_{j-j}!\text {. } \forall_{1}>n_{n}\right. \text {, and } \\
& a_{M}\left(P_{y}+\| \alpha_{K \mid}\right)+b_{M}\left(P_{y}+u \beta_{k i}\right)+c_{k i}>\left(P_{c}+\| \gamma_{i i i}\right), \forall \|>n
\end{aligned}
$$

Letting $\mathrm{u}=0$ we obtain the first condition (inequality (4)) for redundancy of $M$

$$
a_{M} P_{x}+b_{M} P_{y}+c_{M} \geq P_{z}
$$

and dividing by $u$ and taking the limit as $u \rightarrow \infty$ we obtain the other three conditions (5). Conversely, if the four inequalities of (4) and (5) are satisfied, then $M$ must lie above all points of the three rays $\mathrm{r}_{\mathrm{J}} . \mathrm{r}_{\mathrm{JK}}$, and $\mathrm{P}_{\mathrm{KI}}$. We prove this by simply multiplying both sides of the last three inequalities (5) by a u>0 and adding the result to the first inequality (4). $\square$.

### 3.1.4.2. Application of the Transform to tha lntersection of Half-Spaces

The transform that we use in three dimensions is a straightforward extension of the two-dimensional transform; planes transform to points and points transform to planes. The formulas for the transform are: ${ }^{8}$

$$
\begin{align*}
& z=a x+b y+c \rightarrow(a, b, c), \text { and }  \tag{6}\\
& (x, y, z) \rightarrow c=-x a+-y b+z
\end{align*}
$$

The distance betwesen a point and a plane in the 2 coordinate is preserved by this transform and, most imporlanlly, the sense of above/belowness (in the 2 coordinate) between points and planes is also preserved.

Thcorem G: Let the UPPER half-spuces $1, J, K$, and $M$ transform to points $P_{\mathcal{F}}, P_{j}, F_{K}$, and $P_{M}$ by the transform ( 0 ). Half-spece $M$ is redundant with rospent to half-spaces 1 , $d$, and $K$ iff point $P_{M}$ is directly above some point in (or on) the triangle determined by points $P_{1}, P_{j}$, and $P_{K}$.

Proof: Plane $M\left(z=a_{M} x+b_{M} y+c_{M}\right.$ ) of Figure 3-6 transforms to the point ( $a_{M}, b_{M}, C_{M}$ ) in abc space, and planes $1, J$, and $K$ transform to the points

$$
P_{1}=\left(a_{1}, b_{1}, c_{1}\right), \quad P_{j}=\left(a_{j}, b_{j}, c_{j}\right), \quad \text { and } \quad P_{K}=\left(a_{K}, b_{K}, c_{K}\right)
$$

The inerfuality ( 1 ) (of the previnus section) for redundancy of half-space $M$ (point ( $\left.a_{M} \cdot{ }^{b} M \cdot c_{M}\right)$ ) can be rewritten

$$
c_{M} \geq\left(-P_{x}\right) a_{M}+\left(-P_{y}\right) b_{M}+P_{z}
$$

The interpectation in abc space is that point $\left(a_{M}, b_{M} \cdot c_{M}\right)$ lics above the plane

$$
c=\left(-P_{x}\right) a+\left(-P_{y}\right) b+p_{z}
$$

By insprection of Equation (3) we also see that this plane is determined by the thren points $P_{f}, P_{J}$. and $P_{k}$. The three "betweenness of slopes" conditions ( $G$ ) define three vertical planes, cach of which passes through two of the three points $P_{1}, \Gamma_{j}$ and $P_{K}$. Since half-spaces $l, J$, and $K$ are all UPPER half-spaces, the set of redundant points $P_{M}$ is a bounded

[^6]region of abce space. The intersection of the three half-spaces of conditions (5) and the half-space (4) is therefore the region in, on, or above the triangle determined by points $P_{l}, P_{J}$ and $P_{K}$.

Corollary: Let the $N$ UPFCR half-spaces $H_{1}, H_{2}, \ldots H_{N}$ transform to points $P_{1}, P_{2}, \ldots P_{N}$ by Equation ( 0 ). A half-space $H_{1}$ is redundant iff point $P_{1}$ does not lie on the bottom part of the convex hull of points $P_{1}$, $\mathrm{P}_{2}, \ldots \mathrm{P}_{\mathrm{N}}$.

We can construct the (bottom part of the) convex hull of $N$ three-dimensional points in $O(N \log N)$ time. We do this by augnenting the algorithm of Preparata and Hong [83] for constructing the (entire) convex hull with a mechanism for separating the bottom part of the hull from the top. One way to do this is to maintain with each face $F$ of the convex hull a vector perpendicular to $F$ that points toward the inside (as opposed to the outside) of the hull. The bottom faces of the hull are those faces whose vectors point upward and the vectors for the top faces point downward. (Note that there will be some vertices in both the top and bottom parts of the hull. These are the vertices that bound both top and bottom faces.) The bottom and top parts of the convex hull are therefore separable in $O^{\prime}(N)$ time, once the entire convex hull is constructed in $O(N \log N)$ time.


Figure 3-7: Transform of a convex hull.

To find the intersection of the UPPER half-spaces, we must transform the bottom part of the convex hull to xyz space. The $O(N)$ vertices transform, of course, to planes. But there is much more information than that in the convex hull. For instance, defining each face of the hull there are three coplanar vertices $I, J$, and $K$.

9 The plane that these vertices define is transformed to a point in xyz space. This point is where phancs $I$, d, and $K$ (of $x y z$ space) intersect. (This follows from the fact that the transform preserves incidence between points and planes.) Also, as illustrated in rigure 3-7, if faces $F_{K}$ and $F_{L}$ of the (bottom part of the) convex hull share an edge $V_{1} V_{J}$, then in $x y z$ space faces $V_{1}$ and $V_{J}$ share an edge $F_{K} F_{L}$. In fact, even the unbouncled faces of $U$ in xy\% space can be obtained from the transform. These faces of $U$ correspond to vertices at the boundary between the top and bottom parts of the convex hull in alic space. Little computation is thus required to construct $U$ after the transform from abc space since all the faces, vertices, edges, etc. are directly obtainable from the transform. We have

Theorem 7: The intersection of $N$ UPPER three-dimensional half-spaces can be constructed in $O(N \log N)$ time.

Pronf: Since the transform ensts only $O(N)$ time, the total time to construct $U$ is dominated by the time to construct the convex hull in abc space, which is $O(N \log N)$ time.

### 3.1.5. Intersecting Hali-spaces in Four or More Dimensions

Suppose that in $K$ dimensioins we can construct the convex hull of $N$ points in $H(N, K)$ time; we can then construct the intersection of $N$ UPPER K-dimensional half-spaces in $O(\|(N, K))$ tims. The algorithm is a straightforward extension of the one that we used in the three-dimensional case. We first transform the N half-spaces to $N$ points in K-space. Then we construct the convex hull of these $N$ points in $H(N, K)$ time. Then we partition the top from the boltom part of the hull and transform the bottom part back to obtain the intersection of the $N$ UPPER half-spaces. of the hull, and transform the bottom (top) part of the hull back.

In this section we present an algebraic description of the components of the $K$-dimensional algorithm. The first step is to describe algebraically the conditions under which an UPPER half-space $M$ is redundant with respect to a set $S$ of $K$ UPPER

[^7]half-spaces. We then present a general duality transform for K-space and interpret the conditions for rechunclancy in the transform space. Finally, we characterize redundancy among $N$ UPPCR half-spaces in terms of the convex hull of the $N$ points to which they transform.

### 3.1.5.1. Algebraic Description of Ficcuardancy

We must first introduce some terminology. Let a "j-face" of a K-dimensional polytope be denoted as follows: a vertex is a 0 -face, an edge (a line segment) is a 1 -face, etc. Let $S$ be a set of $K$ UPPER $K$-dimensional half-spaces defined by

$$
x_{k} \leq \sum_{j=1}^{K-1} a_{i, j} x_{i}+a_{i n}, i=1, \ldots, k
$$

and let $M$ be an UPPER $K$-dimensional half-space defined by

$$
x_{K} \leq \sum_{j=1}^{K-1} a_{M_{1}} x_{j}+a_{M K}
$$

Let the matrices $B$ and $C$ be defined by

$$
B=\left[\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1, k-1}-1 \\
a_{21} & a_{22} & \cdots & a_{2, k-1}-1 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
a_{k 1} & a_{k 2} & \cdots & a_{k, k-1} & -1
\end{array}\right] \text { and } C=-\left[\begin{array}{c}
a_{1 k} \\
a_{2 k} \\
\cdot \\
\cdot \\
\cdot \\
a_{k k}
\end{array}\right]
$$

The flats bounding the $K$ half-spaces of $S$ meet at a point $P=\left(P_{1}, P_{2}, \ldots, P_{K}\right)$ defined by

$$
\begin{equation*}
B P^{\prime}=C . \tag{7}
\end{equation*}
$$

In three dimensions the planes 1 , $J$, and $K$ determine three rays $r_{I J}, r_{J K}$, and $r_{K I}$ originating at point $P$. In $K$ dimensions we have $K$ such rays, denoted $r_{1}, r_{2}, \ldots r_{K}$ where $r_{1}$ is the ray determined by the $K-1$ elemonts of $S=\{i\}$. If ( $\alpha_{i 1}, \alpha_{i 2}, \ldots \alpha_{i K}$ ) is a vector pointing in the same direction as ray $i$, then we may write ray $i$ in
parametric form as

$$
\left(x_{1}, x_{2}, \ldots x_{K}\right)=\left(p_{1}, P_{2}, \ldots p_{K}\right)+u\left(\alpha_{i 1}, \alpha_{i 2}, \ldots \alpha_{i K}\right), u \geq 0 .
$$

On the other hand, each point ( $x_{1}, x_{2}, \ldots x_{K}$ ) of ray $i$ must also lie on ail $K-1$ flats of $S$ - $\{i\}$ :

$$
\left[\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1, k-1} & -1 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\vdots & \cdot & \cdot & \cdot & \cdot \\
a_{i-1,1} & a_{i-1,2} & \cdots & a_{i-1, k-1} & -1 \\
a_{i+1,1} & a_{i+1,2} & \cdots & a_{i+1, k-1} & -1 \\
\cdot & \vdots & \cdot & \cdot & \cdot \\
\vdots & \cdot & \cdot & \cdot & \cdot \\
a_{k 1} & a_{k 2} & \cdots & a_{k, k-1} & -1
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
x_{k}
\end{array}\right]=\left[\begin{array}{c}
a_{1 k} \\
\cdot \\
\cdot \\
a_{i-1, k} \\
a_{i+1, k} \\
\vdots \\
\cdot \\
a_{k k}
\end{array}\right] .
$$

Combining these two equations we obtain

$$
\left[\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1, k-1} & -1 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
a_{i-1,1} & a_{i-1,2} & \cdots & a_{i-1, k-1} & -1 \\
a_{i+1,1} & a_{i+1,2} & \cdots & a_{i+1, k-1} & -1 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\vdots & \cdot & \cdot & \cdot & \cdot \\
a_{k 1} & a_{k 2} & \cdots & a_{k, K-1} & -1
\end{array}\right]\left[\begin{array}{c}
a_{i 1} \\
a_{i 2} \\
\cdot \\
\cdot \\
a_{i k}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\cdot \\
\cdot \\
0
\end{array}\right]
$$

To solve this system of $K-1$ equations in $K$ unknowns we take advantage of the following property of cofactors:

$$
\begin{array}{rlrl}
\sum_{j=1}^{K} b_{i j} \operatorname{cof}_{m i}(B) & =\operatorname{det}(B), & \text { if } i=m  \tag{8}\\
& =0 & i f i \neq m .
\end{array}
$$

where $\operatorname{cof}_{i j}(B)$ is the cofactor of $b_{i j}$. It follows that the general solution is

$$
\left(\alpha_{i 1}, \alpha_{i 2} \cdots, \alpha_{i K}\right)=c_{i} \times\left(\operatorname{cof}_{i 1}(E), \operatorname{cof}_{i 2}(B), \ldots, \operatorname{cof}_{i K}(B)\right)
$$

Where $c_{i}$ is a constant for each $i$. The choice of $c_{j}$ is not entirely arbitrary since $S G N\left(c_{i}\right)$ determines whether ray $i$ points up or down. The correct choice for $c_{i}$ satisfies

$$
p_{K^{\prime}+\alpha_{i K}}<\sum_{j=1}^{K-1} a_{i j}\left(P_{j}+\alpha_{i j}\right)+a_{i k}
$$

because each point of ray $i$ (heyond point $P$ ) should lie below the half-space i. Using the definition of $P$ and the above properties of cofactors we can prove that $0 \leq c_{j}$ det( $\left.B\right)$. The vectors $\alpha$ are therefore chosen to be

$$
\left(\alpha_{i 1}, \alpha_{i 2}, \ldots, \alpha_{i K}\right)=\operatorname{det}(B) \times\left(\operatorname{cof}_{i 1}(B), \operatorname{cof}_{i 2}(B), \ldots \operatorname{cof}_{i K}(B)\right)
$$

Theorem 8: Let the UPPER half-space $M$, the set $S$ of $K$ UPPER $K$-dimensional half-spaces, point $P$, and $K$ rays $r_{i}$ be as given above. Half-space $M$ is redundant with respect to the $K$ half-spaces of $S$ iff

$$
\begin{equation*}
P_{K} \leq \sum_{j=1}^{K-1} a_{M j} P_{j}+a_{M K} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{K-1} \alpha_{i j} a_{M j} \geq \alpha_{i K}, \quad i=1, \ldots, K \tag{10}
\end{equation*}
$$

Proof: llalf-space $M$ is redundant iff flat $M$ lies above the rays $r_{j}, i=$ 1, ...,K. We can express this condition as

$$
P_{K}+u \alpha_{i k} \leq \sum_{j=1}^{K-1} a_{M j}\left(P_{j}+u \alpha_{i j}\right)+a_{M i K}, \forall \|>n_{i} i=1, \ldots, K .
$$

If $M$ is redundant, then wie can abtain condition (9) by simply setting $u=$ O. Condition (10) results from dividing by $u$ and taking the limit as $u \rightarrow \infty$. Conversely, if conditions ( $B$ ) and (10) are satisfied, then $M$ must be redundant. Simply multiply condition (10) by $u \geq 0$ and add the resuit to conclition ( 9 ).

### 3.1.5.2. The Gencral Tranciorm

Before we call characterize redundancy in the transform space, we must first elucidate the important properties of the K-dimensional transform. This transform maps not only flats to points and points to flats, but also j-spaces to K -j-1-spaces.

- General Transform: The transform of a j-climensional subspace of $K$-space is the set of all flats that contain it. This is a $\mathrm{K}-\mathrm{j}-1$-dimensional subspace of flats. Since each flat can be readily represented as a point, however, the transform of the j-climensional subspace is represented as a K-j-1-dimensional subspace of points.

Theorem 0: The gencral transform preserves incidence. In other words, if a $j_{1}$-dimensional subspace of $K$-space is a subspace of a $j_{2}$-dimensional subspace, then the transform of the $j_{2}$-dimensional subspace is a subspace of the transform of the $j_{1}$-dimensional subspace.

Pronf: We may interpret the $j_{1}$-dimensional subspace as an intersection of $K-j_{1}$ flats and the $j_{2}$-dimensional subspace as an intersection of $K-j_{2}$ flats. That is, we may define define the $j_{1}$-dimensional subspace by

$$
\left[\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1, k-1} & -1 \\
a_{21} & \cdot a_{22} & \cdots & a_{2, K-1} & -1 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
a_{k-j 2,1} & a_{k-j 2,2} & \cdots & a_{k-j 2, K-1} & -1 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
a_{k-j 1,1} & a_{k-j 1,2} & \cdots & a_{k-j, K-1} & -1
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
x_{K}
\end{array}\right]=\left[\begin{array}{c}
a_{1 K} \\
a_{2 k} \\
\cdot \\
\cdot \\
\cdot \\
a_{K-j 2, K} \\
\cdot \\
\cdot \\
\cdot \\
a_{K-j 1, K}
\end{array}\right]
$$

and the $j_{2}$-dimensional subspace by

$$
\left[\begin{array}{ccccc}
a_{11} & a_{12} & \cdots & a_{1, k-1} & -1 \\
a_{21} & a_{22} & \cdots & a_{2, k-1} & -1 \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
a_{k-j 2,1} & a_{k-j 2,2} & \cdots & a_{k-j 2, k-1}-1
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
x_{k}
\end{array}\right]=-\left[\begin{array}{c}
a_{1 k} \\
a_{2 k} \\
\cdot \\
\cdot \\
\cdot \\
a_{k-j 2, k}
\end{array}\right] \cdot
$$

The transform of the $j_{j}$-dimensional subspace is the set of points of the form

$$
\left[\begin{array}{c}
x_{i} \\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{k}
\end{array}\right]=\left[\begin{array}{cccccc}
a_{11} & a_{21} & \cdots & a_{k-j 2,1} & \cdots & a_{k-j, 11} \\
a_{12} & a_{22} & \cdots & a_{k-j 2,2} & \cdots & a_{k-j, 2} \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
a_{1 k} & a_{2 k} & \cdots & a_{k-j 2, k} & \cdots & a_{k-j 1, k}
\end{array}\right]\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\cdot \\
\cdot \\
\cdot \\
u_{k-j 2} \\
\cdot \\
\cdot \\
\cdot \\
u_{k-j 1-1} \\
1-\sum_{i=j 1-1} u_{i}
\end{array}\right]
$$

and the transform of the $\mathrm{j}_{2}$-dimensional sulbspace is the set of points of the form

$$
\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
\cdot \\
x_{k}
\end{array}\right]=\left[\begin{array}{cccc}
a_{11} & a_{21} & \ldots & a_{k-j 2,1} \\
a_{12} & a_{22} & \cdots & a_{k-j 2,2} \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
a_{1 k} & a_{2 k} & \cdots & a_{k-j 2, k}
\end{array}\right]\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\cdot \\
\cdot \\
\cdot \\
u_{k-j 2-1} \\
1-\sum_{i=19-1}
\end{array}\right] .
$$

It is easy to see that the transform of the $j_{2}$-dimensional subspace is a subspace of the transform of the $j_{1}$-dimensional subspace.

### 3.1.5.3. Reciunciancy in the Transform Space

Having presented both a sharacterization of redundancy of a half-space and the general duality transform, we can now interpret the conditions for redundancy in the transform space. The $K$ flats bounding the half-spaces of $S$ transform to $K$ points by the formulas

$$
x_{k}=\sum_{j=1}^{K-1} a_{i j} x_{j}+a_{i k} \rightarrow\left(a_{i 1}, a_{i 2}, \ldots, a_{i k}\right), i=1, \ldots, K,
$$

and the flat bounding half-space $M$ transforms to point $M$ by

$$
x_{K}=\sum_{j=1}^{K-1} a_{M j} x_{j}+a_{M k} \rightarrow\left(a_{M 1}, a_{M 2}, \ldots, a_{M K}\right)
$$

Since the transform preserves incidence (Theorem 9 ), the flat determined by the $K$ points $\left(a_{i 1}, a_{i 2}, \ldots, a_{i K}\right), i=1, \ldots, K$ is simply the transform of the point $P$ determined by the $K$ flats of $S$ (Equation (7)). Letting the coordinates of the transform space be $z_{1}, z_{2}, \ldots, z_{K}$, this flat is

$$
z_{k}=\sum_{j=1}^{K-1}\left(-P_{j}\right) z_{j}+P_{k}
$$

We can now interpret the first condition (9) for redundancy of half-space $M$ (with respect to $S$ ) as a condition on point $M$ and the flat determined by the transforms of the $K$ elements of $s$ !

$$
a_{M K} \geq \sum_{j=1}^{K-1}\left(-P_{j}\right) a_{M j}+P_{K}
$$

We have therefore proved
Theorem 10: The first condition ( 9 ) for redundancy of UPPER half-space $M$ with respect to the K UPPER half-spaces of $S$ requires that point $M$ (in the transform space) lie above the flat determined by the $K$
points $\left(a_{i 1}, a_{i 2}, \ldots, a_{i K}\right), i=1, \ldots, K$.

The other conditions for redundancy of $M$ (the "betweemness of slopes" conditions (10)) map to a set of $K$ half-spaces in $K-1$-space

$$
\sum_{j=1}^{K-1} \alpha_{i j} z_{j} \geq \alpha_{i k}
$$

in which the point ( $a_{M 1}, a_{M 2}, \ldots, a_{M, K-1}$ ) must lie. The ( $K-1$-dimensional) points that satisfy these $K$ conditions are

$$
\left[\begin{array}{c}
z_{1}  \tag{11}\\
z_{2} \\
\cdot \\
\cdot \\
\cdot \\
z_{k-1}
\end{array}\right]=\left[\begin{array}{cccc}
a_{11} & a_{21} & \cdots & a_{k-1,1} \\
a_{12} & a_{22} & \cdots & a_{k-1,2} \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
a_{1 k} & a_{2 k} & \cdots & a_{k-1, k}
\end{array}\right]\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\cdot \\
\cdot \\
\cdot \\
u_{k-1}
\end{array}\right]
$$

where

$$
\begin{equation*}
\sum_{i=1}^{K} u_{i}=1 \quad \text { and } \quad u_{i} \geq 0, i=1, \ldots, K . \tag{12}
\end{equation*}
$$

That is, the points that satisfy the "betweenness of slopes" conditions must lie inside the convex hull of the $K$-1-dimensional points $\left(a_{i 1}, a_{i 2}, \ldots, a_{i, K-1}\right), i=1, \ldots . K$. We prove this assertion as follows. Any point in K-1-space can be written in the form of equation (11) if the restrictions of (12) are ignored. (We have, in fact, one extra degree of freedom.) The "betweenness of slopes" conditions are therefore

$$
\sum_{j=1}^{K-1} \alpha_{i i} z_{i}=\sum_{j=1}^{K-1} \operatorname{det}(B) \cot _{i j}(B) \sum_{h=1}^{K} a_{h j} u_{h} \geq \alpha_{i K}=\operatorname{det}(B) \cot _{i k}(B), i=1, \ldots, K .
$$

which reduce to

$$
\operatorname{det}(B) \sum_{h=1}^{K} u_{n} \sum_{j=1}^{K-1} \operatorname{cof}_{i j}(B) b_{h j} \geq \operatorname{det}(B) \operatorname{cof}_{i K}(B), i=1, \ldots, K
$$

But since all entries in the $K$ th column of $B$ are -1 , tie properties of cofactors (8) allow us to reduce this further to

$$
\begin{equation*}
\operatorname{det}(B)\left[\operatorname{cof}_{i k}(B) \sum_{h=1}^{K} u_{h}+\operatorname{det}(B) u_{i}\right] \geq \operatorname{det}(B) \cot _{i k}(B), i=1, \ldots, k \tag{13}
\end{equation*}
$$

This is certainly satisfied for all I if the restrictions of (12) hold; the converse is also true. Any point $Q$ that does not satisfy (12) can not lie in the convex hull of the points $\left(a_{i 1}, a_{i 2}, \ldots, a_{i, K-1}\right), i=1, \ldots, K$. Here we can take advantage of the extra degree of freedom mentioned above to express the point $Q$ as a linear combination of these $K$ points such that

$$
\sum_{h=1}^{K} u_{n}=1 \quad \text { but } \quad u_{1}<0 \text { for some i. }
$$

It is easy to see that such a point does not satisfy the conditions of (13) and is therefore not redundant with respect to $S$.

We have just proved
Theorem 11: The "betweenness of slopes" conditions (10) for redundancy of UPPER half-space $M$ with respect to the K UPPER half-spaces of $S$ require that the point ( $a_{M 1}, a_{M 2}, \ldots, a_{M, K-1}$ ) lie inside the convex luull of the points $\left(a_{i 1}, a_{i 2}, \ldots, a_{i, K-1}\right), i=1, \ldots, K$.

## Combining Theorems 10 and 11 we obtain

Theorem 12: UPPER half-space $M$ is redurdant with respect to the $K$ UPPER half-spaces of $S$ iff point $M$ lies directly above some point in the convex hull of the points $\left(a_{i 1}, a_{i 2}, \ldots, a_{i, K}\right), i=1, \ldots, K$.

### 3.1.5.4. Redundancy Among N Half-spacos

In this section we characterize redundancy of half-space $M$ with respect to a set of $N \geq K K$-dimensional half-spaces. (If $N$ is less than $K$ then there can not be any redundant half-spaces unless some are parallel.)

Theorem 13: Let $T$ be a set of $N$ UPPER $K$-dimensional half-spaces. UPRER half-Space $M$ is redundant with respect to the half-spaces of $T$ iff $M$ is redundant with respect to the half-sipaces of a subset $S$ of $T$ that contains exactly $K$ half-spaces.

Proof: It is clear that if $M$ is redundant with respect to a subset $S$ of $T$, then it is redundant with respect to $T$. We shall now establish that the converse is also true. Let $U$ be the intersection of the $N$ UPPER half-spaces of $T$. $U$ is a convex polytope because it is an intersection of half-spaces. If a half-space $M$ is redundant then its boundary (flat $M$ ) lies completely ahove $U$. Let $V$ be the point of $U$ that is closest to flat $M$. (If the closest point is not unique, then let $V$ be any vertex of $U$ that is in the set of closest points.) Since $U$ is a convex polytope, $V$ is (or can be chosen to $b c$ ) a vertex of $U$. Let $S$ be the set of half-spaces whose boundaries meet at point $V$. If the half-spaces of $T$ are in general position, then $S$ contains exactly $K$ half-spaces. Since $U$ is convex, we can travel from vertex $V$ along the boundary of $U$ in any direction and the distance to flat $M$ will be nondecreasing. It follows that the boundary of $U$ can never intersect flat $M$ and therefore half-space $M$ is redundant with respect to the $K$ half-spaces of $S$.

We have just characterized redundancy of a half-space $M$ with respect to $N$ half-spaces in terms of redundancy with respect to $K$ half-spaces. But $M$ is redundant with respect to a set of $K$ half-spaces iff point $M$ lies above a point in the convex hull of the points to which the $K$ half-spaces transform. We have therefore

Theorem 11: An UPPER half-space $M$ is redundant with respect to a set $T$ of $N$ UPPER K-dinensional half-spaces iff the point $M$ (to which half-space $M$ transforms) lies directly above a point in the convex hull of the N points of the transform of the N half-spaces of T .

Since by Theorem 9 the components of the convex hull correspond to components of the intersection of half-spaces, we have

Theorem 15: If $H(N, K)$ is the time to construct the convex hull of $N$ points in K-space, then $N$ UPPER K-dimensional half-spaces can be intersected in $\mathrm{O}(\mathrm{H}(\mathrm{N}, \mathrm{K})$ ) time.

### 3.1.6. Open Problems

There are still a few open problems concerning intersection of half-spaces.

1. The time to intersect $N$ (UPPER) K-dimensional half-spaces depends on the time $\|(N, K)$ to construct the convex hull of $N K$-dimensional points. We know that the worst-case tine complexity is $\theta(N \log N)$ for two and three dimensions but for four or more dimensions only the $\Omega\left(N^{2}\right)$ time lower bound has been proven. (See Section 1.1.1 for a description of our knowledge of convex hulls.) for $K \geq 4$ dimensions we lack tight upper and lower bounds on $H(N, K)$.
2. Under some conditions the expected-time for intersection of half-spnces may be less than the worst-case time. We may use fast expected-time convex hull algorithms to obtain fast expected-time intersection of half-space algorithms. For example, in two and three dimensions if the expected number of nonredundant half-spaces is $O\left(N^{P}\right)$ for some $p<1$, then $N$ half-spaces can be intersected in $O(N)$ expected-time [16]. Since the convex hull of $\mathrm{N} K$-dimensional points can be constructed in $O(N)$ expected-time, if the $K$ coordinates have independent distributions $[10,30]$, we can intersect $N K$-dimensional half-spaces in $\mathrm{O}(\mathrm{N})$ expected-time if the N half-spaces transform to N points whose $K$ coordinates are distributed independently. Under what other conditions may we intersect half-spaces in fast expected-time?
3. We can intersect two convex (three-dimensional) polyhedra in $O(N \log$ N ) time by simply treating it as a problem of intersecting half-spaces. Can we improve this to $O(N)$ time? (In two dimensions, convex $N$-gons can be intersected in $O(N)$ time whereas it requires $O(N \log N$ ) time to intersect $N$ half-planes in the worst case.)
4. llow fast can we intersect $N$ half-spaces on-line in two or more dimensions? (Shamos [S1] has presented an $O(N \log N$ ) time planar on-line convex hull algorithm ancl Preparata [73] has refined that to an $\mathrm{O}(\mathrm{N} \log \mathrm{N})$ time real-time algorithm. Both of these algorithms update the convex hull as each point is read -- rather than operating on ail $N$ points collectively -- but tie on-line algorithm may require up to $O(N)$ time for any particular update whereas the real-time algorithm always requires at most $O(\log N)$ update time.)

### 3.2. Union and Intcrscction of Dicks

We present the problem of constructing the union or intersection of a set of disks (the interiors of a sel of circles) not for its applications, but because the solution presents several technifues that are useful for solving many other problems. We introduce two new transforms, inversion and embedding in a higher dimension. Inversion is used to convert problenis that involve circles or spheres to problems that involve lines or planes. Embedding in a higher dimension adds another degree of freedom to the problem, which can permit application of techniques not applicable to the origital problem. The disk algorithm combines inversion and embedding to transform the problem of constructing the union or intersection of a set of N disks to the problem of intersceting $N$ three-dimensional half-spaces, which we have solved in $O(N \log N)$ time. ${ }^{10}$ Another important feature of the algorithm is that it demonstrates an example of how a nonconvex object (the union of disks) can be represented by a convex object (an intersection of half-spaces).

### 3.2.1. Representation of Disks and Their Union or Intersection

A disk is the set of all points within a given positive padius R from a planar point $P$. If the coordinates of $P$ are $\left(P_{x}, P_{y}\right)$, then the disk may be represented as a triple ( $P_{x}, P_{y}, R$ ) and a set of lisks as a set of such triples. The best representation for the union or the intersection of a set of disks depends on what kinds of information about the union or intersection we want to retrieve efficiently. For several applications the best representation will be as an intersection of half-spaces in the transform space (to be described), but for other applications we may need a representation in the original space. We will not describe either representation in detail because we have already described the representation for intersection of half-spaces and the representation in the original space is only a slight modification

[^8]of the representation for polygons.

### 3.2.2. Lower Bound for the Union or Intersaction of Disks

We prove that an algorithm that constructs the union or intersection of $N$ disks can be used to sort. Since there is an $\Omega(N \log N)$ time lower bound for sorting (under the same madel of computation used in the construction telow), we have an $\Omega(N \log N)$ time lower bound for constructing the union or intersection of $N$ disks.

Theorem 10: The construction of the union or the intersection of $N$ disks takes $\overline{\Omega(N} \log N)$ time.

Proof: Let $S$ be a set of $N$ reals $t_{i} \in[0, i)_{, ~} i=1, \ldots . N$. For each real $t_{i}$ we have a disk $d_{j}$ centered at $\left(x_{i}, y_{i}\right)$ with radilus two where

$$
\left(x_{i}, y_{i}\right)=\left(\cos \left(2 \pi t_{i}\right), \sin \left(2 \pi t_{i}\right)\right)
$$

As illustrated in Figure 3-8, the points ( $x_{i} y_{j}$ ) are all on the unit circle and the boundaries of the disks $d_{i}$ are tangent to the unit circle. The union of the disks $d_{i}$ is represented by a closed chain of circular arcs (ab-bc-cd-da.in Figure 3-8). The order of the arcs in this chain forms a sort for the $N$ reals $t_{i}$. Similariy, an intersection of the same $N$ disks is represented by a closed chain of circular arcs (he-ef-fg-gh in Figure 3-8) whose order sorts the reals $\mathrm{t}_{\mathrm{j}}$.


Figure 3-8: Sorting with a union or intersection of disks algorithm.

The proof of the lower bound requires an $\Omega(N \log N)$ time lower bound for sorting under the same model of computation used to construct the $N$ disks $d_{i}$ from the $N$ reals $t_{i}$. Since the construction of circles uses the functions sine and cosine, a model of computation with only linear functions of the input is not sufficient. As for the intersection of half-spaces, we may use Friedmian's [43] result that sorting has an $\Omega(N \log N)$ time lower bound even when arbitrary functions are allowed at internal nodes of the decision tree and the output functions are analytic. Since sine and cosine are analytic, the $\Omega(N \log N)$ lower bound for sorting carries over to the union and intersection of disks.

### 3.2.3. The Inversion Transform

Our algorithm for constructing the intersection or union of N clisks is based on the properties of the inversion transform. We will first describe the two-dimensional transform and then generalize to three (and higher) dimensions. For more information on inversion we refer the reader to Dodge [36].

The inversion transform is determined by two parameters: (1) the center of inversion, and (2) the radius of inversion. For simplicity of exposition we shall assume (for now) that the center of inversion is the origin and that the radius of inversion is one. If a point $P$ has polar coordinates ( $R, \theta$ ), then the inversion transform of $P$ is

$$
(R, \theta) \rightarrow(1 / R, \theta) .
$$

Inversion maps a vecto: in the direction $\theta$ to another vector in the same direction but with its magnitude "inverted." Note that inversion is involutory -- application of inversion twice yields the original point. Figure 3-9 illustrates another important property of inversion in the plane. A circle that passes through tine center of inversion transforms to a line that does not pass through the center of inversion, and vice versa. Furthermore, the interior of the circle transforms to one of the half-planes determined by that line and the extcrior of the circle transforms to the other half-plane. The properties of inversion in three dimensions are analogous. The transform can be expressed in spherical coordinates as

$$
(R, \theta, \phi) \rightarrow(1 / R, \theta, \phi) .
$$

This transform is involutory, as in two dimensions, and it also transforms any sphere that passes llirough the center of inversion to a planc that does not pass through the center of inversion. The interior of the sphere transforms to a half-space bounded by that plane and the exterior of the sphere transforms to the other half-space.


Figure 3-9: Inversion transforms lines to circles and vice versa.

### 3.2.4. Algoritiun for Iniersection or Union of Disks

We will now exploit the properties of the inversion transform to construct a fast algorithm for the union or intersection of disks. We will first describe the simple case where the circles bounding the $N$ disks share a common point $P$, and then generalize the result to an arbitrary set of $N$ disks in the plane.

Figure 3-10 illustrates the special case where the N boundary circles share a common point $P$. Let $C_{i}$ denote disk $i$, for $i=1$,...N. Since circle $i$ passes through point $P$, inversion about $P$ transforms $C_{i}$ to a half-plane $H_{i}$. It follows that the union of the $N$ disks transforms to the union of $N$ half-planes:


Similarly, if $\bar{X}$ denotes the complement of $X$, then the union of the $C_{i}$ transforms by
$\bigcup_{i=1}^{N} C_{1} \rightarrow \bigcup_{i=1}^{N} H_{1}=\overline{\bigcap_{i=1}^{N}} \bar{C}_{1}$
which can also be solved as an intersection of half-planes. Since $N$ half-planes can be intersected in $O(N \log N)$ time, we have

Theorem 17: The union or intersection of $N$ disks can be constructed in $O(N \log N)$ time when the circles bounding the $N$ disks share a common point $P$.

In general, however, the $N$ circles will not have any point $P$ in common. In fact, the disks may be entircly disjoint. Nevertheless, we can manipulate the general problem so that it looks sufficiontly like the special case that inversion can be applied to obtain a fast algorillm.


Figure 3-10: Special case for inversion: All boundary circles meet at point $P$.

Theorem 18: The union or intersection of $N$ disks can be represented as a convex polyhedron in $O(N \log N)$ time.

Pronf: We illustrate the construction in Figure 3-11. We first enbed the $N$ disks in three dimensions with the disks all located in the xy plane. We then chonsp an arbitrary point $P$ that does not lie in the $x y$ plane. For each disk $c$ there is a unique sjhere that passes through point $P$ and that intersects the $x y$ plane at circle c. ${ }^{11}$ we can thus represent the $N$ disks

[^9]in the xy plane by $N$ ballis whose (spherical) boundaries share a common point $P$. Inversion about, point $P$ transforms the $N$ spheres to $N$ planes, the balls to half-spaces, and and the exteriors of the balls to complementary half-spaces. The intersection of N disks is thus represented by the intersection of $N$ half-spaces. Similarly, we represent the union of $N$ disks by (the complement of) the intersection of $N$ (complementary) half-spaces. Since we can intersect $N$ half-sijaces in $O(N \log N)$ time, we can represent the union or intersection of $N$ arbitrary planar disks by a convex polylinedron in $O(N \log N)$ time. $\square$.


Figure 3-11: General case for intersection or union of $N$ disks.

### 3.2.5. Pelated problems

We will now briefly describe a few issues related to the union of disks that we have not yet covered.

1. We can generalize our technique for representing the union or intersection of disks to also allow subtrasting circular regions from a union or intersection of disks. Since cach circle maps to a plane in three-space, there are two three-dimensional half-spaces that we may ansociate with a given circle. One half-space corresponds to the interior of the circle and the olher corresponds to the exterior. We may thus represent any intersection of the interiors of circles or their complements by an intersection of half-spaces.
2. Suppose that we wanted to preprocess N disks so that given an arbitrary planar point we could quickly determine if the point lies in any
of the $N$ disks. If we represen the umion of the disks as an intersection of half-spaces, then this problem becomes the problem of determining if a point in three-space lies within a convex polyhedron. This problom is equivalent to locating a point within two planar straight-line graphs. ${ }^{12}$ As we mentioned in the introduction, location of a point willin a planar graph of size A can be done in $O(\log N)$ time given $O(N \log N$ ) preprocessing time and $O(i v)$ storage [70]. We must also note that location of a point in a set of circles is a decomposable searching problem [5].

### 3.3. Derivation of the Point / Flat Duality

The intersection of halr-spaces involves a point / flat duality and convex hulls whereas the union of disks depends on inversion (and embedding in a higher dimension). In (his section we show that these techniques are closely related by deriving the point / flat duality as a imining case of inversion, linear transforms, and a circle / point duality. In the coinstruction we demonstrate the relationship between convex hulls and the union of disks or half-spaces.


Figure 3-12: The union of (the interiors of) circles that meet at a point $P$.

In the previcus section we constructed the mion of (the interiors of) N circles

[^10]with a puini $P$ in common by first using inversion to transform the interiors of the circles to half-planes. In Figure 3-12 we demonstrate an alternate solution:

Construction of the Union of $N$ Disks whose Boundaries Share a Point $P$

1. Let $C_{i}, i=1, \ldots, N$ be a set of disks whose boundary circles meet at point $P$. Transform each of the $N$ disks $C_{i}$ to the points $P_{i}$ diametrically opposite point $P$. (This is the Circle / Point duality.)
2. Construct the convex hull of the set of the points $P_{i} i=1, \ldots, N$ augmented with point $P$.
3. A disk $C_{i}$ is nonredundant in the union of the $N$ disks iff its transform $P_{i}$ is a verlex of the convex hull. To obtain the circular arcs defining the union we simply transform the vertices of the convex hull back to disks, obtaining the endpoints of the arcs from the points where neighboring disks intersect.

Since the most expensive step in the algorithm is the construction of the convex hull, the total lime is $O(N \log N)$. We will omit the proof that the algorithm correctly constructs the union of the $N$ circles because, as we shall see, it is essentially equivalent to our proof of the algorithm for intersection of half-spaces.


Figure 3-13: The union of half-planes transforms to the union of disks.

In Figure 2-13 we illustrate the union of a set of half-planes, each of which does
not contain point P. ${ }^{13}$ By invorting the half-planes about point $P$ we transform the union of half-plames problem to a union of disks problem where the circles bounding the disks all meel al point $\Gamma$. But as we just saw, we can construct the union of the disks by transforming them to points and constructing the convex hull of those points (and point P). We will now describe the transform algebraically.

To make the mathematics simpler we can assume that the point $P$ lies on the negative $y$-axis:

$$
P=(0, R), \quad R<0
$$

Our algorithm inverts each half-plane about point $P$, obtaining the interior of a circle, and then maps the circle to the point diametrically opposite $P$. We express this as

$$
y=a_{i} x+b_{i} \quad \rightarrow \quad\left(-a_{i} /\left(b_{i}-R\right), F_{i}+1 /\left(b_{i}-R\right)\right), i=1, \ldots, N .
$$

To show how this relates to the point / fiat duality that we used in Section 3.1 for intersecting half-planes, we must now use a trick.

Recall from step, 3 of our algorithm for constructing the union of the disks, a disk $C_{i}$ is nonredundiant iff its transform $P_{i}$ is a vertex of the convex hull. If the convex hull is translated, stretc'ed, or rotated the vertices will still remain vertices and the points inside the hull will remain inside the hull. In particuiar, the transform

$$
\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
R & 0 \\
0 & -R^{2}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]+\left[\begin{array}{c}
0 \\
R^{3}-R
\end{array}\right]
$$

applied to the point $P$ and points $P_{j}, i=1, \ldots, N$ will not affect our determination of which points lie on the convex hull and which do not. Our new transform, inversion of a half-plane about point $P$ followed by the circle / point duality and our linear transform, can be expressed as
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y=a_{i} x+b_{i} \rightarrow\left(\frac{-a_{i} R}{b_{i}-R}, \frac{-b_{i} \dot{R}}{b_{i}-R}\right) .
$$

Note also that point $P$ transforms by

$$
P=(0, R) \quad \rightarrow \quad(0,-R) .
$$

Taking the limit as $R \rightarrow-n$ we obtain

$$
y=a_{i} x+b_{i} \quad \rightarrow \quad\left(a_{i}, b_{i}\right)
$$

and for point $P$

$$
P=(0, R) \quad \rightarrow \quad(0,+\infty)
$$

The vertices of the convex hull of the points $\left(a_{i}, b_{p}\right), i=1, \ldots, N$ augmented with $(0,+\infty)$ are the vertices on the bottom part of the convex hull of the points $\left(a_{i}, b_{i}\right)$ (and ( $0,+(n)$ ). This is exaclly the characterization given for intersection (or union) of half-planes in Section 3.1. We have

Theorem 19: The point / flat duality is a limiting case of inversion followed by the circle / point duality and a linear transform.

### 3.4. Summary

In this chapter we have presented several important transforms and techniques:

- A point / flat cluality --

This maps points to flats and flats to points. Since there are aiready a number of algorithms for point problems, this transform finds greatest use in transforming problens that are expressed (or expressibite) in terms of flats to problems that involve points. Two of the important properties of the duality that we described are
(a) it preserves above/belowness between points and flats, and
(b) it preserves distance between points and flats in the $x_{K}$ coordinate, and thus preserves incidence.

- Embedding into a higher dimension --

This gives another degree of freedom to the problem that allows application of techniques not applicable to the original problem -- circles can become spheres, lines can become planes, etc. Since the higher-dimensional object has a degree of frectom that vee can choose arbitrarily, the objects can be chosen to conform to an expecially simple case (all $N$ sphcres have a point in common). In most of the applications of embedking in a higher dimension (in this thesis) the problem is first expressed in terms of circles and then embedded into a higher dimension and re-expressed in terms of spheres.

## - Inversion --

Inversinn is a circular transform; circles map to circles (where a line is considered to be a circle of infinite radius). In particular,
(a) a circle that passes through the center of inversion maps to a line that does not pass through the center of inversion, and
(b) the interior of a circle tinat contains the center of inversion maps to the exterior of a circle that contains the center of inversion.

In three dimensions we have the same relationships between spheres and planes and in $K$ dimensions between K-spheres and flats. Inversion is also involutory -application of it twice yiedds the original oiject. The main use for inversion (int this thesis) is transforming problems that are expressed (or expressible) in terms of circles or spheres to problems that involve lines or planes and for which fast algorithus are known.

In this chapter we have also seen an application of convex hulls in the intersection of half-spaces and in the relationship belween inversion, linear transforms, and the point / flat duality. In later chapters convex hulls will be applied to several other problems that involve a "network" of linear parts.

## 4. Constinuction of Nearest and Farthest Point Diagrams

Geometric transforms are important inols in the construction of many different kinds of neurest and farthest point diagrams. These diagrams include (nearest and farthest point) Vornomi diagrams in Euclidean and spherical spaces, and the (nearest and farthesil) edge diagrams of a convex polygon. Each of these diagrams is a traseciation of sipaces into sets of points closest to (or farthest from) the elements (points or edges) defining the diagrilll. We will find in each case that it is useful first to exprens the problem in torms of a set of circles that define the diagram and then to embed the problem into a highicr-dimensional Euclidean space, which allows us to ure terinnigues not opplicable to the original problen. In the following sections we describe these diagrams and algorithms for constructing them.

### 4.1. Euclidsan Voronoi and Dclaunay Diagrams

Voronoi diagrams (also called Thiessen diagrams or Dirichlet tesselations) find appliciation in cluster analysis [51], ennstruction of contour maps [29], construction of Euclidean minimal spaming trees [03], crystal growth [46], and several interesting problems in geometry [ 31$]$. We can easily show an $\Omega(N \log N)$ time worst-case lower bound by demonsirating that any aigorithm that constructs a Voromoi diagram can be used to sort [31]; the challenge is to construct an $O(N \log N)$ lime algorilhm. Shamos. [©O] describes on $O(N \log N$ ) time divide-and-concuer algorithm for construction of the planar Euclidean Voronoi
 $L_{n}$ metrics in the plane. Drysdale and Lee [37] present an $O\left(N C^{\left.(\log N)^{1 / 2}\right)}\right.$ time algorithan for the Voronoi diagram of line segments (and other planar objects), which they have improvied to $O\left(N \log ^{2} N\right.$ ) time. Kirkpatrick [59] presents an $O(N \log N)$ time algorithun for constructing the Voronoi diagram of $N$ planar line segments. Shamos [89], Lee and Preparata [60], Preparata [80], and Lipton and Tarjan [70] have produced fast algoritlims for scarching a Voronoi diagram (or any other straight-line planar grapho).

The algorithm for construction of a Euclidean Voronoi diagram that we describe
below [23] is not only a very useful result in itself, but it also serves as an example of the use of several important algorithmic tools. We use the technique of embedding into a higher dimension and inplying inversion (as in the algorithm for union of circles) and we also use a convex hull algorithm (as in the intersection of half-spaces).

### 4.1.1. Deímiation of Planar Voronoi anci Dehamay Diagrams

Let $S$ be a set of $N$ planar points such that no four points are cocircular. ${ }^{14} \mathrm{~A}$ nearest point planar Voronoi diagram of $S$, as pictured in Figure 4-1, is a polygonal network of $N$ regions. For each point $F_{i}$ of $S$, region $\Pi_{i}$ is the set of all points of the plane that are closer to point $P_{i}$ than to any of the other $N-1$ points of $S$. Given an arbitrary point $P$ in the plane, we can thus determine which of the $N$ points of $S$ is closest to $P$ by determining which of the $N$ regions contains point $P$. The vertices of these polygonal regions are called Voronoi points and the polygonal boundaries of the regions are called Voronoi polygons. If a Voronoi polygon is bounded, then it is constructed entirely from edges of the Voronoi diagram. If it is unbounded, then it includes two rays of the cliagram.

Each Voronoi point $V$ of the nearest point diagram is equidistant from the three points of $S$ that are mearest $V$. This yiedds a property of Voronoi diagrams that we exploit in the algorithm of Section 4.1.3.

A point $V$ is a Voronoi point (of the nearest point Voronoi diagram of $S$ ) iff it is the center of a circle that passes through three points of $S$ but does not contan any of the other $\mathrm{N}-3$ points of S .

The edges of a Voronoi diagram comect pairs of Voronoi points whose corresponding circles meet at two common points of $S$. The rays are determined similarly by one Voronoi point from the nearest point diagram and onc from the farthest-point Voronoi diagram (described below).
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Figure 4-1: Planar Nearest Point Voronoi Diagram


Figure 4-2: Farthest Point Voronoi Diagram

A farthest point planar Voronoi cliagram (Figure 4-2) is also a network of polygonal
regions, but region $R_{i}$ is the set of all points in the plane that are farther from point $P_{i}$ than any other point of $S$. As for the nearest point diagram, there is a set of circles that define the Voronoi points for a farthest point diagram.

A point $V$ is a Voronoi point of the farthest point Voronoi diagram iff it is the center of a circle that passes through three of the points of $S$ and contains all of the other N-3 points.

It is important to note that only points that are vertices of the convex hull of the N points of $S$ have nonemply farthest point regions. This is because each Voronoi point $V$ of the farthest point diagram must be equidistant from the three points of $S$ that are farthest from V. It is not possibie to construct such a Voronoi point from points of $S$ that are not on the convex hull.


Figure 4-3: Planar Delaunay Diagram

Both the nearest and farthest point Voronoi diagrams have planar straight-line duals, called Delaunay dingrams. Figure 4-3 illustrates the dual of a nearest point Voronoi diagram and Figure $4-4$ illustrates the dual of a farthest point Voronoi diagram. Both of thesc dinal rliagrams form a triangulation of the points of $S$. The vertices of each triangle of the (nearest poind) Delaunay diagram (Figure 4-3)
determines a circle that does not contain any of the other $N-3$ points of S. Similarly, the vertices of each triangle of the dual of the farthest point Voronoi diagram (Figure 4-4) determine a circle that contains all of the other $N-3$ points of $S$.


Figure 4-4: Dual of a Farthest Point Voronoi Diagram

Since the nearest and farthest point Voronoi diagrams and their duals are planar graphs, the number of Voronoi points is at most 2N-4 and the number of edges is at most $3 N-6$ for $N>2$ [50]. Shamos [29, 91] and Shamos and Hoey [93] give more information on Voronoi and Delaunay diagrams.

### 4.1.2. Representation of Voronoi and Delaunay Diagrams

The representation of Voronoi and Delaunay diagrams should enable us to access conveniently all of the proximity information stored in the diagrams. This does not require an exotic data structure -- we can accomplish it with a well-chosen set of arrays. Since the rays of both the nearest and farthest point Voronoi diagrams are determined by one neapest Voronoi point and one furthest Voronoi point, it is easiest for us to describe a representation for both the nearest and farthest point diagrams
simultaneously. One such representation is the five-tuple

$$
(S, V, E, S t o E, E P(r)
$$

## where

$S[1,1]$ is the $X$ coordinate and $S[1,2]$ is the $Y$ coordinate of point $P_{1}$ of S,
$V[1,1]$ is the $X$ coordinate, $V[1,2]$ is the $Y$ coordinate of the 1 th Voronoi point and $V[1,3]$ is a one bit flag that distinguishes the Voronoi points of the nearest point diagram from those of the farthest point diagram,
$E[1,1]$ and $E[1,2]$ point to the two Vorono points of $V$ that determine edge 1. Note that for a ray one point will be from the nearest point diagram and one: will be from the farthest point diagram. Furthermore, we store the ediges sorted counterclockwise to make it convenient to determine the Vuronoi polygons associated with each point $J$ of $S$. The first few edlges of $E$ define the ediges of the nearest (and farthest) Voronoi polygons of point 1 of $S$, the succeeding edges of $E$ define the Voronoi polygon(s) for point 2 of $S$, and so on.
EPtr[ $[, 1]$ points to the first edige in array $E$ of the nearest point Voronoi polygon for point $I$ of $S$. Similarly, EPtr[1,2] points to the first edge in array $E$ of the farthest point Voronoi polygon for point 1 of $S$ (if it exists).

Vtos $[1,1]$, Vtos $[1,2]$, and Vtos $[1,3]$ point to the three points of $S$ that determine Voronoi point $I$.

The representation for the dual nearest and farthest point diagrams is equivalent to the representation for the nearest and farthest point Voronoi diagrams.

### 4.1.3. Planar Voronoi Diagram Algorithm

We here combine the tools of the previous sections to produce an $O(N \log N)$ time algorithm for constructing a Voronoi diagrain of a set $S$ of $N$ planar points. The algorithm takes advantage of the fact that the Voronoi points of the nearest point diagram can be represented by a set of circles that each (i) pass through three of the $N$ points of $S$, and (ii) do not contain any of these $N$ points in the interior. As suggested in Section 3.4, when we have a problem that is expressed in terms of circles, it may be profitable to try to apply inversion to obtain an equivalent problem
that involves linear components rather than circular components. In this case (as for the union of rlisks in Section 3.2.) we must first embed the planar problem into three dimensions and express the new problem in terms of spheres before we can profitably apply inversion. This is because inversion transforms circular (or spherical) components into linear components only if the circle (or sphere) Dasses through the center of inversinn. We need the extra degree of freedom that we obtain by embediding in a higher dimension to satisfy this condition. The linear (componcint) probiem that wo obtain lurns cut to be simple: construct the convex hull of $N$ transiormed points. Furthermore, we can also obtain the farthest point diagram from the same convex hull.

## Algorithm for Construction of a Planar Voronoi Diagram

1. Lel $S$ be a set of $N$ planar poinls located in the $x y$ plane of three-space. Pick a point $P$ in three-space that is not in the xy plane 15.
2. Choose any radius of inversion $R>0$ and then invert the $N$ points of $S$ with respect to point $P$ and radius $R$. (Section 3.2.3 describes inversion.) Call this new set of $N$ points $S^{\prime}$.
3. Construct the convex hull of the points in $S^{\prime}$ in $O(N \log N$ ) time (by the -algorillun of Preparata and llong [E3]). All $N$ of the points of $S^{\prime}$ will be on tine convex hull because inversion alinut $P$ maps all points of the $x y$ plane to a sphern with $P$ at the apex. (See figure 4-5.) Let $f$ be the number of faces on the convex hull and let the edge (if any) joining faces $F_{i}$ and $F_{j}$ be denoted $E_{i j}$.
4. Each of the $f$ faces $F_{i}$ of the convex hull determines a plane in threr-spacc. lnvert these $f$ planes (with respect to center of

[^13]inversinn $P$ and radius $\cap$ ) to obtan $f$ spheres that intersect the $x y$ plane in $f$ circles. The centers of these circles are the Voronoi points $v_{i}$. To distinguigh nearest and farthest Voronoi points we perform the following simple test:

The plane of face $F_{i}$ determines two half-spaces, one that contains the entire convex hull and one that contains none of it. Let half-space $H_{i}$, be the one that contains the convex hull. If $\mathrm{H}_{\mathrm{i}}$ contains point P then $\mathrm{V}_{\mathrm{i}}$ is a Voronoi point of the nearest point Voronci diagram. Otherwise, $V_{i}$ is a Voronoi point of the farthest point diangram.
5. We obtain the Voronoi points $V_{i}$ from the faces $F_{i}$ of the convex hull, but to ennstruct the remainder of the Voronoi diagram we must examine the edges. Each culge $E_{i j}$ of the convex hull corresponds to a segment of the nearest point diagram, a sogment of the farthest point diagram, or a ray (for both diagrams). To deternine for an edge $\mathrm{E}_{\mathrm{ij}}$ which of these three possibilities is true we use the following rules:

- If $V_{i}$ and $V_{j}$ are both nearest Voronoi points, then there is a ine segment connecting $V_{i}$ and $V_{j}$ in the nearest point diagram.
- If $V_{i}$ and $V_{j}$ are both farthest voronoi points, then there is a line segment connecting $V_{i}$ and $V_{j}$ in the farthest point diagram.
- If $V_{i}$ is a closest Voronoi point and $V_{j}$ is a farthest Voronoi point, then $V_{i}$ and $V_{j}$ determine a ray in both the nearest and farthest point Voronoi diagrams. The points $V_{i}$ and $V_{j}$ determine a line, and the desired ray for the nearest point Voronoi diagram is the part of that line that starts at point $V_{i}$ and does not include point $V_{j}$. The ray starting at point $V_{j}$ that does not include point $V_{i}$ is for lie farthest noint Voronoi diagram.

Although it is clear that the above algorithon regures only $O(N \log N)$ time and $O(N)$ storage, it is not immediately obvious that it actunlly constructs the nearest (or farthest) point Voronoi dingram. We must explain (1) why the centers of the circles (generaled in Step 4 above) are the Voronoi points and (2) why the connection rules (Step 5) for Voronoi points work. We will now show this for the case of the nearest point diagram. The argument for the farthest point diagran is similar.

Theorem 20: The centers of the circles generated in Step 4 of the above algorithm are the Voronoi points.


Figure 4-5: Planar Voronoi diagram and corresponding convex hull.

Proof: The proof is in two parts: (1) all of the points generated in Step 4 are Voronoi points, and (2) all of the Voronoi points are generated in Step 4. To prove that the circles generated in Step 4 are centered at the Voronni points we must show that (a) these circles each pass through three of the $N$ points of $S$ and (b) do not contain any of the other $N-3$ points in the interior (Section 4.1.1). Part (a) follows from the fact that Inversion is involutory (Section 3.2.3). We prove part (b) by contrarliction. Assume that the circle passing through points $A, B$, and $C$ of $S$ contains another point $Q \in S$ in its interior. This places point $Q$ inside the sphere determined by points $A, B, C$, and $P$. When we invert about point $P$, the point $Q^{\prime}$ is separated from point $P$ by the plane determined by points $A^{\prime}, B^{\prime}$, and $C^{\prime}$. Since the plane $A^{\prime} B^{\prime} C^{\prime}$ does not determine a half-space that contains point $P$ and also contains all of the other $N-3$ points of $\mathbf{S}^{\prime}$ it cannot be a face of the convex hull that determines a Voronol point of the nearest point Voronoi diagram.

To prove that Siep 4 generates all of the Voronoi points we simply use the reverse argument. If $V_{i}$ is a Voronoi point then the circte for $V_{i}$ transforms (by inversion) to a face of the convex hull of $S^{\prime}$. Let $A, B$, and $C$ be the points of $S$ that determine Voronoi point $V$. The points $A^{\prime}, B^{\prime}$, and $C^{\prime}$ of $S^{\prime}$ determine a plane that contains all of the points of $S^{\prime}$ because all

N-3 other points of $S$ lie outside the circle determined by points $A, B$, and $C$.

Theorem ? 1: Step 5 of the algorithm correctly obtains the edges of the Voronoi diagram.

Prool: The proof is in two parts: (1) all of the edges generated by Step 5 are edges of the diagram and (2) all edges of the diaçram are generated by Stop 5. An edtge $E_{i j}$ of the convex hull that separates (nearest point) faces $F_{i}$ and $F_{j}$ maps to a line segment between Voronoi points $V_{i}$ and $V_{j}$. But the circles corresponding to Voronoi points $V_{i}$ and $V_{j}$ meet at two of the $N$ points of $S$ because the corresponding faces $F_{i}$ and $F_{j}$ share an edege $F_{i j}$. This is exactly the characterization given for edges of the Voronoi diagram in Section 4.1.1. Similarly, the rays are determined by edges $E_{i j}$ where $V_{i}$ is a nearest Voronoi point and $V_{j}$ is a farthest Voronoi point (or vice-versa). In this case, too, the circles corresponding to $V_{i}$ and $V_{j}$ meet at two of the $N$ points of $S$.

Since the Voronoi points and edges (and rays) connecting the Voronoi points are correctly generated by the above algoritim, we have just proven

Theorem 22: The algorithm constructs the Voronoi diagram in $O(N \log N)$ time.

### 4.1.4. Fast Expected-Time Algorithms

The most expensive part of the algorithm for construction of a Voronoi diagram is the construction of the convex hull. If the convex hull can be constructed in fast expected time, then the Voronoi diagram can be constructed in fast expected-time. The O(N) expected-time algorithms of Bentley and Shamos [16], Eddy [39], or Floyd [40] do not apply because their results depend on a sublinear expected number of points on the convex hull, and for the Voronoi diagram algorithm there are always $N$ vertices on the convex hull.

Bentley, Weide, and Yao [18], on the other hand, describe how a planar Voronoi diagram can be constructed in linear eapected-time. The only condition is that the probability density of the underlying distribution must be bounded above and below by (nonzero) constants. The algorithm does not make use of inversion. Instead, it
applies an extension of Weide's [99] technique for an $O(N)$ expected-time sort to the planar Voronoi diagram problem.

### 4.1.5. Higher Dimensions

The $K$-dimensional Voronoi diagram algorithm is an extension of the planar algorithm. We first embed the $N K$-dimensional points of $S$ in $K+1$-space and then invert them to $N K+1$-dimensional points $S^{\prime}$. We then construct the convex hull of $S^{\prime}$ and obtain the Voronoi diagram by transiorming the parts of the convex hull back to K-space. To transform back to K-space we first invert each hyperface of the convex hull to obtain a set of $K+1$-spheres whose intersection with $K$-space is a set of K-spheres. These K-spheres each pass through $K+1$ points of $S$ and are centered at the Voronoi points. We obtain the other components of the K-dimensional Voronoi diagram by connection rules similar to those in Step 5 of the algorithm in Section 4.1.3. For example, if the $K$-sphere for Voronoi point $V_{i}$ passes through $K$ of the $K+1$ points determining the $K$-sphere for Voronoi point $V_{j}$, then we draw a one-dimensional edge between $V_{i}$ and $V_{j}$. If the spheres for a set of three or more Voronoi points share $\mathrm{K}-1$ points of S , then we draw a two-dimensional edge between the Voronoi points of that set. ( $A$ two-dimensional edge between $L$ points is a convex polygnon with $L$ vertices.) The rules for three and higher dimensional ediges are simitar. The time complexity of the $K$-dimensional Voronoi diagram algorithm is doninnted by the time to construct a $K+1$-dimensional convex hull of N points. (See Section 1.1.1 for references to several convex hull algorithms.)

### 4.2. Spherical Nearest and Farthest Point Voronoi Diagrams

Voronoi diagrams are useful for solving several closest of farthest point geographic problems. If, however, the area covered by the points is large, then we must take the curvature of the earth into consideration. The most obvious approximation to use for the earth is a sphere. Nearest and farthest point Voronoi diagrams on a sphere are defined in a manner analogous to their planar counterparts and the algorithms for constructing them provide an interesting comparison with
those for the planar case. For example, we obtain the farthest point Voronoi diagram of a set of $N$ spherical points $S$ by simply applying a nearest point algorithm to a set $S^{\prime}$ of $N$ points diamotrically oppositc the points of $S$. There are two different methods for constructing these diagrams in $O(i N \log N$ ) time. One involves an intersection oi half-ssaces and the other obtains the dual of the Vorcnoi diagram from the convex hull of the spherical points. We will describe only the second algorithm because it is simpler.

We take advantage of the fact that the spherical Voronoi diagram, as well as the planar Voronoi diagram, can be expressed in terms of a set of circles: the Voronoi points are the centers of the circles (on the sphere) that (i) pass through three of the N spherical points, and (ii) do not contain any of the other $N-3$ spherical points. As before, pairs of circles that share two of the $N$ points determine the edges of the diagram. We would like to express this problem in terms of linear components rather than circular components.

One approach is to construct a spherical analog of the formula for the planar Voronoi diagram algorithm: embed to a four-dimensional sphere, apply (spherical) inversion (with respect to a suitable point $P$ of the four-sphere), and construct the (spherical) convex hull of the transformed points. Although this approach can actually be made to work, it does not give us a problem that involves linear components. A better approach is to embed the spherical Voronoi diagram problem (which is a spherigal (wo-space problem) into Euclidnan three-space. The circles that define the spherical Voronoi diagram determine the planes that bound the faces of the (Euclidean three-climensional) convex hull of the $N$ points. This convex hull can be converied readily into the dual of the sipherical Voronoi diagram -- the spherical Delaunay diagram -- and can be constructed in $O(N \log N)$ time. Given the dual, the Voronoi diagram can be produced in only $O(N)$ additional time.

Algorithm for Spherical Voronoi Diagram

1. Let $S$ be a set of $N$ ) 3 points on the surface of a sphere such that no four points are co-circular. Construct the convex hull of the points of $S$ (treating them as $N$ points in Euclidean three-space) in $O(N \log N$ ) time by the algorithm of Preparata and Hong [83].
2. For each face $\Gamma_{i}$ of the convex hull there is a corresponding Voronoi point $V_{i}$ on the surface of the sphere that is equidistant from the vertices of face $F_{i}$. (Actually there are two such points $\rightarrow V_{i}$ and the point diametricilly opposite $V_{i}$. Choose the point that is closest to the vertices of face $F_{i}$.)
3. For ench pair of faces $\Gamma_{i}$ and $F_{j}$ that share an edige $E_{i j}$ construct an arc of a great circle that comects points $V_{i}$ and $V_{j}$. Since there are only $O(N)$ faces and edges in the convex hull we can do this in $O(N)$ time.

The diagram that the above algorithm constructs is the spherical nearest point Voronoi diagram because ench Voronoi noint $V_{i}$ corresponding to face $F_{i}$ is not only equidistant from the vertices of face $F_{i}$ but is also closer to these three points than the other $N-3$ points of set $S$. As in the case of the planar Vorenci diagram, we have a set of circles that ensure the properties of the Voronoi diagram.

### 4.3. Nearest and Farthesi Edge Diagrams

Drysdale and tne [37] dieserihe the ennstruction of Vornnoi diagrams of line segments (and other geometrical objects) in $O\left(N c^{\left.(\log N)^{2 / 2}\right)}\right.$ time (which they later improved to $O\left(N(\log N)^{2}\right)$ time) and Kirkpatrick [59] has reduced this time to $O(N \log N) . A$ sperial case of this problem is the nearest (respectively farthest) edge diagram for a convex N -gon. This cliagram is a tesselation of the plane into N polygonal regions such that ench region $i$ is the set of all points nearest to (respectively farthcst from) edgc 1 of the $N$-gon. Figure $4-6$ illustrates a nearest edge diagram.

The problem of constructing a nearest edge diagram is presented by Shamos
[89] as problem roL9 in his morthook. One interesting application is that once we have constructed the nearost ectge diagram, we can solve the problem of constructing the greatest incircle of a convex polygon (jproblem POL1G) in O(N) time. Both Preparala and Lee describe $O(N \log N$ ) time solutions to this problem that are not based on geometric transforms [77,79]. (They cull this problem "Medial axis of a convex polygon.") In this section we ciescribe an $O(N \log N)$ time solution that is based on the simple geometric transforms of (1) embedding in a higher dimension and (2) orthographic projection.

One of the main differences between the nearest-edge diagram and the others described in this chapter is that the clemonts defining the diagram are edges rather than points. We can, however, still express it in terms of circles; since each vertex $V$ of the diagram is equidistant from the threc nearest edges of the $N$-gon, $V$ is the center of a circle that is taigent to three eciges (but does not intersect or contain any of the other $N-3$ edges). This suggests that we might try to apply the formula that we used for the Euclidean Manar Voronoi diagram of $N$ points; embed in Euclidean three-space, invert the edges with respect to a point $P$ that is not in the xy plane (producing a comecled set of circular arcs), and construct the convex hull of the transformed elements. This would work well if we had a fast algorithm for constructing the convex hull of a set of (comnected) circular arcs in three-space. 16 There is, howover, another way to embed this problem in three-space that produces a three-dimensional problem that involves only linear components.

The $N$ circular arcs all detcrmine circles that pass through point $P$. For any one of these $N$ circles $C_{i}$ there is an infinite number of spheres that pass through (all of the points of) $C_{i}$. We can (hus represent the convex $N$-gon (in the xy plane) as a set of $N$ spheres (in three-space) cach of which passes through point $P$ and still has one degree of freedom. How should the spheres be chosen?
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Figure 4-3: Nearest edije dlagram of a convex polygon.

Since inversion maps spheres to plancs and the interior of the spheres to half-spaces, we can represent the nearest edge diagram by an intersection of half-spaces. The problem of choosing the spheres now becomes a problem of choosing the half-spaces. For aach half-space the degree of freedom is the angle that its boundary makes with the xy plane. Since the edges of the nearest edge diagram te on the angular bisectors af adjacent sides of the $N$-gon we choose half-spaces whose boundaries meed directly above these angular bisectors. This gives us the following algorithm:

Algorithm for Nearest (Respectively Farthest) [dge Diagram for a Convex Polygon

Input: $N=$ number of vertices in the convex polygon. $X[1: N], Y[1: N]=x$ and $y$ coordinates of verlices of the $\mathrm{N}-\mathrm{gon}$ (counterclockwise order).

Output: Nearest Edge Diagram The representation is similar to the pepresentation for an intersection of half-spaces (Section 3.1).

Time: $O(N \log N)$, Space: $O(N)$.

1. Let the convex polygon lie in the xy plane of 3 -space. For each edge $e_{i}$ of the polygon construct the unique plane $p_{i}$ that (a) contains that edge, (b) makes a 45 degree angle wilh the $x y$ plane, and ( $c$ ) lies above the polygon (rather than below it). For a nearest edge diagram, let $h_{i}$ be the half-space that lies below plane $p_{i}$. For a farthest edge diagram, let $h_{i}$ life above plane $p_{i}$.
2. Intersect the $N$ half-spaces $h_{i}$ in $O(N \log N)$ time $($ Section 3.1).
3. Project the intersection to the xy plane. (This amounts to throwing out the $z$ coordinates of the vertices of the intersection.)

The above algnorithm does not make any distance measirements to construct the nearest (or farthest) edge diagram. Instead, it relies on the symmetry induced in Step 1 by constructing all planes $p_{i}$ at the same angle ( 45 degrees) from the $x y$ plane. We can generalize this to weighted distances $w_{j}$ from the edges by simply letting the slopes of the planes $p_{i}$ be set to the weights $w_{i}$.

### 4.4. Summary

We have described three types of diagrams, planar and spherical Voronoi diagrams of sets of points, and (nearest and farthest) edge diagrams for a convex polygon. Since ench of these problems involved Euclidean distance between the elements defining the diagram, we found it useful to express each problem in terms of circles. We then embedaled the problem in a higher dimension and, when necessary, expressed it in terms of (carcfully chosen) spheres and applied
inversion to obtain an equivalent problem expressed in terms of linear components.

For the planar Voronoi diagram problem we embedded the plane into three-dimensinns and applifer inversion to obtain a convex hull problem. The circles defining. the planar Voronoi diagrain are centered at the Voronoi points and each pass through three of the N points but do not contain any of the other $\mathrm{N}-3$ points in their interiors. These circles become spheres when embedded into thrae dimensions and, when inverted, become the planes that bound the faces of the convex hull.

We were able to solve the splerical Voronoi diagram problem directly as a convex hull problem. This is because the circles defining the diagram pass through three of the $N$ spherical points but do not contain any of the other $N-3$ points. When the spherical Voronoi diagram problem (which is a spherical two-space problem) is embedded into Euclidean three-space, these circles become the planes that bound the convex hull of the $N$ points.

We constructed the nearest (respectively farthest) edge diagram of a convex polygon by embedding into three-spiace and intersecting half-spaces. Each of the circles that define the nearest exlge diagram is tangent to three of the sides of the convex N -gon and does not contain any part of the other $\mathrm{N}=3$ sides in its interior. By emberding into Euclidean three-space, applying Inversion, redefining the problem in terms of spheres, and then applying inversion again we obtain a problem of intersecting half-spaces. But, as we saw in Section 3.1, the intersection of half-spaces is solved by constructing the convex hull of a set of points.

In the next chapter we will find even more uses for convex hulls.

## 5. Searching Tesselations

In this chapler we demonstrate how a search of a tesselation (Section 1.1.4) arises in both linear programming and computing the diameter of a set of points. Boll of these prollems invile the use of an orthographic projection to reduce a K-dimensional problem to a K-1-dimensional problem and furthermore provide interesting applications of the point / flat duality transform (Section 3.1.3.3). The diameter of a set of points also provicies another application of the convex hull of a set of points.

### 5.1. Linear Programming

Linear programming is an important technique for optimizing a linear function subject to a set of several linear consiraints. If there are $K$ variables and $N$ constraints, we may interpret each constraint as a half-space in K -space and the feasibic region satisfying all of the constraints as the polytope that is the intersection of N K-dimensional half-spaces. One of the vertices of the resulting polytope is an optimal solution for the linear program. The linear programming problem is to find this vertex as quickly as possible.

The standard method of selving linear programming problems is the simplex method (and its variants) [28]. In the worst case, however, the simplex method will require exponential time [ 60,55 ]. Kelly [53] has shown that for a model of lineap programming with $N$ relevant constrainis in two variables chosen independently from a given distribution, the expected number of iterations is O(N). Since each iteration costs, in this case, $O(N)$ time, the expected time for linear programming in his two-dimencional model is $O\left(N^{2}\right)$. In gencral, however, the expected-time of the simplex method has not been adequately analyzed, although empirical results indicate that it may be bounded above by a low degree polynomial in $K$ and $N[33$ ].

There are alternatives to the simplax mellod. Khachian [44] has produced an algorithm for solving lincar programming with integral coefficients that costs only polynomial lime (in the size of the inpul) in the worst case. His method, however, depends strongly on the fact that the confficients are integers. Another appreach
is to intersect the: N K-dimensional half-spaces to construct explicitly the feasible region and then evaluate the objective function at each vertex. For $K=2$ or $K=3$ variables we may construct the interscetion and solve the linear programming problem in $O(N \log N$ ) worst case time and (whicn the expected number of nonredundant constraints is $O\left(i^{P}\right)$ for some $\left.p<1\right) O(N)$ expected-time [ $34,106,84]$ This is, in the worst case, better than the simplex method, which may take $O\left(N^{2}\right)$ time in these cases. It is not, however, generally considered advisable to construct explicilly the entire feasible region when we need only the vertex corresponding to the solution. The simpiex method certainly avoids that problem. We now describe an approach toward a better solution.


Figure 5-1: Transform of LP problem to vertical line and convex hull.

Dantzig [28] describes an alternate interpretation of the simplex method that is based on the point / flat dualily transform. The polytope obtained by intersecting the $\mathbf{N}$ K-dimensional half-spaces transforms to the convex hull of N points in K-space and the (linear) objective function transforms to a vertical line (in the $K$ coordinate) in K-space. (See Figure 5-1.) The linear programming problem itself is transformed to the problem of determining which face of the convex hull this vertical line intersects. When we orthographically project the convex hull to a tesselation and the vertical line to a point in $K-1$-space, we obtain a problem of locating a point in a tesselation. (See Figure 5-2 for an illustration of the two-dimensional case.) This clocs not immecliatcly lead to a (provably) faster linear programming algorithm than the simplex method, but it does provide another way to approach the linear
programaing problem.


Figure 5-2: Transform of vertical line and convex hull to a point and a tesselation.

### 5.2. Diameter of a Sct oî Points

The diameter of $n$ set of points is the distance between the two farthest points. This quantity often arises in problems of cluster analysis [51] because a set of points that are all near each other makes a better cluster than a set of points that are spread for opart. The straightforward way to determine the diameter of $N$ points is to compute all $\theta\left(N^{2}\right)$ interpoint distances and return the maximum. Depending on the metric and the number of dimensions, lowever, there may be much faster aigorithins.

For $K=1$ dimension all $N$ points lle on a line and the diameter is the distance between the points will maximm and ninmum coordinate, which can easily be found in $O(N)$ time. (In fact, [3N/2-2] comparisons are necessary and sufficient [76]). For two or more dimensions the choice of metric is important. The $L_{1}$ or $L_{\infty}$ diameter of $N$ points in $K$ dimensions can be easily computed in $O\left(2^{K} N\right.$ ) or $O(K N)$ time, respectively, ${ }^{17}$ but the Euclidean case may be more difficult. For two dimensions

[^15]the best known Euclidican diameter algurithms rum in worst-case time $O(N \log N)$ [89, 01]. For three dimensions Yan [102] has produced an $O\left(N^{1.8}\right)$ time algorithm and for $K$ dimensions $O\left(N^{2-\alpha(K)}\right.$ time, where $\alpha(K)=2^{-(K+1)}$.

We will present an $O((N+K)$ log $N)$ tinac algorithm for the three-dimensional case, where $K$ is the number of pairs of antipodial vertices on the convex hull. To achieve this time we apply a point / flat duality combined with orthographic projection to the components of the convex hull of the set of $N$ points to obtain a problem of locating points in an outerplanar straight-line graph. In Appendix 11 we describe a relationship beiween the Euclidean diameter and an empty-intersection problem that may lead to an $\Omega_{( }(N \log N)$ time lower bound for the diameter problem. In the following sections we present $O(N \log N)$ time two-dimensional Euclidean diameter algorithms, the $O((N+K) \log N)$ time three-dimensional algorithm, and then discuss fast expected-time algorithms, approximation algorithns, higher dimensions, applications, and some unsolved problems.

### 5.2.1. Diametor in Two Dimensions

Shamos [91] describes an $O(N \log N)$ time algorithm for computing the diameter of $N$ points in the plane. The algorithm that we present is essentially equivalent to his, but it is expressed so that it generalizes to a fast threc-dimensional algorithm. We first present a theorem that reduces our search for the diametrical pair of points to the convex hull.

Theorem 23: (llocking and Young [52], p. 207) The Euclidean diameter of a set of points $S$ is determined by two points on the convex hull of $S$.

If all $N$ of the points of $S$ are on the convex hull, then we have not reduced the size of the problem. We have, however, simplified it by reducing the problem of computing the diameter of a set of points to the probten of computing the diameter of a convex polygon. For our new problem we have the following theorem:

Theorem 24: (Yaglom and Bollyanskii [100], p. 9) The diameter of a convex figure is the maximun distance between parallel lines of support of this figure.


Figure 5-3: Convex hull and parallel lines of support.

In Figure 5-3 we illustrate two (parallel) lines of support $L_{1}$ and $L_{\mathbf{2}}$. In general, a line of support passes through (at least) one boundary point of a figure and lies entirely on one side of that figure. Pairs of points (of the figure) on opposite parallel lines of support are called antipodal points. In Figure 5-3 points $A$ and $E$ and points $B$ and $E$ are antipodal. We are interested in the antipodal pairs of vertices determined by the lines of support for the convex hull of $S$ because one of these pairs determines the diameter of $S$. Our next theorem gives a bound on the number of pairs that we will have to examine.

Theorem 25: For a convex polygon of $N$ vertices there are only $O(N)$ antipodal pairs of vertices.

Proof: As we rotate parallel lines of support $L$ and $M$ about the convex polygon, the antipocial vertices cietermined by $L$ and $M$ change only when either $L$ or $M$ becomes coincident with one of the $N$ sides. We may thus generate all of the pairs of antipoctal pairs of vertices by recording all antipocial pairs when eitior $L$ or $M$ contains a side of the polygon. If line $L$ contains a side, then it passes through two vertices and similarly, its line of support $M$ will pass through at most two vertices. (In fact, only when the polygnn has paraliel sides can both $L$ and $M$ simultaneously pass through two vertices.) There are therefore at most four antipodal pairs of vertices generated each time a line of support passes through a side of the polygni. Since there are only N sides of the polygon, there are only $O(N)$ onlipodal pairs of vertices.

We now have smough information to outline our two-dimensional diameter algorithm:

Outline of Two-Dimensional Diameter Algoritimm

1. Construct the convex hull of the $N$ planar points:
2. Generate the $O(N)$ antipodal pairs of vertices from the lines of support of the convex hull.
3. Compare the ristances between each pair of antipodal vertices and report the maximum as the diameter.

We can construct the convex hull (Step 1) in $O(N \log N$ ) time [48] and easily compare the distances between antipodal pairs of vertices (Step 3) in only $O(N)$ time. We thus have only to determine how fast we can generate the $O(N)$ pairs of antipodal vertices (Step 2). In the remainder of this section we show two algorithms for generating them in $O(N)$ time, making the total time for our diameter algoritlum $O(N \log N)$.

Shamos [91] describes in detail how to generate the $O(N)$ pairs of antipodal vertices of a convex polygon in $O(N)$ time. After finding the first pair he generates the olher pairs in a counterclockwise scan about the polygon, maintaining parallel lines of support at all times. For example, in Figure $5-3$ line $L_{1}$ passes through vertices $A$ and $B$ and parallel line of support $L_{2}$ passes through vertex $E$. We can rotate $L_{1}$ counterclockwisf, about vertex $B$ and $L_{2}$ about vertex $E$ until either $L_{1}$ contains side $B C$ or $L_{2}$ conlains side EF. We determine which of the two possibilities occurs first by comparing the slopes of sides $E F$ and $B C$. In titis case line $L_{2}$ will meet side EF before line $L_{1}$ meets $E C$ because the slope of $E F$ is less than the slope of $B C$. This means that vertices $B$ and $F$ are antipodal and that we will begin rotating $L_{2}$ about vertex $F$ pather than $E$. We continue this procedure until the parallel lines of support $L_{1}$ and $L_{2}$ have traversed the entire comvex polygon (and have thus generated all of the antipodal pairs of vertices).

We can modify Shamos' algorithm so that it generalizes easily to the three-dimensional casc. The importani feature that we extract from his algorithm is that when we perform the $O(N)$ time scan around the convex hull, the only comparisons that we must make are comparisons of the slopes of the sides of the convex hull. That $i s$, the $x$ and $y$ coordinates of the vertices do not matter since we compare only the slopes of the sides of the polygon. This insight leads to a one-climensional interpretation of the (originally) two-dimensional problem.


Figure 5-4: Transform of a convex hull to a line.

We illustrate the transform in Figure 5-1. The first step is to divide the convex polygon into two parts, UPPER and LOWER. This ensures that when one of two parallel lines of support meets the polygon at an UPPER side, the other line of support meels it a LOWFR side. We may define the transform of an UPPER side of the convex hull as lise slope of the UPper line of support that contains it. We may also transform an UPPER vericx $V$ to the set of slopes of all UPPER lines of support that pass through $V$. The transform for LOWER sides and vertices is similar. Furthermore, since we consider the leftmost and rightmost vertices ( $A$ and $E$ in Figure $5-1$ ) to lie in bo(h the UPPER and LOWER sets, they each have both an UPPER and a LOWCR transiorm. We now describe the transform algelbraically.

The transform maps the UPPER set of sides of the convex hull to a set of points on the line and the LOWFR set of sides to another set of points on the line. The mapping is simply a point / flat duality followed by an orthographic projection

$$
\begin{equation*}
y=m x+b \rightarrow(m, b) \rightarrow(m) \tag{14}
\end{equation*}
$$

where " $y=m x+b "$ is the tine determined by a side of the convex hull and " $m$ )" is the one-dimensional point to which the side maps. The transform of a vertex $V$ of the convex hull is an interval on the line. If $V$ is the intersection of two UPPER (or two LOWER) sides that determine the lines $y=n_{1} x+b_{1}$ and $y=m_{2} x+b_{2}$ then the transform of $V$ is the interval between (one-dimensional) points ( $m_{1}$ ) and ( $m_{2}$ ). This is because all UPPf:R (or LOWER) tines of support at $V$ must have a slope between $\left(m_{1}\right)$ and ( $m_{2}$ ). If $V$ is a lefinost or rightmost point, then the set of slopes of the UPPER (or IOWIR ) lines of support at $V$ is an infinite interval on the line. For example, in Figure 5-4 the UPPER transiorm of vericx $E$ is the interval ( $-\infty$, e] and the LOWER transform of vertex $E$ is the interval [ $d, 10$, where " $e$ " is the slope of side $e$ and " $d$ " is the slope of side d.

The transform gives us all the information ve: need to generate the $O(N)$ pairs of antipodal vertices. For eximile, in Figure $5-4$, if $L_{1}$ is the line determined by side $a$, then the parallel line of suppori $L_{2}$ passes through the vertex $F$. Equivalently, the transform maps side a to point a and veriex $F$ to interval $F$ such that point a lies inside the interval $F$. Since side $a$ is bounded by vertices $A$ and $B$, we have the antipoclal pairs of vortices ( $\Lambda, F$ ) and ( $G, F)$. We can generate all $O(N)$ pairs of antipodal vertices by finding which intervals contain the $N$ points $a, b, c$, etc.

Theorem ? $\mathrm{h}:$ Given a convex polygon of $N$ sides, we can generate the $O(N)$ pairs of antipodal verices in $O(N)$ time.

Proof: When we generate the UPPER and LOWER sets of points on the line (Erfation 1 1), they will be in sorted order because the slopes of the sicles of the convex hull are already sorted. We can thus easily scan the two sets to determine which interval each point lies in and ultimately generate the $O(N)$ antipodal pairs of vertices in $O(N)$ time.

In summary, we have
Theorem. 27: We can compute the diameter of $N$ planar peints in $O(N \log N)$ worst-ciase time.

Proof: We first construst the convex hull in $O(N \log N)$ ([43]) time and then compare tire $O(N)$ antiporal pairs of vertices in $O(N)$ time. To
generate the antipodal puirs we may use either the scan around the convex hull of Shanios [01] or first transform the sides of the convex hull to points on a line and then perform an equivalent scan of those points.

### 5.2.2. Diameier in Tirce Dimensions

Many features of our algorithm for the diameter of a two-dimensional set of points extend to lliree dimensions. We first constrict the convex hull of the $N$ points in $O(N \log N)$ time (by the algoritim of Preparata and Hong [83]) to enable us to solve the diameter of the sel of points as the diameter of a convex hull. To find the diameter of the convex hull we then generate the set of antipodal pairs of vertices, one pair of which delermines the diamelar. In this section we show how to generate the $K$ pairs of antipodal vertices in $O((N+K) \log N)$ time und that we can thereby compute the diameter of $N$ points in inree-space in $O((N+K) \log N)$ time.

In the plane we used the concept of line of support to generate the $O(N)$ pairs of antipodal vertices. In three dimensions the corresponding concept is plane of support. For each face of the convex hull, say face PQR, the plane of suppor passes through a vertex $W$ of the convex hull. This generates the antipodal pairs of vertices ( $\Gamma, W$ ) , ( $Q, W$ ), and ( $\Omega, W$ ). Although the convex hull has only $O(N)$ faces, in the worst case there may still be $G\left(N^{2}\right)$ pairs of antipodal vertices. 18 When the number of pairs $K$ is less than $O\left(N^{2}\right.$ ), though, it is not obvious how to generate them in less than $O\left(N^{?}\right.$ ) time.

Our first step toward generating thic antipodal vertices is to divicle the faces of the convex hull into the two sets UPIEER and LOWER. (The plane that contains an UPPER face lies above the convex hull and the plane that contains a LOWER face lies below the convox hull.) This (ivision has the property that if a plane $L$ contains a face of the UPPER set, then the plane of support iv that is parallel to $L$ passes

[^16]

through a vertrex of thr: IOWFIR set. Similaty, n face of the LOWER set determines a parallel plane of sumport that passes hrough a veriex of the UPPER set. (We consider the ver!icen on the boundary of the UPPER and LOWER sets to belong to both sets.) We nexi show how we can transform the UPPER and LOWER sets to find the antipodal vertices quickly.

### 5.2.2.1. Transform in Three Dimensions

To generate the $O(N)$ pairs of antipodal vertices we use an extension of the geometric transform that we used for the two-dimensional problem. In two dimensions our choice of transform was motivated by the fact that the search for lines of support involves only comparisons of the slopes of the sides of the convex hull. Similarly, in three dimensions, the search for planes of support involves comparisons of the slopes of the faces of the convex hull. Our transform for the faces, edges, and vertices of the convex hull all follow the same schema:

The UPRER transform of a component of the convex huil is the set of slope-pairs of all UPRER planes of support that contain it. Similarly, the LOWER transform is the set of slope-pairs of all LOWER planes of support that contain it.

Since only one plane of support contains a face of the convex hull, a face maps to one point. An edge is contained by a set of planes of support with one degree of freedom so an edge maps to an interval of a line. Finally, a vertex of the convex hull is contained by a set of planes of support with two degrees of freedom so a vertex maps to a planar region. We now present algebraic descriptions of the transforms of faces, ediges, and vertices of the convex hull.

## Transform of a Face

Let $z=a x+b y+c$ be the plane determined by a face fo the convex hull. The transform of face $F$ is simply the pair of slopes $(a, b)$, a point in the ab plane. We may altermatrly view this transform as a combination of the point $/$ flat duality and orthographic projection:

$$
\begin{equation*}
z=a x+b y+c \rightarrow(a, b, c) \rightarrow(u, b) . \tag{15}
\end{equation*}
$$

We next slescribe the transform of an edge and a vertex. Since the UPPER and LOWER transforins arc so similar, we present only the UPPER transform for each case.

UPPER Transform of an Edge

Suppose that two faces $L$ and $M$ of the convex hull have on UPPER edge $E_{L M}$ in common. Let tho two planes $L$ and $M$ determined by these faces be written

$$
\begin{align*}
& z=a_{L} x+b_{L} y+c_{L} \text {, and }  \tag{16}\\
& z=a_{M} x+b_{M} y+c_{M} .
\end{align*}
$$

We can write the line where planes $L$ and $M$ meet in parametric form as

$$
\left(P_{x}, P_{y}, P_{z}\right)+u\left|\begin{array}{ccc}
\bar{j} & \bar{\jmath} & \bar{K}  \tag{17}\\
a_{L} & b_{L} & -1 \\
a_{M} & b_{M} & -1
\end{array}\right|, u \in \text { Reals }
$$

where $P=\left(P_{x}, P_{y}, P_{z}\right)$ is some point in both planes and $\bar{I}_{1} \bar{J}_{1}$ and $\bar{K}$ are unit vectors parallel to the $x, y$, and $z$ axes, resportively. For example, if the line intersects the $x y$-plane we can choose $P$ as

$$
P=\left(P_{x}, P_{y}, P_{z}\right)=-\left[\begin{array}{ccc}
a_{l} & b_{L} & 0 \\
a_{i M} & b_{i n} & 0 \\
0 & 0 & 1
\end{array}\right]^{-1}\left[\begin{array}{c}
c_{L} \\
c_{M} \\
0
\end{array}\right] .
$$

A plane $z^{z} a x+b y+c$ conlains the line of Equation (17) iff

$$
\left|\begin{array}{lll}
a & b & -1  \tag{18}\\
a_{L} & b_{L} & -1 \\
a_{M} & b_{M} & -1
\end{array}\right|=0 \quad \text { and } \quad P_{Z}=a P_{X}+b P_{Y}+c .
$$

Since the transform of $E_{L M}$ is linited to UPRER planes of support that contain $E_{L M}$, we must restrict the solutions of Equation (13) to an interval defined by the two points $\left(a_{L}, b_{L}, c_{L}\right)$ and $\left(a_{M}, b_{M}, c_{M}\right)$. The transform of edge $E_{L M}$ is the projection of
an interval of this line to the $x y$ (ab) plane. We summarize our results in the following theorem:

Theorrm ?8: Let the planes $L$ and $M$ of Equation (10) be delermined by two faces of a convex polyliedron that meet at an UPPER edge $E_{\text {LM }}$. The UPPER transform of edge $\varepsilon_{\text {LM }}$ is the set of points ( $a, b$ ) on the line

$$
\begin{equation*}
\left(b_{M}-b_{L}\right)_{a}-\left(a_{M}-a_{L}\right)_{b}=a_{L} b_{M}-a_{M} b_{L} \tag{10}
\end{equation*}
$$

that lie in an interval determined by the points ( $a_{L}, b_{L}$ ) and ( $a_{M}$, $b_{M}$ ). If $L$ and $M$ are looli UPPRER planes then the interval lies between the two points. If $L$ is URPER but $M$ is LOWCR then the interval is the ray from point ( $a_{L}, b_{L}$ ) that does not inctude point ( $a_{m}, b_{M}$ ). (Similarly when $L$ is LOWER and $: M$ is UPPFR.)

Pronf: The line of Equation (10) is from Equation (18). Since the set of UPPER planes of support that contain relge $E_{L i m}$ is connected, the UPPER transform of edge $F_{L M}$ is an interval of this line. Since the planes $L$ and $M$ of Equation ( 16 ) contain edge $E_{L i M}$. the points ( $a_{L}, b_{L}$ ) and ( $a_{M}, b_{M}$ ) must be on the UPיren transform of edge ELif iff planes $L$ and $M$ are UPPER faces of thre convex hull. Furthermoic, since the faces $L$ and $M$ are the extreme limits that a plane of support can be rotated about edge $\mathrm{E}_{\mathrm{LM}}$. point ( $a_{L}, v_{L}$ ) must be an endpoint of the interval if plane $L$ is an UPPER plane of support and ( ${ }^{2} \mathrm{M}^{1 /}{ }^{1}$ ) must be an endpoint or the interval if plane $M$ is an UPPCR plane of support. Fron these conditions it follows that if both $L$ and $M$ are uprfis planes of suppori, then the interval must be between the two points. If $L$ is an URPER piane of support but not $M$, then the interval is a ray starting from point ( $a_{L}, b_{L}$ ) that does not contain point ( $a_{M}, D_{M}$ ). Similary ir $L$ is LOWER and $M$ is UPPER.

## UPPER Transform of a Vertex

Suppone hat 11 faces mest at a vertex $V=\left(V_{x}, V_{y}, V_{z}\right)$ on the UPRER part of the convex hull. Number these faces in commertluckwise order so that the ediges that mest at verinex $V$ are $\mathrm{E}_{1 \%}, \mathrm{~F}_{23}, \ldots$.. FH1. (If vertex $V$ lices on the boundary of the UPRER and LOWCR pirts then include only hose edges in the URPER part.) Let the planes determined by the 11 faeres be

$$
z=a_{i} x+b_{j} y+c_{j}, \quad i=1, \ldots, H .
$$

If ray $r_{i}$ is the ray that originates at point $V$ and points down edge $E_{i, j+9}$ then

$$
\begin{equation*}
r_{i}=\left(v_{x}, v_{y}, v_{z}\right)+u\left(a_{i j}, \beta_{i}, q_{i j}\right), u \geq 0 \tag{20}
\end{equation*}
$$

where

$$
\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)=\alpha_{i} \bar{J}+\beta_{1} \bar{J}+\gamma_{1} \overline{\bar{k}}=\left|\begin{array}{ccc}
i & \bar{J} & \bar{k}  \tag{21}\\
a_{i} & b_{i} & -1 \\
a_{i+1} & b_{i+1} & -1
\end{array}\right| \times \operatorname{SGN}\left|\begin{array}{ccc}
a_{i} & b_{i} & -1 \\
a_{i+1} & b_{i+i} & -1 \\
a_{i+2} & b_{i+2} & -1
\end{array}\right|
$$

(Note that the subscripts " $i+1$ " and " $i+2$ " are to be taken modulo H.) The first determinant in Equation (21) determines the line that ray $r_{i}$ lies in and the second determinant detsmines whic! of the two possible directions $p_{i}$ should point. We may now characterize the set of UPPER planes of support of UPPER vertex $V$.

Thenrem 2!): Let $V=\left(V_{x}, V_{y}, V_{7}\right)$ be an UPRER vartex of a convex polyhedron at which the UPPER rays $r_{i}$ determined by $V$ satisfy Equation (20). A plane $z=a x+b y+c$ is an UPPER plane of support at vertex $V$ iff

$$
\begin{equation*}
v_{z}=a v_{x}+b V_{y}+c \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{i} \leq a_{\alpha_{i}}+b \beta_{i}, \quad i=1, \ldots, H \tag{23}
\end{equation*}
$$

Proof: $\wedge$ plane $z=a x+b y+c$ is an UPPER plane of support at vertex $V$ iff it passes through $V$ and remains above all the rays $i_{i}$. Equation (22) requires the plane to pass through $V$. The plane remains above the $H$ rays iff

$$
\begin{equation*}
v_{z}+u \gamma_{i} \leq a\left(V_{x}+u_{a j}\right)+b\left(V_{y}+u \beta_{i}\right)+c, \forall u \geq 0 \tag{24}
\end{equation*}
$$

By subtracting Equation (22) and dividing by $u$ we obtain the inequality (23). Conversely, if Equations (22) and (23) are satisfied, we easily derive E(guation (21) by multiplying (23) by $u \geq 0$ and addi:ig to (22).

For the transform of UPPER vertex $V$ we are interested only in the slopes of the UPPER plane:; of support at V. By Theorem 29 we have

Theorem 3n: Let $V$ be an liPfen vertex of a convex polyhedron at which the UIPRER rays $r_{i}$ cetermined by $V$ satisfy Equation (20). The UPPER transform of $V$ is a Convex nolygonal region of the ab plane determined by the inequalities

$$
\gamma_{i} \leq a_{\alpha_{i}}+b \beta_{i}, \quad i=1, \ldots, H
$$

### 5.2.2.2. Algoritim for Generaíing Antipocial Vertices

We have just seen how to transform the faces of a convex polyhedron to points in the plane, edges to edges in the plane, and vertices to convex polygonal regions. Combining these we can transform both the UPPER and LOWER parts of the convex hull to outerplanar straight-line graphs in the plane, as illustrated in Figure 5-5. We now present the property of these graphs that allows us to find efficiently the $K$ pairs of antipodal vertices.

Let'V be an IIPPER veriex of a convex polylicedron. The UPPER transform of $V$ is a convex polygonal region $V^{\prime}$ of the ab plane. By ciefinition of $V^{\prime}$, any UPPER plane that passes throurg vertex $V$ transforms to a point in $V^{\prime}$ iff it is an UPPER plane of support. Any LOWER plane of support that maps to a point in $V^{\prime}$ is therefore a parallel plane of support for some UPRER plane of support that passes through V . If a LOWER vertex $W$ maps to a region $W^{\prime}$ such that $V^{\prime}$ and $W^{\prime}$ overlap, then $V$ and $W$ share parallel planes of support and are therefore antipodal.


Figure 5-5: Search for planes of support maps to locating overlapping regions.

We have recluced the problem of computing the diameter of N points in three-space to the problem of finding intersections of the regions of two outerpianar
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straight-line graphs. We thus have the following outline for a three-dimensional diameter algorilhm:

Outline of Three-Dimensional Diameter Algorithm

1. Construct the convex hull of the $N$ points.
2. Divide the convex hull into the two parts UPPER and LOWER.
3. Mat) woth the UPPER and LOWER parts to outerplanar straight-line graphs by the transform described above.
4. Find all of the pairs of regions in the UPPER and LOWER graphs that overlap. Uplate the maximum distance between pairs of antipodal vertices.
5. Report the maximum distance measured as the diameter.

We can consifuct the convex hull (Step 1 ) in $O(N \log N$ ) time [33] and in $O(N)$ time partilion the hull into the sets UPPER and LOWER (Step 2) and transform these sets to outerplanar straight-line graphis (Step 3). Since there are only $O(N)$ pairs of antipodal vertices. Step 5 requires only constant time. This leaves Step 4, finding the overlaps between the UPPER and LOWER outerplenar graphs. We now describe how to conduct this search in $O((i N+K) \log N)$ time, where $K$ is the number of pairs of antipodal vertices.

Assume that there are $O(N)$ faces on DOth the UPPER and LOWER parts of the convex hull. The subproblicm of Step 4 is thus to find the overlaps among two sets of $O(N)$ convex regions (with a total of $O(N)$ edges). Two regions overlap iff (1) a vertex of one region is contained in the other region or (2) an edge of one region intersects all edge of another region. There exist algorithms that solve these two cases separately; we only need to combine them.

We can solve the first case, determing inclusion of the vertices in planar regions, by a numiler of algorithms. Lee and Preparata [00] describe how we can locate a point in the correct region in $O\left(\log ^{2} N\right)$ time, witi only $O(N \log N)$ preprocessing time.

We can thus locate the $O(N)$ points in $O\left(N \log ^{2} N\right.$ ) time. Lipton and Tarjan [70] have improved the sfuery time to $O(\log N)$, yielling an $O(N \log N)$ time algorithm for the $O(N)$ points while using only $O(N)$ storage, but the "constant factor" of their algoritim is very large. Preparata [80] has produced a practical algorithm that costs only $\sigma\lceil\log N 1$ comparisons for each query but requires $O(N \log N)$ storage and preprocessing time. Since we want to locate a set of points together rather than just one at a time, however, we can use Preparata's $O(K \log K)+$ $O(N)+O(K \log N)$ time alģorithm [ 22 ] or Lee and Yang's $O((N+K) \log (N+K))$ time algorithm [68] for locating a set of $K$ points in a straight-line planar graph of $N$ vertices, giving us an $O(N \log N$ ) time algorithm for locating $O(N)$ points.

The second case, finding all $K$ intersections of the edges of the two graphs, can be solved in $O((N+K) \log N)$ time and $O(N)$ storage by Brown's modification [24] of Bentley and Ottmann's [12] intersection algorithm (which is itself a modification of Hoey's algorithm for determining if any of $N$ line segments intersect [94, 91]).

The aigorithm below finds all of the edge intersections and all of the vertex inclusions in $O((N+K) \log N)$ time and $O(N)$ storage. It finds the edge intersections by Brown's algorithm [24] and the regions containing the vertices by maintaining two order relations ( $R_{U}$ and $R_{L}$ ) for the two outerplanar graphs. Since the extra time required to maintain $R_{U}$ and $R_{L}$ is only $O(N \log N$ ) and the storage is only $O(N)$, the total time and storage bounds are the same as for the edge intersection algorithm. This algorithm uses several simple data structures and functions:

- $G_{U}$ and $G_{L}$ - two outerplanar straight-iine graphs representing the transforms of the UPPER and LOWER parts of the convex hull of the three-dimensional points.
- Nextint[i] = next detected intersection point for segment i (that is to the right of the current $x$ coordinate of the left-to-right scan),
- Q - a queue of (<intersection-point or endpoint>, <segment>) pairs, sorted by the $x$ coordinates of the intersection points (or endpoints),
- $R_{U}\left[R_{L}\right]$ - an order relation of edges from $G_{U}\left[G_{L}\right]$ (evaluated at the current $\times$ coordinate of the left-to-right scan).
- R - an order relation of line segments for both $G_{U}$ and $G_{L}$ combined (evaluated at the current $\times$ coordinate of the left-to-right scan),
- Regions[i] $=$ ordered pair (Regions[i].above, Regions[i].below) of the regions above and below edge $i$ in the graph ( $G_{U}$ or $G_{L}$ ) of edge $i_{\text {, }}$
- Point[i] $=\left(x_{i}, y_{i}, z_{i}\right)$ of the three-dimensional point corresponding to region i of $G_{U}$ or $G_{L}$,
- Vertices[i] = (three) vertices of the convex hull that determine the face that maps to vertex $i$ of $G_{U}$ or $G_{L}$.
- Insert $(P, A, Q)$ - inserts ( $P, A$ ) into the queue $Q$, where $P$ is the left or right endpoint of segment $A$ or the intersection of segment $A$ and another segment.
- Delete( $P, A, Q$ ) - deletes $(P, A)$ from the queue $Q$. Exception: If $P . x=\infty$ the request is ignored.
- Insert( $S, R$ ) [Delete $(S, R)$ ] - inseris [deletes] segment $S$ in [from] order relation $\mathbb{R}$ (where the order is evaluated at the $\times$ coordinate of the left endpoint of $S$ ).
- Above( $P, R$ ) [Below $(P, R)$ ] - returns the segment above [below] point $P$ in order relation $R$ (where the order is evaluated at P.x),
- Insert( $\left.S, R_{U}, R_{L}\right)$ [Delete( $\left.S, R_{U}, R_{L}\right)$ ] - inserts [deletes] segment $S$ in [from] the order relation ( $R_{U}$ or $R_{L}$ ) to which $S$ belongs (where the order is evaluated at the $\times$ coordinate of the left endpoint of $S$ ),
- Above ( $\left.P, R_{U}, R_{L}\right)$ [Below $\left.\left(P, \Gamma_{U}, R_{L}\right)\right]$ - returns the segment above [below] point $P$ in the order relation ( $R_{U}$ or $R_{L}$ ) to which $P$ does not belong (where the order is evaluated at P.x).
- Pairs(L,M,D) - computes the distances between all pairs of points ( $\mathrm{i}, \mathrm{j}$ ) such that $i$ © $L$ and $j \in M$. If any of these distances are greater than $D$, then $D$ is set to the new maximum.


## Algorithm for Search Step of Diameter Algorithm

proc Inter( $\Lambda, B$ )
! Implement the modified insertion rule of [23] for segments $A$ and $B$.;
$\mathrm{P} \leftarrow$ Intersection $(\wedge, B)$;
$L \leftarrow N \operatorname{Nexthnt}[A] ; \quad M+N e x t \operatorname{lnt}[B] ;$
if P.x < L. $x$ then
Delete( $\mathrm{L}, \mathrm{A}, \mathrm{Q}$ ); Insert(P,A,Q); Nextint[A] \& P ;
if $P . x<M . x$ then
Delete $(M, B, Q) ; \operatorname{lnsert}(P, B, Q) ; \operatorname{Nextlnt}[B] \& P ;$
! Initialization;
$Q \leftarrow\{$ all pairs $(P, i)$ where $P$ is a left or right endpoint of segment $i$, sorted by the $x$ coordinates P.x \}
$R \leftarrow R_{U} \leftarrow R_{L} \nleftarrow \phi ;$ ! order relations for the edges of $G_{U}$ and $G_{L}$;
NextInt[i]. $\times$ - $\infty$ for all segments i;
Diam $\leftarrow 0$;
while $Q \neq \phi$ do
(P,S) + (next (point,segment) pair on 0 ); X coord of scan becomes P.x;
$T+$ (other segunent intersecting at $P$ if the next pair on $Q$ is ( $P, T$ ));
If $P$ is the left endpoint of segment $S$ then
insert(S,R);
$A+\operatorname{Above}(\Gamma, \Omega) ; B+\operatorname{Below}(P, R) ;$
If $\Lambda$ intersects $S$ then $\operatorname{linter}(A, S)$;
If $B$ intersects $S$ then $\operatorname{lnter}(B, S)$;
Pairs(Puint[Regions[Above( $\left.\left.P, R_{U}, R_{L}\right)\right]$.below], Vertices[ $P$ ], Diam); ! Three pairs;
Else if $P$ is the rigit endpoint of segment $S$ then
$A+\operatorname{Above}(P, R) ; \quad B+\operatorname{Bclow}(P, R) ;$
Delete(S,R);
If $A$ intersects $B$ then $\operatorname{inter}(A, B)$;
Pairs(Point[Regions[Above( $\left.\left.P, R_{Y}, R_{L}\right)\right]$.below], Vertices[P], Diam); ! Three pairs;
Else ! $P$ is an intersection of segments $S$ and $T$.;
Report(P);
Nextint[S]. $x+$ Nextint[T]. $x+\infty$;
Reverse(S,T,R); : Let $S$ become the top segment.;
$A+\operatorname{Above}(P, R) ; B+\operatorname{Below}(P, R)$;
If $\wedge$ intersects $S$ then $\operatorname{lnter}(A, S)$;
If $B$ intersects $T$ then inter $(B, T)$;
Pairs(Regions[S], Regions[T], Diam); ! Compare four pairs.;

We have just seen how to find all of the $O(K)$ overlaps of regions of two outerplanar straighth-line graphis of size $O(N)$ in $O(N+K) \log N$ ) time and $O(N)$ storage. But, as shown above, this implies

Theorem 31: The diameter of iv points in three-space can be computed in $O((N+K) \log N)$ time, where $K$ is the number of pairs of antipodal vertices on the convex hull of the $N$ points.

### 5.2.3. Refinements, Extensions, Re!ated and Unsolved Problems

We have concentrated only on worst-case two- and three-dimensional algorithms for computing the Euclidean diameter exactly. In this section we briefly describe results for fast expected-time, approximation, and higher-dimensional algorithms, open problems and an application to Chebyshev regression.

1. One of the major open problems for the Euclidean diameter is proving a nontrivial lower bound. In Appendix il we show that a diameter algorithm can solve an empty-intersection problem for which an $\Omega(N \log N)$ time lower hound has been proven for a weak model of computation, but there is still no $\Omega(N \log N)$ time lower bound for a model of computation strong enough to construct a convex hull in $O(N \log N)$ time. Shamos [92] conjectures that the diameter problem has a worst-case lower bound of $\Omega(N \log N)$ time for any metric whose circle has a continuously-turning tangent (such as the Euclidean metric), but that if the circle has only a discretely-turning tangent (such as the $L_{1}$ or $L_{\infty}$ metrics) then we can compute the diameter in O(N) time.
2. In our two-dimensional diameter algorithon the most expensive step is the construction of the convex hull of the $N$ points in $O(N \log N)$ worst-casc time. A fast expected-time convex hull algorithm leads to a fast diameter algoritim [31]. For example, if the expected number of vertices on the convex hull is only $O\left(N^{p}\right)$ for some $p<1$, then we may construct the convex hull in $O(N)$ expected-time [16] and therefore compute the diameter of $N$ points in $O(N)$ expected-time.

Our three-dimensional algorithm, however, takes not only $O(N \log N)$ worst-case time to construct the convex hull, but also $O((N+K) \log N)$ time to yenerate the $K$ pairs of antipodal vertices. If the expected number of vertices on the convex hull is only $O\left(N^{p}\right)$ for some $p<1$ and the expected number of pairs of antipocial vertices is $\bar{K}$, thell we may compute the diameter in $O(N+\bar{K} \log N)$ expected-time. An obvious open problem is to prove bounds for $\bar{K}$, as a function of $N$ for interesting distributions of points. (Conjecture: Let the straight-line planar graphs tha: the UPPER and LONER parts of the convex hull map to be $G_{U}$ and $G_{L}$ and let the regions of $G_{U}$ be $U_{i}$ and the regions of $G_{L}$ be $L_{i}$. For any hounded region $m$ of $G_{U}$ or $G_{L}$ let $R(m, \theta)$ be the aspect ratio of $m$-- the ratio of height to width -. when $m$ is rotated an angle $\theta$. For any unbounded region $m$ with sides along rays $r$ and $s$, let $R(m, \theta)$ be the aspect ratio for any (rotated) isosceles triangle with its two equal sides on lines $r$ and $s$. The number of overlapping regions $K$ is $O\left(S^{1 / 2} N\right)$, where $S=\max (i, j, \theta) F\left(U_{i}, \theta\right) / R\left(L_{j}, \theta\right)$. This type of bound arises in the maximun overlap of $N$ rectangular regions [22].)

In $D$ dimensions we can construct the convex hull of $N$ points in $O(N)$ expected-tine if the $D$ coordinates of the points are independently distributed [10] [30]. In this case the expected number of vertices on the convex hull is only $O\left(\log ^{D-1} N\right)$ [10] and we can then compute the diameter in only $O\left(\log ^{2(D-1)} N\right)$ more expected-time by the
brute-force method of comparing all pairs of vertices.
3. The best known worst-case three-dimensional Euclidean diameter algorithm is that of Yao [102], which runs in $O\left(N^{1.8}\right)$ time. Yao has also prodiced a $D$-dimensional Euclidean diameter algorithm that runs in $O\left(N^{2-\alpha}(D)\right.$ ) time where $\alpha(D)=2^{-(0+1)}$. (This algorithm does not involve constriction of a convex hull because a convex hull in four or more dimensions may have $\theta\left(N^{2}\right)$ edges ([49], p.193).)
4. Yuval's $O(N \log N)$ time two-dimensional Chebyshev regression algorithm [ 31 ] relies on a scan of a convex hull with lines of support. We may apply our $O((N+K) \log N)$ time algorithm fur locating planes of support of a convex polyhedron to oljtain an $O((N+K) \log N)$ time threp-dimensional Chelbyshev re.gression algorithm.
5. We may approximate the Euclidican ciameter of a planar set of $N$ points within a factor of $1+\epsilon$ in worst-case tinie $O(N+1 / \epsilon)$ [7] (Section 6.1). (Shamos and Yuval [35] have previousiy described a technique that leads to an $O\left(N /\left(\mathbb{(}^{1 / 2}\right)\right)$ time approximation algoritirm.) Bentley, Faust and Preparata [7] describe a D-dimensional E-approximate algorithon that runs in $O\left(N+(1 / \epsilon)^{2(D-1)}\right.$ ) time. Open Problem: Construct a faster D-dinensional $\epsilon$-approximate diameter algorithm or prove a nonlrivial lower bound for the D-dimensional $\in$-approximate diameter problem.

### 5.3. Summary

For bolh of the problems treated in this chapter (inear programming and the Euclidean diameter of a set of points) we liave found that an apparently D-dimensional problem can be expressed as a $D-\{$-dimensional problem. This is because each problem can be expressed as a search for a flat (or a pair of flats) in which only the 0-1 slopes (but not inc intercepl) are important. The transform is chosen not only to reduce the dimensionality of the problem but also to represent it in a form for which there are already fast algoritims. The point / flat duality transforms the search of flats into a search of points and orthographic projection removes the unneeded coordinate.

## 6. Misccilancous Problems and Tcchaigues

In this chipter wo present two probicms and solutions that do not fit into any of the categories of the previous chanters. The techuiques applied to the first problem (fincling the approximate dinmetcr of a set of planar points) provide a contrast to the technicpucs for tise exact diameter in the previous chapter because the emphasis is on quickly producing ain approximate convex hull rather than on a fast search of an exact convex hull. Our solution to the second problem (fitting points on a hemisphere) introduces a new transform called gromonic projection that has the property of mapping great circles on a sphcre to straight lines in the Eucliclean plane.

### 6.1. Approximate Diameter oî Pomins in Two Dinensions

We prosented an $O(N \log N$ ) time algorithm for computing the exact Euclidean diameter of $N$ planar points in Section 5.2. In this section we describe two $O(N)$ time algorilhms for approximating the Eliclidean diameter of $N$ planar points within a relative factor of $(1+f) .^{19}$ To achieve the faster time we must use radically different techmiques. Whereas the exact diameter algorithmi used the point / flat duality and orthographice projection to olztain a problem of locating points within a tesselation, the first approximation algorithm uses rotation to define a metric whose unit circle is a regular polygon and the second approximation algorithm extends the ideas of the first by defining a transform based on a "pie-stice" diagram and use of the floor function.

### 6.1.1. Firsi Approximate Diameter figorihim

Shamos and Yuval [05] descrihed how to approximate the Euclidean metric with a metric whose unil circle is a regular nolygon -- the distance between two points $P$ and $Q$ is the wifth of the smallest ragular $K$-gon (of a particular orientation) that contains both $P$ and $Q$. (figure $G-1$ illustrates tice case for $K=8$ sides.). This

[^17]approximation has the properly that as the number of sides of the regular polygon increases the approximation improves. Our prohlen is to find a function $K(\epsilon)$ such that we can approximate the diameter within a factor of $1+\epsilon$ by using a regular polygon metric of $K(\epsilon)$ sides.


Figure 6-1: Points A through Hi determine the "octagon" metric diameter

Theorem 32: Let DIAM ${ }_{K}$ be the diameter of a planar set of points $S$ in a regular K -gon metric and let Diam be the Euclidean dianeter of S . If

$$
K \geq\left\lceil\pi / \sec ^{-1}(1+\epsilon) \mid\right.
$$

then

$$
D\left|A M_{K} \leq D\right| A M \leq(1+\epsilon) D \mid A M_{K} .
$$

Proof: The worst cases are pictured in Figures 6-2 (a) and (b). in Figure $6-2$ ( $a$ ) the Euclidean diameter is determined by points $P$ and $Q$ but the $K$-gon diameter is determined by points $T$ and $U$ and points $V$ and $W$. Letting $D(A, B)$ denote the Euclidean distance between two points $A$ and $B$, we define

$$
P=D(T, U)=D(V, W) \text { and } R=D(P, Q) \text {. }
$$

Since the metric is based on a rogular $k$-gon, the angle $\alpha$. between lines $L_{T}$ and $L_{V}$ and between lines $L_{U}$ and $L_{W}$ is

$$
\alpha=2 \pi / k .
$$

The minimun fossible $K$-jon diameter $r$ is achieved when points $T$ and $U$ are placed so that line $T U$ is perpencicular to lines $L_{T}$ and $L_{U}$ and points $V$. and- $W$ are placed so that line $V N$ is perpendicular to lines $L_{V}$ and $L_{W}$. From these concitions it foilows that

$$
r=R \cos (\alpha / 2) .
$$

Since $f=\langle R-r\rangle / r$, we have

$$
K \geq\left\lceil\pi / \sec ^{-1}(1+t) \mid .\right.
$$

In Figure 6-2 (b) the Euctidean diameter is determined by points $P$ and $Q$ but the $K$-gon diameter is determined by points $P$ and $B$ and points $P$ and $C$. Letting $r=D(P, B)=D(P, C)$ and $R=D(P, Q)$ we have
$\epsilon=\frac{R-r}{r}=\frac{\sqrt{r^{2}-s^{2}}+s \tan (\alpha / 2)-r}{r}=\sqrt{1-(s / r)^{2}}+(s / r) \tan (\alpha / 2)-1$,
which is maximized at $s / r=\sin (\alpha / 2)$, so that
$\leq \leq \cos (\alpha / 2)+\sin (\alpha / 2) \tan (\alpha / 2)-1=\sec (\alpha / 2)-1$.
Since $\alpha=2 \pi / K$, we have

$$
K \geq\left\lceil\pi / \sec ^{-1}(1+\epsilon)\right\rceil \text {. }
$$

Theorem 33: if $K=1 \pi / \sec ^{-1}(1+\epsilon) 1$, then as $\epsilon \rightarrow 0$, $K \rightarrow \pi /(2 \epsilon)^{1 / 2}$.

Proof: Since $\cos (x)=1-x^{2} / 2+\ldots$ the result follows.

## First Approximate Diameter Algorithm

1. Let the number of sides of the regular $K$-gon metric be

$$
K=\left\{\pi / \sec ^{-1}(1+2 i)\right\} .
$$



Figure 6-2: Worst cases for K-gon diameter.
2. For each of the directions (angles) $0,2 \pi / K, 4 \pi / K, 6 \pi / K$, . . $2(K-1) \pi / K$ find the most extreme of the $N$ points. (This is equivalent to repeatedly rotating the $N$ points and finding the point farthest to the right.)
3. Find the (exact) diameter of the (at most) $K$ points deternined in Step 2 and multiply it by $(1+\epsilon)$. This can be done in $O(K)$ time by a Graham [18] scan to construct the convex hull and a Shamos [89] scan to compute the diameter.

Theorem 34: The Euclidean diameter of a set of $N$ planar points can be approximated wilhin a factor of $(1+\epsilon)$ in $O\left(N /(6)^{1 / 2}\right)$ time.

Proof: By Theorem 32 the value chosen for $K$ in the above algorithm is sufficient for the e-approximation of the diameter. Theoren 33 establishes that $K=O\left(N /(\epsilon)^{1 / 2}\right)$. Since the most expensive step of the algorithm is Step 2 , we can compute the $\epsilon$-approximate diameter in $O(K N)$ $=O\left(N /(\epsilon)^{1 / 2}\right)$ time.

### 6.1.2. Sccond Approximato Diamet ar Agoritim

Althourgh the first f-approxiniate diameter algorithm takes only time linear in $N$, it is also linear in $1 / 1^{1 / 2}$. The second (-approximate algorithm reduces the time from $O\left(N /(\epsilon)^{1 / 2}\right)$ to $O(N+1 / C)$ by using a transforin bascd oil a "pie-stice" diagram (Figure 6-3) and the floor function. (Bentley, Faust, and Preporata [7] describe a different $\epsilon$-approximate planar diameter algorithm that also runs in time $O(N+1 / \epsilon)$.) Bentley, Weide, and Yao [18] have used a simple "pie-slice" diagram for their Voronoi diagram algorithm and Weide [00] has used the floor function to speed up some of the algorithms in his thesis.


Figure 6-3: ^ "pie-slice" diagram.

The "pie-slien" diagram enables us to find efficiently a small subset $S^{\prime}$ of the $N$ points of $S$ such that the diameter of $S^{\prime}$ approximates the diameter of $S$. The center of the dingram, where the $K$ "slices" meet, can be any point on or within the convex hull of $S$. (The slices do not each cover an angle of $2 \pi / K$ radians, however, because the computation of which slice a point lies in would then require inverse
trigonometric functions. The slices are instead chosen to divide uniformly the slopes in each of the ontants, leading to simpler computations.) From each of the slices we choose one point to insert in the subset $S^{\prime}$. As illustrated in Figure 6-3, the point that we choosa is either the farihest Inf: fathest right, highest, or the lowest, depending upon the orientation of the slice. We now determine how large $K$ must be to ensure that the diametor of $S^{\prime}$ is within a factor of $(1+\epsilon)$ of the diameter of $S$.


Figure 6-4: The two cases for choice of dianeter with the "pie-slice" algorithm.

Theorem 35: If DIMM is the diameter of a set $S$ of $N$ planar points, then the diameter DIAM $K$ of the points ciosen from a pie-slice diagram of $K$ slices satisfies

$$
\operatorname{DIAM}_{K} \leq D I A M \leq(1+\epsilon) \operatorname{DIAM}_{K}
$$

if

$$
K \geq\lceil 8 \sqrt{1+\sqrt{\delta} / 2}(1+\sqrt{1+\epsilon}) / \in\rceil \text {. }
$$

Proof: Figure 6-1 illustrates the two possible worst cases. In both cases the Euclidean diameter is determined by points $P$ and $Q$ but the approximation algorithm chooses points $A$ and $D$ instead. The lines $A P$ and $B Q$, however, are parallel for case ( $\Lambda$ ) but perpendicular for case ( $B$ ). The dashed lines in boll figures outline the possible locations of the center C
of the pie-slice diagram.
In case 6-1 (A) we have

$$
\begin{aligned}
& P=\left(P_{x}, P_{y}\right)=\left(A_{x}-\lambda\left(A_{y}-C_{y}\right), A_{y}\right) \text { and } \\
& Q=\left(Q_{x}, Q_{y}\right)=\left(B_{x}-\lambda\left(B_{y}-C_{y}\right), B_{y}\right) .
\end{aligned}
$$

where

$$
\lambda=8 / K .
$$

Letting $D X=\Lambda_{x}-B_{x}$ and $D Y=\Lambda_{y}-B_{y}$.

$$
(1+\epsilon)^{2}=\frac{D(P, O)^{2}}{D(\Lambda, B)^{2}}=\frac{(D X-\lambda D Y)^{2}+D Y^{2}}{D X^{2}+D Y^{2}}
$$

Equation (25) is maximized as $D Y / D X \rightarrow \infty$. The worst case for Figure $6-4(1)$ is thus

$$
\begin{equation*}
K=\left\lceil\varepsilon / \epsilon^{1 / 2}\right\rceil \tag{26}
\end{equation*}
$$

For case 6-4 (B) we have

$$
\begin{align*}
& P=\left(P_{x}, P_{y}\right)=\left(A_{x}, A_{y}-\lambda\left(A_{x}-C_{x}\right)\right), \text { and }  \tag{27}\\
& Q=\left(Q_{x}, Q_{y}\right)=\left(B_{x}-\lambda\left(B_{y}-C_{y}\right), B_{y}\right) .
\end{align*}
$$

Although lhe coordinates of point $C$ cancelled out for case ( $A$ ), case ( $B$ ) is worst when the points $A, B$, and $C$ form an equilateral triangle (Figure 6-5). We now have only to determine the worst orientation for this triangle. If $C$ is the origin then $\wedge$ and $B$ can be chosen to be two points on the unit circle centered at $C$;

$$
\begin{align*}
& A=(\cos (\theta), \sin (\theta)), \text { and }  \tag{28}\\
& B=(\cos (0+\pi / 3), \sin (\theta+\pi / 3))
\end{align*}
$$

For line $A D$ to remain vertical while line $B Q$ remains horizontal (as in Figure 6-4), we require that

$$
\begin{equation*}
\pi / 4 \geq \theta \geq-\pi / 12 \tag{29}
\end{equation*}
$$

Combining Equations (27) and (23) we obtain

$$
\begin{align*}
(1+\theta)^{2} & =\frac{D(P, Q)^{2}}{D(A, B)^{2}}=D(P, Q)^{2}  \tag{30}\\
& =F \cos ^{2}(\theta)+G \sin ^{2}(\theta)+H \sin (\theta) \cos (\theta)
\end{align*}
$$

where

$$
\begin{aligned}
& F=\left(4+6 \sqrt{3} \lambda+7 \lambda^{2}\right) / 4 \\
& G=\left(4+2 \sqrt{3} \lambda+\lambda^{2}\right) / 4, \text { and } \\
& H=\left(2 \lambda+\sqrt{3} \lambda^{2}\right) / 2
\end{aligned}
$$

Equation (30) is maximized at

$$
\tan (2 \theta)=3^{-1 / 2}
$$

which is satisfied in the range of Equation (29) at

$$
\begin{equation*}
\theta=\pi / 12 \tag{31}
\end{equation*}
$$

Plugging Equation (31) into Equation (30) we have

$$
\begin{equation*}
K=\lceil 3 \sqrt{1+\sqrt{3} / 2}(1+\sqrt{1+6}) / \in\rceil \tag{32}
\end{equation*}
$$

Since the value of $K$ for case (A) (Equation (20)) is only linear in $1 / \epsilon^{1 / 2}$, the worst case is case (B), with $K$ defined by Equation (32).

With a little calculation we have
Theorem 36: If $K$ is defined by Equation (32), then as $\epsilon \rightarrow 0$,

$$
K \rightarrow\lceil 16 \sqrt{1+\sqrt{3} / 2} / \in 1
$$



Figure 6-5: Worsl case for second approximation algorithm.

## Second Approximate Diameter Algoritim

1. Pick an arhitrary point from the set of $N$ points to serve as the center of the "pie-s.lice" diagram. (Actually, any point within or on the convex hull of the $N$ points can serve as the center of the diagram.) for simplisity of exposition we will assume that the center is the origin.
2. For an e-approximation to the Euclidean diameter, let the number of regions in the diagram be

$$
k=\mid 4 \sqrt{1+\sqrt{3} / 2}(1+\sqrt{1+2 \epsilon}) / \in 1 .
$$

3. For each of the $N$ points $\left(x_{i}, y_{i}\right)$ (a) determine which bucket $j$ the point falls in, and (b) compare $x_{i}$ (or $y_{i}$, depending on the bucket $j$ ) with the most extreme value yet found for buckel $j$. We can easily do part (b) in constant time, but to avoid a binary search of $O(\log K)$ steps in part (a) we must use the floor function. For the first octant the formula is

$$
\text { BUCKET }-\lfloor(K / 8)(y / x)\rfloor
$$

For the other octants the formula is similar.
4. Find the exact diameter $D\left(A M_{K}{ }^{\prime}\right.$ of the $K$ extreme points (plus the central point of the dingram) determined in step 3. Using a Graham [48] scan to construct the convex huil and then a shamos [31] scan to find the hulls diameter, we can computs DIAM $K^{\prime}$ in $O(K)$ time. Return

$$
\operatorname{DINM}_{K}=(1+\epsilon) \operatorname{DIAM}_{K}^{\prime}
$$

as the estimated diameter.

Theorem 37: An approximation DIAM $M_{K}$ of the Euclidean diameter of $N$ planar points that satisfies

$$
D \operatorname{DM} /(1+\epsilon) \leq D \operatorname{DI} M_{K} \leq(1+\epsilon) D I A M
$$

can be computed in $O(N+1 / \epsilon)$ time.
Proof: Theorem 35 defines the valie of $K$ required to obtain an $\epsilon$-approximate diameter from a "pie-slice" diagram and Theorem 36 shows that this function is $O(N+1 / \epsilon)$.

### 6.2. Fitting Points on a Hemiophere

We can sometimes solve a problem involving points on a sphere similarly to the corresponding problem involving points in a plane. For example, the spherical convex hull of $N$ spherical points is similar to a planar convex hull provided that the $N$ spherical points all lie within a hemisphere. If, however, there is no hemispherical cap that contains all $N$ points, then the (interior of the) spherical convex hull is the entire sphere. The crucial test (for the spherical convex hull problem) is to determine if there exists a hemispherical cap that contains all $N$ points. This problem is a special case of the problem of determining the densest hemisphere
determined by $N$ points on a K-dimensiGinal sphere. Johnson and Preparata [56] have :hown the densest hemisptiere problem to be NP-complete when $N$ and $K$ are arbitrary. (ror fixod $K$, however, there is an $O\left(N^{K-1} \log N\right.$ ) time algorithm.) in this section we will confine ourselve: to the (simpler) problem of determining if $N$ spherical points can all be fit into a hemispherical cap.

There are thres $O(N \log N$ ) time algorithms for detcrmining if there exists a hemisphere that contains a given set of is spherical points. One solution is to intersect the $N$ half-spaces that contain the sphere and whose boundaries are tangent to the sphere at the $N$ points. If the resulting polytope is unbounded, then the $N$ points can be fit into a hemispherical cap. A second solution is to construct the dual of the spherical Voronoi diagram in $O(N \log N)$ time (Section 4.2) and test if one of the faces of the diagram can contain a hemispliere. But the most interesting solution uses a transforin called a gnomonic projection and is due to Yuval [105]. Yuval's algoritim uses gnomonic projection to transform a problem that involves great circies on a sphere to a problem that involves straight lines in the Euclidean plone. To start simply, we will first solve the two-dimensional case and then extend our result to three and lour dimensions.

### 6.2.1. The Two-Dimensional Case

The two-dimensional problem is to determine if there exists a semicircle that contains a given set of N circular points. There are iwo ways in which we can solve this in $O(N)$ time. One way is to find the larjest gap between any two consecutive points of the circle. If this gap is greater than or equal to a semicircle, then all $N$ points can fit in the other semicircle. Gonzalez [47] describes how to find the largest gap between $N$ unsorted points on a line in $O(N)$ time (by using the floor function). With a small modification, his algorithm will find the largest gap on a circle and thus solve the two-dimensional problem in $O(N)$ time.

The largest gap solution does not, however, extend easily to the three-dimensional (splie:rical) problem, whereas the gnomonic projection solution does. Figure 6-G illustrales how the ghomonic projection algorithm works. Let $C$ be


Figure 6-6: Gnomonic projection of points on a circle.
the center of the circle and let $L$ be a line tangent to the circle. The gnomonic projection transforms each circular point $P$ in a point $P^{\prime}$ on the tangent line $L$ such that points $\mathrm{P}, \mathrm{P}^{\prime}$, and C are collinear. This transform is not one-to-one because for each point $\mathrm{F}^{\prime}$ on line L ., there are two points on the circle that map to $\mathrm{P}^{\prime}$. We can alleviate this umbiguily by giving each of the $N$ projected points on $L$ one of the two labels "red" or "green". If a circular point $P$ is on the top half of the circle, then it maps to a point $P^{\prime}$ labelled red. If point $P$ is on the bottom half of the circle, then it maps to a point pr iabelled green. We now use gnononic projection to transform our circular problem to a linear problem that we can solve in $O(N)$ time.

Theorem 38: Let $S$ be a set of $N$ points on a circle with center $C, L$ be a line tangent to that circle, and $S^{\prime}$ be the set of $N$ red and green points obtained by gnomonically projecting $S$ onto line $L$. There exists a semicircle that contains all of the points of $S$ iff the red and green points of set $\mathrm{S}^{\prime}$ are separabie.

Proof: Part (1): Assume that there exists a semicircle $T$ that contains the points of $S$. Let the endpoints of semicircle $T$ be called $T 1$ and $T 2$ where $T 1$ is on the top half of the circle and $T 2$ is on the bottom half. Since T1 and T2 are diametrically onposite each other, they project to the same point $T 1^{\prime}=T 2^{\prime}$ of line $L$. We will show that point $T 1^{\prime}=T 2^{\prime}$ separates the resi and green point: of L. Ans upper circtular point to the left of point $T 1$ maps to a red point that is to the right of T1'. Similarly, any upper circular point to the right of point T 1 mans to a red point that is left of T1'. But for lower parts of the eircle, teft and right are not reversed. A lower circular point to the left of T 2 maps to a green point to the left of T2 and a lower circular point to the right of T2 maps to a green point in the right of $T{ }^{2}$. Since semicircle $T$ contains all $N$ points of $S$, there are only two cases to consider: (1) all upper points of $S$ are to the
left of T1 and all lower points are to the left of T2, or (2) all upper points are to the right of $T 1$ and all lowir ponts are to the right of $T 2$. For each of thesr: 1 wo cases it is eas; to ses: by the above observations that the


Part (?): Assumb: that the red and gren momts of thre separable. Let point $T$ be: any point on $L$ that separatns the red and areen points. There are two circular points, $T 1$ and $T 2$, has project to point $T$ '. To complete our proof we must show that one of the two semicirctes determined by $T 1$ and $T 2$ contains all of the points of $S$. We omit the delails because they are very similar to the case analysis described in Part (1) above.

Thenrem 3n: Given $N$ points on a circle, we can determine in $O(N)$ time if there exists a semicircle that contains all $N$ points.

Proof: By Theorem 38 we can transfom the problem of determining inclusion in a semicircle to a problem of cetermining separability of red and green points on a line. Sinco we can determine if the red and green points are soparible by simply comparing the min and max of the red and grecn points, we can solve the iwo-dims:nsioinal problem in $O(N)$ time.

### 6.2.2. The Three-Dimensional Case

The gnomonic projection is a princi;al feature of the $O(N \log N)$ time algorithm for determining if $N$ spherical points lie on a iemisphericai sap. The definition of the gnomonic projection in three dimensions is a straightforward extension of the transform in two dimensions:

Let $P$ be a poin on a sphere with center $C$ and let plane $L$ be tangent to the sphere. The gnomonic projection of spherical point $P$ onto plane $L$ is the point $P^{\prime}$ such that points $P, P^{\prime}$, and $C$ are collinear.

This transform maps great circles on a sphere to straight lines on a plane, allowing us to use known algorilhms for linear objects in the Eucliciean plane to solve our spherical problem.

We assigh, the labris red and grenn to the projections on plane $L$ as in the two-dimensional casse. If line segment PP' contains point $C$, then we label $P^{\prime}$ red. Otherwise we label pe green. We nom uss gmonio:ic projection to transform our three-dinctu:ionnl problem to a lwo-cimensional problem that we can solve in


Figure 6-7: Gnomonic projection of points on a sphere.
$O(N \log N)$ time.
Theorem 10: I 5 : $S$ be a set of $N$ points on a sphere with center $C$, $L$ be a plane that is tangent to the sphere, and $S^{\prime}$ be the set of red and green points obtained by gnomonically projecting $s$ onto $L$. There exists a hemispherical cap that contains all of the points of $S$ ff the sets of red and green points of $S^{\prime}$ are separable by a line.

Proof: The details are analogous to the proof for the two-dimensional case. Simply replace circle by sphere, semicircle by hemisphere, etc.


Figure 6-8: Example of nonseparabio sets of red and green points.

We have just reduced the problem of determining if a set of spherical points lie in a hemisphere: to the prohtem of dretermining if two planar sets of points are separable by a straight tine. Shamos and loey [ $3 A$ ] present an $O(N \log N$ ) time solution to the planal separability problem. They first make the observation that two planar sels of points are separalio by a line if: the convex hulls of the two sets are separable by a line. The convex hulls are separable iff their intersection is empty. (See Figure: $0-8$ for an example of nonseparable sets of points.) Since we can construct the two convex hullis in $O(1: \log N)$ time $([48])$ and then intersect them in $O(N)$ more lime ([0M]), we can determine separability of two planar sets of $O(N)$ points in $O(N$ log $N$ ) time. Since the ghomonic mrojection of $N$ spherical points to $N$ planar points costs only $O$ (iv) time, we have

Thenrem 11: Given a set $S$ of $N$ spherical points, we can determine in $O(\bar{N} \log N)$ time whether or not all $N$ points of $S$ can be fit into a hemispherical cap.

### 6.2.3. The Four-Dimencional Caso

If $S$ is a acel of $N$ bants on a four-timensional hypersphere, then in $O(N \log N$ ) time we can determine if the is points of $S$ can be enclosed in a fcur-dimensional hemispherical cap. The algnithm is analogous to the algorithm for the three-dimensional caso. We map the it spherical points to N red and green points in Euclidean three:-space: by a (four-bimensional) gnomonic projection. The $N$ hypersphorical points fit on a hemi-hyperspinere iff the red and green points are separable by a plane. We can cetermine separability of the red and green points in $O(N \log N)$ time. The first step is to construct the convex hulls of the red and green points in $O(N \log N)$ time ([83]), and then intersect the two convex hulls in $O(N \log N)$ time. We can construct the intersection by the algorithm of Muller and Preparata [73] or by any O(NLog iv) tine algorithm for intersecting (throe-dimensional) half-spaces. If the intersection of the two convex hulls is empty, thr:n the $N$ hyporspherical points of $S$ can be enclosed by a hemi-hypersiphorical cap.

### 6.3. Summary

This chanter presents two dissimiar sots of problems and techniques. For the approximate fuclidean diancter of a planar set of points wo have been interested in a fast approximate comvex hall algorithm. One appronch is to successively use potalion to approximale the Tuslidean matric, obtaining an $O\left(N /\left(\sigma^{1 / 2}\right)\right.$ ) time algorithm. A faster algorillm cam be oblamed by a partitioning approach; in this case we used wedge-shaped "pie-silices" or "buckets," yiclching an $O(i f+1 / C)$ time algorithm. This algorillm avoids an extra facior of $O($ log $1 / \epsilon)$ by using the floor function to drop points into the approprinte "siice."

To determine if there exists a hemisphere that contains all $N$ of a given set of spherical points we found it useful to apply a gnomonic projection. This is because a hemisphere is bounded by a great circle and the ghononic projection maps great circles on a sphere to lines in the Euclidean plane. This enables us to use a fast planar algorillim (separability of manar sets of points) to solve the spherical problem in $O(N \log N)$ time. Simitarly, $N$ points on a four-dimensional sphere can be mapped to Eucliclean thres-apace to obtoin a problem (separability of two three-dimensional sets of points), which we can solve in $O(N \log$ id) time.

## 7. Conclusion

### 7.1. Transíorms and Technigues

This thes;is prosents a new tombingue for construction of fast geometric algorithms -- the use of givenetrie thasfurms. Athough many different kinds of transforms are presented, most fall into one of two classes

1. transforms to convert prohems that are axpressed in terms of circles or spheres in problems that are expressed in terms of lines or planes, and
2. tran:forms in convert problems that are expressed in terms of flats to problems that are exiressed in terms of points.

Transforms in the first chass map points to points and transforms in the second class are duality transforms. In Appenclix iff we list the transforms used in this thesis, their important properties, and some of their applications. In addition, Table 7-1 summarizes "typical uses" for four of the transforms that have been particularly useful.

Projection (orthographic or "radial")
Solve a $K$-dimensional problem as a ( $K-1$ )-dimensional problem. (heducing dimensionality typically simplifies a problem.)

Embedding Solve a $K$-dimiensional problem as a $(K+1)$-dimensional problem. (The extra ciegree of freedom can sometimes allow an interprotation of the problem which is not possible in K-space.)

Point / rlat Duality Solve a problem involving ilats as a problem involving points. If half-spaces (rather than flats) are involved, then the hialf-spaces maturally partition into two sets (UPPER and loweti) since sacin fat detcremes two half-spaces.

## Inversion (Sternographe Projection)

Converts probhas involving circles (spheres) to problems involving lines (planes). Since circles (splieres) are intimately related to the Euclidean metric, inversion may be useful in problems involving the Euclidean distance between points.

Table 7-1: Heuristics for use of some transforms.

### 7.2. Now Resulis

In the preceding chapters we have presented several examples of the use of geometric transforms. Some of the major results are:

- We relate the fuclidean Voronoi diagrom of a set of points to the convex hull of a transformesl set of points, yielting an $O(N \log N)$ time planar algorithm, which is optimal to within a constant factor.
- We transform the problem of filtcing planes of support of a convex polyhedron to the problem of finding all overlapping regions among two straight-line planar graphs. This gives an $O(N+K) \log N$ ) time and $O(N)$ storage algorithm for computing the Euclidean diameter of a set of $N$ points in three-space, where $K$ is the number of pairs of antipodal vertices of the convex huil of the N points.
- We relate the intersection of UREER half-spaces to the convex hull of a finite set of points. This leads to an $O(i+\log N$ ) time algorithm for
constructing the intersccian of $N$ UPPER three-dimensional half-sproces, which is optimal to within a constant factor. 20 We apply the floor function to chtain an $O(i d+1 / t)$ time algorithon for approximating the dintheter of $N$ phand points to within a factor of $1+\epsilon$. (This and Bentley, Faust, and Preparata's [7] $O(N+1 / \epsilon$ ) time planar algorillm are the best known algorillms for approximating the Euclidean diameior.)
- We transform the union of $N$ planar disks to an intersection of $N$ Hires-dimensional half-spaces, yielding an $O(N \log N)$ time algorithm for constructing the union of N planar disks.
- There are also a number of minor but new results:
* Location of an arbitrary point in a set of N planar disks in $O(\log N)$ time with only $O(N \log N)$ breprocessing time and $O(N)$ storage (Section 3.2.5).
* O(N og N ) time algiorithms for constructing closest and farthest point Vormoi diagrams for N spherical points and for the sides of a convex N -gon (Sectionis 4.2 and 4.3).
* Determining in O(N log $N$ ) time whether $N$ points on a four-dimensional sphere can be fit in a hemisphere (Section 6.2.3).


### 7.3. Open Problems

There are still several prohlems that remain masolved. The list below describes several of the major outstanding probiems.

- One of the major unsolved problens of this thesis is to prove an $\Omega(N \log N)$ time lower bound for computing the Euclidean dianeter of $N$ planar points meler a model of computation strong enough to compute it in $O(N \log N$ ) time. (Appendix II descrilzes an approach toward such a pronf.) Shamos [0e? conjectures that for any metric with a continuously-turning tangent the worst-case lower bound is $\Omega(N \log N)$ time.

[^18]- What is the expectred number of pairs of antiondal vertices among $N$ threne-dimensional points (natior in/ inte:iestang distribution of points)? (this dotermines the: expected-time of the Euclidean diameter algorilhm of Section (i.2.)
- For an approximata diameter wis and En:ntioy, Faust, and Preparata [7] have shown an $O(N+1 / \epsilon)$ time: bpiper bound, but the lower bound remains an open question.
- The "bucket transform" of Weide's $O(N)$ expected-time sort [09] has alrendy ber:n extended in $O(N)$ expericci-time planar Voronoi diagrams by Bentle:y. Weide, and Yao [12]. The power of this transform derives from lhe use of the floor function. Riost algorithms and pioofs for lower boumbs use models of computation that involve only comparisons between analytic: functions of the imput, but these resulls are becoming dated as the floor function is applied to more problems. Some ollicer notable uses of the floor function are the linear-time largest gap al!grithm of Gonatez [17], linear expected-time closest-point alterithms of Yuval [100] and Rabin [86], and $O(N$ log log N$)$ worst-case time closest-peir algorithm of fortune and llopcroft [41]. Thesie algorithms partition their problem into "buckets" and we the floor function to compute quickly for each point the bucket into which it should be dropped. What other uses can we find for the floor function in geometric algorilhms?
- The algorilhms for intersection of hall-spaces, planar Euclidean Voronoi diagramis, spherical Voronoi diagramis, and diameter of a set of points all use the convex hull of a set of points. (mso, the algorithms that involve on inferonction of haif-spabess indirectly use comvex hulls of sets of points.) Shamos [01] describes how a convex hull is used in isotonic. regression and Silverman and Titterington [00] use a convex hull to find the smallest covering ellipse of a planar set of points. What other uses can be found for convex hulls?


### 7.4. Conclusio:

Transforms are often usefill for convering apparently difficult problems to instances of problems that are solvable by well-known methods. !n this thesis we have presented a set of technigues for appl;,ing ganometric transforms to geometric problems that provides another set of lcols for the designer of fast geometric
algorithms. Furthe rmore, in the proresss of illustruting the application of these transforms to several problems, we: hivi: oinameq several usef:l and interesting algorilhms.

## Appondix 1 <br> Finding a Good Orientation for Flats

One of the: major problems vith representing lines, planes, or, in general, flats in slope-intarcept form is that vertical flats cannot be represented and near-vertical flats catisc large round-off error. If vertical and near-vertical flats can be avoided, however, the slope:-intercept form is very convenicnt because of the properties of the transform

$$
x_{k}=\sum_{i=1}^{k-1} a_{1} x_{i}+a_{k} \rightarrow\left(a_{1}, a_{2}, \ldots, a_{k}\right)
$$

as described in Section 3.1. It this appendix we describe how rotation of the flats can help avoid the occurrence of vertical or near-vertical flats.

There ars two caees to consider:
(1) The restricted cane: If the rotation is being performed to enable an intersertion of $N$ UPPLR half-spaces (as in Section 3.1), then we must ensure that after rotation all $N$ half-spaces remain UPPER half-spaces (rather than LOWER half-spaces).
(2) The general case: In general there is no restriction as in Case (1).

### 1.1. Case (1)

Since we want to determine what angles to rotate the flats through, it will be useful first to represent the flats by their angles rather than slopes. Specifically, we map the slope-intercept reprosentation to an angle-of-inclination representation by

$$
x_{k}=\sum_{i=1}^{k-1} \tan \left(0_{1}\right) x_{i}+a_{k} \rightarrow\left(0_{1}, \theta_{2}, \ldots, \theta_{k-1}\right)
$$

where $\theta_{j} \leftarrow[-\pi / 2, \pi / 2), j=1, \ldots, K-1$. In the following discussion a $K$-dimensional
problem of flats will therefore be treated as a $K-1$-dimensional problem of points. A flat will be calle:d mear-vertical if one of the $K-1$ corresponding angles $\theta_{i}$ is within a given sinall angle $f$ of being vertical ( $\pi / 2$ or $-\pi / 2$ ). We will also use the notation $\theta_{i j}$ for the $j t h$ conodinate (aingle) for the ith flat.

We want to find a rotation $\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{K-1}\right)$ such that

$$
\begin{equation*}
-\pi / 2+\epsilon \leq \sigma_{j}+\theta_{i j} \leq \pi / 2-4, \quad \text { for } i=1, \ldots, N, j=1, \ldots, k-1 \tag{33}
\end{equation*}
$$

We can easily find such a rotation, if it exists, in $O(K N)$ time and storage. First compute the maximum and minimum angles for all $K-1$ coordinates

$$
\max _{j}=\max _{i} \theta_{i j} \text { and } \min _{j}=\min _{i} \theta_{i j} \text { for } j=1, \ldots, K-1,
$$

In $O(K N)$ time and then determine if

$$
\begin{equation*}
\left|\pi-\left(\max _{j}-\min _{j}\right)\right| \geq 2 \epsilon \text { for } j=1, \ldots k-1 \tag{34}
\end{equation*}
$$

If Condition (31) is satisfied then a rotation satisfying Condition (33) exists. One sucin rotation $\left(\sigma_{1}, \sigma_{2}, \ldots \sigma_{K-1}\right)$ is

$$
\sigma_{j}=-\left(\max _{j}+\min _{j}\right) / 2, j=1, \ldots, K-1
$$

It may not be necessary to do any rotation at all; if

$$
\begin{equation*}
\left|\pi / 2-\max _{j}\right| \geq \epsilon \text { and }\left|\pi / 2+\operatorname{nin}_{j}\right| \geq \epsilon \text { for } j=1, \ldots, K-1 \tag{35}
\end{equation*}
$$

then no roliation is recuired. The probability that Condition (35) is satisfied depends on the probability distribution of the moints $\left(0_{i}, \theta_{i 2}, \ldots, \theta_{i, K-1}\right)$. If the density of the distribution is uniform (and all points are independent) then Condition (35) will be satisfied with probability

$$
P(\text { No rotation required })=\left(\frac{\pi-2 c}{\pi}\right)^{N(K-1)} .
$$

Condition (34) (existence of a rotation satisfying Condition (33)) is satisfied with probability

$$
\begin{aligned}
P(\text { rotation for Case (1) cxists }) & =P\left(\max _{j}-\min _{j} \leq \pi-2()_{1} j=1, \ldots, K-1\right. \\
& =P\left(\max _{1}-\min _{1} \leq \pi-2 \epsilon\right)^{K-1}
\end{aligned}
$$

where

$$
\begin{aligned}
P\left(\max _{1}-\min x_{1} \leq \pi-2 f\right) & =\int_{x_{2}=0}^{\pi} \int_{x_{1}=\max (0, \times 2-\pi+26)}^{x_{2}} \frac{d^{2}}{d x_{1} d x_{2}}-\left(\frac{x_{2}-x_{1}}{\pi}\right)^{N} d x_{1} d x_{2} \\
& =\left(\frac{\pi-2 \epsilon}{\pi}\right)^{N}+\frac{2(N}{\pi}\left(\frac{\pi-2 \epsilon}{\pi}\right)^{N-1}
\end{aligned}
$$

### 1.2. Case (2)

If we allow arbitrary rotations then the $K-1$-dimensionat points $\left(\theta_{1}, \theta_{2}, \ldots, \theta_{K-1}\right)$ may "wrap around" the bounciarics of the cube of angles $[-\pi / 2, \pi / 2)^{K-1}$. Whereas the analysis of Case (1) required only computations related to the max's and min's for each of the K - 1 coordinates (independently), the analysis of Case (2) involves the "largest great-circle-shaped gap" between $N$ points on a K-dimensional sphere.

The mapping that we lise is (almost) the point / flat duality of Zolnowsky [100]. A flat is first translated so that it is tangent to the unit sphere (centered at the origin) and the transform is the point of tangency. Since there are two (diamelrically opposite) points at which a fiat of a givell orientation can be tangent, there are two possilise points to which a flat can map. 21 We can, of course, describe this transform in carlesian coordinalcs, but when we wish to speak of the angles of ínclination it will be more uscful to use the mapping

$$
\begin{equation*}
x_{k}=\sum_{i=1}^{k-1} \cdot \cot \left(\theta_{1}\right) x_{i}+a_{k} \rightarrow\left(\theta_{1}, \theta_{2}, \ldots, \theta_{k-1}\right) \tag{36}
\end{equation*}
$$

Where the points $\left(\theta_{1}, \theta_{2} \ldots, \theta_{K-1}\right)$ are interpreted to be normal geodesic coordinates of a $K-1$-dimensional sphere. (Each $K-1$-tuple represents two

[^19]diametrically opposite points on a sphere.) In each coordinate system this transform maps each flat to a point on the unit sphere such that the vertical flats map to points on the great circis $O_{i}=\pi / 2, i=1, \ldots, k-1$ (or, in cartesian coordinates, where the sphere intersects the flat $x_{K}=0$ ). The near-vertical flats map to points near this great circle. We will present an analysis for two and three dimensions.

### 1.2.1. Case (2) for Lines in a Plane

Lines in the plane transform by Equation (36) to peints on the top half of the circle $x^{2}+y^{2}=1$ and their diametrical opposites on the bottom half. A line $L$ is vertical iff it maps to the points $(x, y)=(1,0)(\theta=0)$ and $(x, y)=(-1,0) \theta=\pi$. $L$ is near-vertical iff it maps to points within an angle e of $(1,0)$ and $(-1,0)$. There exists a rotation of a set of lincs $S$ such that none are near-vertical iff there exists a rotation of their norresponding points $S^{\prime}$ on the circle such that none are within an angle $\in$ or $(1,0)$ or $(-1,0)$. This occurs iff there exisis a rotation of the points $(1,0)$ and $(-1,0)$ such that they are not within an angle $\in$ of any of the $N$ points of $S^{\prime}$, which occurs iff there exists a glap of at least 2 r between adjacent points of $S^{\prime}$ on the circle. We can determine this in $O(N)$ time by (a modification of) Gonzalez's largest gap algorilhn [47]. (It should be noted, however, that Gonzalez's algorithm uses the floor function. If only analytic functions are used, then the best known algorithm for the largest gap problem takes $O(N \log N)$ time.)

### 1.2.2. Case (2) for Planes in Three-Space

Planes in three-space transform by Equation (36) to points on the top half of the sphere $x^{2}+y^{2}+z^{2}=1$ and their diametrical opposites on the bottom half. Vertical planes map to points on the great circle $0_{1}=0_{2}=\pi / 2$ (where the sphere intersects the plane $?=0$ ) and near-vertical planes lie within an angle $\in$ of this great circle. There exisls a rolation for a set of planes $S$ such that no plane is near-vertical iff there exists a rotation for this great circle such that no point is Within an angle © of any of the points of $S^{\prime}$. Whereas in two dimensions we obtained a problem that involved the (angular) distance between pairs of points on a circle, in
three dimensions we have a problem that invoives the (angular) distance between points and a great circle on a sphere.

Searching for a great circle that sutisfies onr conditions seems more difficult than searching for a point because a great circle is a nonlocal object. We can, however, apply a point / greal circle duality to obtain an equivalent point-searching problem. The transform is simple;
spherical point $\rightarrow$ great circle farthest from the point, and
great circle $\rightarrow$ the two points farthest from the great circle.
Since this duality proserves the angular distance between a point and a great circle, a spherical point $P$ and a great circle $C$ are an angular distance of $\in$ apart iff their transforms arn $\in$ apart. Our new problem is thus

Given $N$ great circles on a sphere, find a point on the sphere that is not within an angle $\epsilon$ of any of the great circles.

This problem can be solved by the spherical andoy of a planar nearest line Voronoi diagram. Unfortunately, since the $N$ great circles partition the sphere into $\theta\left(N^{2}\right)$ regions this approach will take at least $\cap\left(N^{2}\right)$ time. In the worst case, it can take longer to find a good orientation for a set of $N$ planes than it takes to intersect $N$ three-dimensional half-spaces. If $f$ is small compared to $N$, however, we might be able to find a good orientation in $O(N)$ expected-time.

## Appendix II Relation of Dianeter to Empty Intersection

In this appendix we describe a relationship between the Euclidean diameter and an emply intersertion problem that may leas to an $\Omega(N \log N$ ) time lower bound for tine diameter problem. The empty intersection probien that we are interested in is a variation of the problem of Reingold [87]:

Given two sets, $P$ and $O$, each of $N$ reals in the interval $[0,1$ ), determine if there exist $p \in P$ and $q \in Q$ such that $p=q$.

We convert the emply intersection problem into a diameter problem by using inversion (Section 3.2.3). The inversion transform is determined by two parameters, the center of inversion and the radius of inversion. We shall choose the origin as the center of inversion and let the radius of inversion be one. The transform is thus

$$
(x, y) \rightarrow\left(\frac{x}{x^{2}+y^{2}}, \frac{y}{x^{2}+y^{2}}\right)
$$

For our purposes the only important property of this transform is that it transforms a line that does not pass through the origin into a circle that does pass through the origin. In particular, the line $y=1$ maps to a circle with radius $1 / 2$ centered at the point $(0,1 / 2)$.


Figure 7-1: Mapping the points of sets $P$ and $Q$ to a circle.

Our construction first maps the $N$ elements of set $P$ to points on the line $y=1$ and then applics inversion to map those points to points on the circle $x^{2}+(y-1 / 2)^{2}=(1 / 2)^{2}$ :

$$
p \rightarrow(p, 1) \rightarrow\left(\frac{p}{1+p^{2}}, \frac{1}{1+p^{2}}\right), p \in P
$$

Note that since the elements of $P$ are chosen from the set $[0,1$ ), all of the $N$ points generated from $\Gamma$ will lie within an arc of only one cuarter of the circumference of the circle. (See Figure 7-1.) Our transform for the clements of set Q , on the other hand, generates points on a quarter-circle arc that is diametrically opposite the points from set P. More precisely, since ve want to convert the empty intersection problem to a diameter problem we choose the transform for the elements of set $Q$ so that identical clements of sets $P$ and $Q$ will be cliametrically opposite on the circle. The transform for set $Q$ is thus

$$
q \rightarrow(-q, 0) \rightarrow\left(\frac{-q}{1+q^{2}}, \frac{q^{2}}{1+q^{2}}\right), q \in Q .
$$

Since all of the elements of sets $\Gamma$ and $Q$ are transformed to points on a circle, the maximum possible diameter of the 2 N peints is the diameter of the circle. This maximum is achinved iff two of the 2 N points are diametrically opposite, which occurs iff there exisits a $p \in P$ and $q \in Q$ such that $p=q$. We have just proved

Theorem 12: Given a model of enmputation strong enough to support the inversion transform, we can transform an instance of the empty intersaction problem into an $N$-point diameter probiem in $O(N)$ time.

To apply our lower bound for the empty intersection problem to the diameter problem, wo must prove the lower bound under a nodel of computation strong enough to support our consiruction for solving the: empty intersection problem as a diameter probiem. Reingoill's $\Omega(N \log N)$ lower bound unfortinately allows only comparisons with linear funclinns of the input, which is not strong enough for our purposes. One model of computation that is strong enough is a decision tree that allows only
comparisons between multivariate polymonials of degree at most $K$ (for some fixed $K$ $\geq 4$ ) at internal nodes. It is important that the degree be bounded because otherwise we could solve the emply iniersection problem in constant time by making the comparisons

$$
\prod_{i, j}^{N}\left(p_{i}-q_{j}\right) \leq 0 \text { and } \prod_{i, j}^{N}\left(p_{i}-q_{j}\right) \geq 0
$$

Comparisons between bounded degree polynomial functions are sufficiently strong that we can support our construction for solving empty intersection as a diameter problem. 22 (Furthermore, we can consiruct $O$ O $N \log N$ ) time diameter algorithms under this model of compuation.) It romains an open problem whether or not we can prove an $\Omega(N \log N)$ time lower bound for the empty intersection problem under this model of computation.
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## Appondix : $: 1$ Geornetric Transforms and Applications

In this appendix we summarize the transforms ased in this thesis (or used for geometric problems not described in this thesis) and list properties of and applications for sach. The transforms are collected into three categories: Point-to-Point Transforms, Duality Transforms, and Miscellaneous Transforms.

## III.1. Point-to-Point Transforms

Most of the point-to-point transforms fall into one of two classes; continuous and invertible transforms and projections. All continuous and invertible transforms 1 are potentially apmicable to union or intersection problems because they satisfy

$$
f(\cap \cup B)=f(A) \cup f(B) \text { and } f(A \cap B)=f(A) \cap f(B)
$$

## Rotation

Prescrves size and shane while altering orientation.

- Convert $L_{i}$ diameter to $L_{q}$ diameter in the Euclidean plane (Section 2.6).

General linear transform

Maps linear quantilies to linear quantilics while stretching and rotating.

- Generalizes problems with rectilinearly oriented lines or line segments to problems with lines or line segments at two arbitrary angles [15, 12].
- One-dimensional Johnson-Mehi crystal growth model [A0] transforms to two-dimensional maxima of vectors.
- Derivation of point / flat duality from inversion and a linear transform (Section 3.3).

Orthographic projection

Boduces dimmsionality by diminating one of the cartesian coordinates and leaving the others unaffected.

- Searching a Voronoi diagram $[8 \Omega, 33,31]$.
- Mulli-cimensiomal dividc-and-conguer algoribms liat solve the merge step of a $K$-dimensional problem as a $\mathrm{K}-9$-timensional problem [3].
- Nearest (farthest) side diagran of a convex polygon (Section 4.3).
- Euclidean diameter of $N$ points in three-space in $O((N+K) \log N)$ time, where $K$ is the number of pairs of anip;odal vertices on the convex hull (Section 5.2).
- Three-dimensional Chebyshev regression (Section 5.2.3).
- Least-squares isotonic regression [31].
- Least squares regression.


## Perspective trans:formation

Lines man io linns and phonos map to flanes while preserving perspective information. Mans K-dimensional tays io K-1-dimensional line segments.

- Transforms a perspective projection (visibility) problem to an orthograpisic projection problem [37].

Radial projection (ahout a point)

Preserves spherical angle while reducing dimensionality.

- Dual of spherical Voronoi diagram (from convex hull) (Section 4.2).
- Spherical Voronoi diarjram (from intersection of half-spaces) [22].


## Gnomonic projection

A two-to-one transform that maps great circles on a sphere to lines in the

- Determine if N spherical point: can fit in a hemispherical cap [105] (Section 0.2).

Stereographic projection
A conformal mapping. but it reduces the sense of the angle.

- This is a sperial cane of inversion in three-space. (See inversion.)

Inversion
Inversion is a sircular transform; circles map to circles (where a line is considered to be a circle of infinite radius). In particular,

- A cirche that passos therugit the center of inversion maps to a line that does not pass through the center of inversion.
- The interior of a circle that contains the center of inversion maps to the exterior of a circle that contains the center of inversion.
- Other propertins are described in [36].
- Union, intersection, subtraction of disks (Section 3.2).
- Nearest (farthest) point Voronoi diagram (Section 4.1) [23].
- Nearent (farthest) edige diagram (Section 4.3).
- Derivation of point / flat duality from inversion and linear transform (Section 3.3).
- Mapping of points on a line to points on a circle in Appendix II.
"Cucket" transform (floor function)
A discontinuous function but availahite as a primitive on most machines. Usoful
- $O(N)$ expected-time sort [00].
- O(N) expected-time convex hull, Vormioi diagram [13].
$-O(N+1 / 6)$ time $(-a p p r o x i m a t i o n$ for Euclidean diameter of points (Section 6.1) [7].

Embedding into a higher dimension
nelds a degroe of fresdom to the problem. Lines can become planes, circles can become spheres, elc.

- Union, imtersection, subtraction of disks (Section 3.2).
- Nearest (farthest) point Euclidean Veronoi diagram (Section 4.1).
- Nearest (farthest) side diagram of a convex polygon (Section 4.3).
- Lower bounds for mion (intersection) of disks or haff-planes (Section 3.2) or convex hull of points or tiangulation of a set of points [91]. (Sort $N$ reals by mapping them to $N$ planar points, $N$ disks, or $N$ half-ptanes.)
- $\theta(N \log N)$ time algorithm for least-siquares isctonic regression [01].


### 111.2. Dualioy Transforms

Useful for lransforming prohlems inivoiving nonlocal objects (such as flats) to problems involving paints.

N Points in 1 Space / 1 Point in $N$ Space Duality
Transforms an $N$ point problem into a one point problem.

- Element-unigueness lower bound [34].
- Epsilon-cloremeas lower boundi [12].
- Lower bounds for sorting, insertion, finding max with analytic functions
[43].
Zolnowsky's plante / point on unit sphere duality
- $O(N \log N)$ time intersection of $N$ hall-spaces [100].
- Findine a good orientation for flals (Case (2) of Appendix I.)

Plance / Ilomogencons Pluckcrian coorstinate duality

A more homogrinnous represcantation of the point / flat duality below.

- $O(N \log N)$ time interspection of i: hatf-spaces [84].

Slope Intercept form of Point / Flat duality

Prescrves $x_{k}$ coordinate distince betiweon a point and a flat, thereby prenerving incilfoncon between points and flats. Preserves above/belowness between points and flats.

- O(N log $N$ ) time intcrsection of $N$ UPPER (or $N$ LOWER) half-spaces (Section 3.1).
* Closer:t (farthesit) side of a convex polygon (Section 4.3).
* $N$ peillt: on a hemisphent: inlerucction of half-spaces solution (Scetion 6.2).
- Linear programming [28].
- Imponsihle thren-dimensional scencs [53].
- Diamnifer of $N$ points in thrce-space in $O((N+K) \log N)$ time (Section 5.2).
- Least-squarns isotonic regression [91].
- Three-dimensional Chebyshev rogrossion (Section 5.2.3).
- 「our two-dimensional line problems: eenter of lines, intersection radius of lines, minimal spanning segment of lines, diameter of lines [21].
- Number of exterior points in intersection of $N$ lines is linear [21].

Generalized (Skope-Intercept) Dunlity Transform

- Intersection of llalf-K-Spaces (Section 3.1.5).

Circle / Point Duality

- Relation betweran inversion, Point / Plat duality, and convex hulls (Section 3.3).

Spherical Point (Bair) / Great Circle Dualily

Preserves spherical angle between a point and a great circle.

- O(N log iN) time algurithm for spherical farthes line Voronoi diagram [22].


## III.3. Miscellancous Transíoms

Point to locus of a set of points transforms

- Digitization problem. Given $N$ digitized points, find the set of all lines that have that digitization [??].
- Inclusion of $N$ points on a hemisphere -- intersection of half-spaces solution: cach point transforms to the set of points from which it is visible (in this case a half-space). (See Section 4.2.)
- Transform polybedral obstacles to locus of forbidden positions of a reference point of the moving object [71].


## Polygon to sitring transform

- $O(N)$ time algorithm for similarity of polygons [72].
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[^0]:    ${ }^{1}$ The element uniqueness problem is to determine whether all $N$ elements of an unordered multiset are unique.
    $\mathbf{2 I f}^{\text {If }}$ the allowed ( $\langle,=$,$\rangle ) compariscins are restricted to be between the N$ elements themselves .- no linear functions of the input .. then an $\Omega(N \log N)$ time lower bound is easy to prove. This is because no ordering of the N eloments other than a tolal ordering can guarantec that no two elements are equal. Construction of a total ordering, however, requires a sort, which costs $\Omega(N \log N)$ time.

[^1]:    $3_{A}$ flat, also bnown as a myperplane, prime, or a $(k-1) \cdot f(a t$, is a $K$ - $i$-dimensional linearly closed abespee of $K$-space. Thus a line is a flat in the plane, a plane is a flat in threo-space, erc.

[^2]:    ${ }^{4}$ Preparata and Muller [34] u:e a homogeneous coordinate representation, which treats all coordinates uniformly.

[^3]:    SSince $U$ is an inlefsection of UPPER nalf-planes and $L$ is an intersection of LOWER malf-planes it is not necossary to inciude bel vectors indicating insice vs. cutside of the hall-planes.

[^4]:    The restriction in tha y coorcinato is impertam because it can be shown to be imposible to preserve the Euelldean distance belween a point and a line utder a duality iransformi [02].

[^5]:    7There are other duality ;ranzforms that preserve ineicence, suath as Flucker's iransform [91].

[^6]:    Contsig [28] uses the above transform in the context of linear programming and thuffan [53] uses an almost identical transform for an analysis of polytedral seenes. Kanade [57] uses this transform for what he ealls the "erigann worthe of lirece-dimerisional ligures.

[^7]:    ${ }^{9}$ Assuming that the vertices are in general position. If not. then there may be four or more coplanar vertices.

[^8]:    ${ }^{10}$ Shamos and Hosy [91] deserive an $O(N \log N)$ time intersection of $N$ disks that is a modification to the ir algorithm for intersecting half-planes. Their algorithm unifortunately does not extend to an $O(N \log N)$ time algorithm for the union of N disks.

[^9]:    ${ }^{11}$ A sphere is determined by four parameters, the three cocrdinates for the eenter and the radius. A circle and a noncoplariar point uetermire $a$ urique :phere because requifing the sphere to pass through the circle costs tiree degrees of frecdom and requiring the sphere to pasj through the point determines the fourth.

[^10]:     planar graphs in lise xy platin. If a theen-diemerisional poirit $P$ projests to a pianar point in region $R$ of the UPPER graph ard regren $S$ of the Low:ER graph, then $P$ lies th:thin the cenvex polyhedron iff $P$ lies below face $R$ and above face $S$ of the polinetror.

[^11]:    ${ }^{13}$ We can altertrately thiuth of the union of half-planes as the conplement of the intersection of the complemontary half-planes.

[^12]:    ${ }^{14}$ Since any three roncollinicar plariar points determion a uricue circle, four planar points are cocircular only in degenerate cascs.

[^13]:    ${ }^{15}$ although, mathematiently, any point $P$ outside the $x$ y plane will work, we may encounter excessive round-off error in a computer if $P$ is badly chosen. We vans to choose $x$ ind $y$ coordinates that (approximately) center $P$ over the conver trull of the $N$ points and choose the $:$ coordinate $s o$ that it is not too close to the $x y$ plane (which elusters the tronslormed points around P) and aiso not too far away from the xy plane (which makes all of the transformed pomils appro-inately eoplanar). If ${ }^{\max } x_{\text {min }} y_{\text {max }}$ and $y_{\text {min }}$ are the max and min $x$ and $y$ coordinaties amomy all of the $N$ planis poinls then tei $P_{x}=\left(x_{\max }+x_{\min }\right) / 2, P_{y}=\left(y_{\text {max }}+y_{\text {min }}\right) / 2$. and
     wo can ehoose a good ponit $P$ in $O(N)$ time.

[^14]:     -т•• c': a .we.eret.e fur the reader.

[^15]:    ${ }^{17}$ The diamelep of a set is determined by the most evtreme osints in esch of the directions determined by the faces of the innt "sphere". Since the unit sphere for the $L$; metric ha; $2^{K}$ faces: and the unit sphere for the beo metric has 2 K laces, we can find the extreme points in $\mathrm{O}\left(2^{\mathrm{K}} \mathrm{NJ}\right)$ and O (KN) time, respectively.

[^16]:     of the points are of the form $\left(\cos \theta_{1}, 0_{1}-\sin \theta_{1}\right)$ where $\theta_{1}=\pi / 2(: \pm / N)$.

[^17]:    ${ }^{19}$ The souree of this peolelem is a centejt hetd by ini.l. Shimios ai Carnegie-iselion Universily dering Fall 1978.

[^18]:    

[^19]:    ${ }^{21}$ Wo can also erpress the traniform as the piont / flat ausility of Scetion 3.1 followed by orthographie projection to the plares $x_{k}= \pm 1$, reversirg the sugh of all coordinates, and uren gnomonic projection to the surface of the suhere.

[^20]:    $22_{11}$ may at first appear that we cinnot conipute the inversion :ansform of our construction with finite degree polynominl functions besause il involves division. That is, in a strict sense, true, but we can simulate it by representing a efretient s/q as an ortered pair ( $p, q$ ).
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