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5-AUTH Authentication and Watermarking

Abstract—This paper presents a new approach for watermark-

ing of digital images providing robustness to geometrical distor-

tions. The weaknesses of classical watermarking methods to ge-

ometrical distortions are firstly outlined. Geometrical distortions

can be decomposed into two classes: global transformations such

as rotations and translations and local transformations such as

the StirMark attack. An overview of existing self-synchronising

schemes is then presented. Theses schemes can use periodical

properties of the mark, invariant properties of transforms, tem-

plate insertion, or information provided by the original image to

counter geometrical distortions.

Thereafter a new class of watermarking schemes using the im-

age content is presented. We propose an embedding and detec-

tion scheme where the mark is bound with a content descriptor

defined by salient points. Three different types of feature points

are studied and their robustness to geometrical transformations

is evaluated to develop an enhanced detector. The embedding of

the signature is done by extracting feature points of the image and

performing a Delaunay tessellation on the set of points. The mark

is embedded using a classical additive scheme inside each triangle

of the tessellation. The detection is done using correlation proper-

ties on the different triangles. The performance of the presented

scheme is evaluated after JPEG compression, geometrical attack

and transformations. Results show that the fact that the scheme is

robust to theses different manipulations. Finally, in our conclud-

ing remarks, we analyse the different perspectives of such content-

based watermarking scheme1.

I. INTRODUCTION

During the last decade, digital technologies have grown

dramatically. Digital audio, video and software are widely

used within home computers and open networks. Nevertheless

one particular drawback of digital content is their ability to be

volatile and easily processed.

Digital objects may be copied, manipulated or converted easily

without any control. The goal of watermarking is to embed

an unnoticeable information (called a mark) in the content

of media. Thus the functionality of the medium is improved

without altering the format.

✁

This work was supported by the European IST Aspis project and the Na-
tional RNRT Aquamars project.

Several applications of watermarking have been considered by

researchers.

✂ Copyright: In this case, the mark is associated with an

Identity Number. In this way, the mark identifies the owner

of the content and can be used for copyright purposes (pre-

vent illegal copies). The embedding and the detection of

the mark depend on a secret key. The mark has to be ro-

bust and detectable after numerous processing treatments

or attacks that preserve the original content.
✂ Database retrieval and Data hiding: In this case the

mark permits the identification of the content. The mark

contains a description of the content or a pointer to this

description and can be used for database ”classification”.

In this application, the robustness of the mark is not de-

cisive but the mark has to be detected after basic format

conversion.
✂ Authentication: the mark can be a fragile mark that will

disappear after image manipulation. It can be used to au-

thenticate the content and to prove that its integrity has

been preserved. The function of the mark is to prove that

the content has not been manipulated and consequently the

robustness of the marking algorithm is not a prior achieve-

ment.

A. Problem of synchronization

The detection of the mark requires a synchronization step

to locate the embedded mark in the content. Here are two

scenarios that illustrate this idea:

✂ In audio, the mark is commonly detected in real time. In

most practical cases, the position of the beginning of the

sequence is not known and cannot be used as a reference.

Consequently, the detector must pre-process the audio to

know where the mark is located.
✂ The case of digital images is similar because they can un-

dergo geometrical transformations after analog-to-digital

and digital-to-analog conversion such as printing and scan-

ning the image. Resizing and rotating are also basic ma-

nipulations in image edition and require a synchronization

step for the detection of the mark.



B. Paper presentation

In this paper, our work is focused on the problem of mark

synchronization in digital images. The basic idea is that, bind-

ing the signature with the content of the image, the mark could

be detected when the image undergoes geometrical transforma-

tions.

We select feature point detectors to represent an image content

descriptor. The set of feature point permits image partitioning

using a delaunay tessellation. The mark is embedded in each tri-

angle via an affine transformation which allows the orientation

of the random sequence. The detection of the mark is based on

the same content analysis and is performed using a correlation

criterion. The diagram of the presented watermarking scheme

is depicted in Figure 1.
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Fig. 1. Outline of the presented content-based watermarking sheme.

The paper is organized as follows: the second section out-

lines the weaknesses of watermarking schemes against geomet-

rical transformations and geometrical attacks. We also pro-

vide an overview of the different watermarking approaches to

counter geometrical attacks. We divide the different schemes in

several categories to highlight their advantages and limitations.

In section 3, we describe a new class of watermarking schemes,

called content-based methods, which use image descriptors to

orientate the signature. We present a new method, using fea-

ture points, that embeds a pre-defined triangular pattern inside

triangles in a tessellation of the image. Section 4 presents three

feature points detectors and an evaluation of their robustness is

presented. In section 5, we describe a basic spatial embedding

process. We also present different tests with a large variety of

images and different categories of geometrical transformations

and compare our results with the Digimarc solution.

Finally, in section 6 we outline the positive aspects and the per-

spectives offered by the classes of content-based approaches.

II. OVERVIEW OF CLASSICAL SELF-SYNCHRONISING

TECHNIQUES

The goal of this section is to describe the problem of geomet-

rical distortions and to give an overview of techniques counter-

ing geometrical transformations: self-synchronising schemes.

We will focus this short overview on four classes of self-

synchronising techniques:
✂ techniques using periodical sequences,
✂ techniques using templates insertions,

✂ techniques using invariant transforms,
✂ techniques using the original image.

A. Effect of geometrical distortions

One major drawback of classical watermarking schemes is

the lack of robustness to geometrical distortion. In classical

additive (spread-spectrum) methods such as presented in

[40][36][9] and substitutive methods such as presented in

[4][42][25][30], the image is processed as a classical array

of pixels with no reference except the coordinates of each

pixel. Consequently if the image undergoes a geometrical

transformation, the mark in the image cannot be detected

without identifying the transformation.

Using an additive scheme, the correlation cannot be performed

because the generated random sequence and the embedded

random sequence are not synchronized.

Using a substitutive scheme, the location of the marked

components cannot be performed because initial locations

depend on external coordinates; consequently the decoding of

the mark is not possible.

Basically, two levels of geometrical distortions can be out-

lined:
✂ The typical geometrical transformation commonly used

in image edition such as rotation, translation, cropping,

and composition. These transformations are applied on

the whole image, and in many ways can be easily repre-

sented by a mathematical operation. One basic solution

to identify the transformation is to perform an exhaustive

detection considering all possible geometrical transforma-

tions of the marked image. In this case the computing

cost will drastically increase. For example, if we consider

only a composition of rotation and scaling operations from�✂✁☎✄
up to ✆ ✁✝✁✞✄ of the image size, the processing cost is

roughly multiplied by
�✠✟ ✡☞☛✍✌✎✁✑✏

.
✂ The other category of geometrical distortions are espe-

cially designed to desynchronise the mark without visual

changes. M. Khun and F. Petitcolas [35] developed a

benchmark called StirMark containing different attacks.

One of the first developed attacks of this program is com-

posed of local random geometrical distortions that permits

us to defeat many classical watermarking schemes without

visible alterations [15] (cf Fig. 2).

B. Periodic insertion of the mark

One strategy to counter the problem of geometrical desyn-

chronization is to add redundancy during the embedding

process. This redundancy can be used to localize the position

of the signature and to improve the detection phase. We present

different methods based on a periodic insertion of the mark.

Kalker and Janseen developed a spatial spread-spectrum

scheme for video wartermarking [22].

The authors design a periodic insertion of the mark to cope with

the important problem of image shifting in video sequences.

A random basis sequence ✒✔✓ of size ✕✖✓ ☛✘✗ ✓ is repeated to

provide a tilling which is added to the original image. The



Fig. 2. Effect of the StirMark3.0 attack: the original image is on the
left and the attacked image is on the right. By focusing observation on
the grid, it is easy to distinguish the geometric distortions. Without the
grid, the distortions are not noticeable, but this attack can defeat many
watermarking schemes.

detection of the mark is performed after a decomposition of

each frame into non-overlapped ✕ ✓ ☛ ✗ ✓ size blocks. These

blocks are added to create an accumulation block
✁✄✂

. A

cross-correlation function ☎ between ✒ ✓ and
✁✆✂

permits

them to decode the mark. To reduce the computing cost,

this operation is processed in the Fourier domain using the

Fast Fourier Transform ( ✝✞✝✆✟ ). To improve the matching,

the authors use a Symmetrical Phase-Only Matched Filter

(SPOMF) and exploit the phases ✠ of the transforms.

Delannay and Macq proposed a method to generate 2-D

patterns having cyclic properties [12] to address image shifting

problems.

The shape of the basic sequence is not a block but depends

on two secret parameters ✡☞☛ and ✡✍✌ . This solution avoids a

malicious estimation of the mark by averaging different frames.

Each element of the 2D sequence is linked with its neighbour-

hood by a constant relation (cf Fig 3). A shifted version of

the mark is consequently generated from any position of the

marked image. The detection is performed by cross-correlation

between the random sequence and the reordered pixels of the

image.

W[0] W[N− 1]W[1] W[N− 2]....

W[i]

W[(i+k2) mod N] W[(i+k1+k2) mod N]

W[(i+k1) mod N]

W[(i+k1− k2) mod N]W[(i− k2) mod N]

W[(i− k1+k2) mod N]

W[(i− k1) mod N]

W[(i− k1− k2) mod N]

... ... ...

RANDOM SEQUENCE

2D CYCLIC SEQUENCE
GENERATED AROUND i

Fig. 3. Cyclic generation of the mark proposed by Delannay and
Macq.

Hartung et al. applied a periodic insertion to perform

synchronization and counter the StirMark attack [20].

The correlation of the mark is performed using a 4-dimensinal

sliding correlator. Parameters are used to simulate geomet-

rical transformations such as translation, rotation or scaling

operations (cf Fig 4). If the mark is detected in a block, the

localization of the mark in the neighbour block is initialised by

the previous locations.

Fig. 4. On the left: the marked image is divided in blocks, the de-
tection of the mark is performed on each block. On the right: several
windows generated by the 4-parameter correlation.

Kutter proposed an insertion method for watermark detection

after geometrical affine transforms [26].

A periodic mark is embedded in the luminance values of the

image. A cross-correlation function of the image allows the

localization of the different peaks generated by the periodic

mark, and consequently the identification of the transform (cf

Fig 5).

Wb Wb

Wb Wb

Cross−correlation

Cross−correlation

Wb Wb

Wb Wb

Fig. 5. Principle of the synchronization scheme provided by Kut-
ter. The cross-correlation computation of the marked image allows the
identification of the affine transform.

C. Template insertion

Another solution to counter geometric transformations is to

identify the transformation by retrieving artificially embedded

references.

Pereira and Pun proposed to embed templates in image

components to identify the geometrical transformation and

enable the synchronization of the mark [34].

In this study, the geometrical transformation belongs to the

class of affine transformations (i.e. RST and shearing transfor-

mations). Templates are localized in a ring corresponding to

the middle frequencies of the image spectrum. Templates are

generated by increasing the magnitude of selected coefficients

and creating a local peak.

The initial location of templates and the detected location of

local maxima are matched to perform the identification of the

affine transform (cf Fig. 6).

One major advantage of template based approaches is their
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Fig. 6. Principle of template insertion: each template is embedded
in the Fourier domain in middle frequencies of the image (upper part
of the figure). The identification of the affine transform is performed
after a search of template location (lower part of the figure).

faculty to address synchronization of local and global trans-

formations, but attacks have been developed to erase template

presence [41].

D. Invariant transform

Another way to cope with resynchronisation problems after

affine transforms is to embed the watermark in an invariant

domain.

Ó Ruanaidh and Pun introduced a watermarking scheme

exploiting some properties of the Fourier transform. In this

scheme, mark embedding is performed using a RST (Rotation,

Scaling and Translation) invariant domain [33].

Given a 2D function �✂✁☎✄ ☛✝✆ ✄ ✌✟✞ representing the image, the au-

thors extended the Fourier transform invariance properties to

cyclic translations using a log-polar mapping:

✄✡✠☞☛✟✌✎✍✑✏✓✒✕✔ ✖✗✠✘☛✟✌✎✒✚✙✜✛✢✔ (1)

where ✣✥✤✧✦ and ✔★✤✪✩ ✁✬✫ ✆✮✭✯✩ . Applying the mapping, the rota-

tion of the point ✁☎✄ ✆ ✖ ✞ by an angle ✰ and the scaling operation

with a factor ✱ are considered as a translation:

✁☎✱✓✄ ✆ ✱✲✖ ✞✯✳ ✁✴✣✶✵✷✏✲✸✯✱ ✆ ✔ ✞
✁✴✄✹✍✑✏✓✒✺✰✼✻✧✖✽✒✾✙✷✛✿✰ ✆ ✄✹✒✾✙✷✛✢✰✿❀✥✖✎✍✑✏✓✒✬✰ ✞❁✳ ✁✴✣ ✆ ✔✼❀❂✰ ✞ (2)

Applying the Fourier transform after the log-polar mapping

provides a translation, rotation, and scaling-invariant domain.

This transform is named the Fourier-Mellin Transform. The

different stages used to obtain the embedding domain are shown

in figure 7.

IMAGE

FFT LPM FFT
ROTATION,

TRANSLATION AND
SCALE INVARIANT

TRANSFORM

IFFT ILPM IFFT

Amp Amp

Phase Phase

Fig. 7. Composition of transforms used to obtain a rotations, trans-
lations and scaling invariant embedding domain. FFT and IFFT de-
note respectively the Fast Fourier Transform and its inverse. LPM and
ILPM denote respectively the log-polar mapping and its inverse.

Lin et al. developed another RST invariant scheme depending

on the log-polar coordinates of the Fourier transform [28].

A 1D signal is generated summing the log-magnitude of the 2D

log-polar spectrum over a band of radii:

❃ ✁☎✔ ✞ ✠❅❄❇❆❈✵✜✏❉✸❊✁●❋ ❍■✁☎✱ ❆ ✆ ✔ ✞ ❋ ✞ ✁✲❏✶❑ ✔▼▲ ✌❖◆✝✁✲❏
(3)

where ❍❊✁✴✱ ❆ ✆ ✔ ✞ represents the 2D log-polar spectrum. The

authors outline that the created component ❃ ✁☎✔ ✞ is invariant to

both translation and scaling operations while rotations generate

a circular shift of the signal.

The signature, generated with a mixing function, is added to❃ ✁✴✔ ✞ to create the marked image.

E. Using the original image

Non-blind watermarking schemes use the original image

to detect the mark. These algorithms may use this valuable

information to identify the geometrical transformation applied

on the image.

Davoine et al used the original image to compensate geomet-

rical deformations induced by the StirMark attack [11].

A regular triangular tessellation is applied on the original im-

age and on the marked and attacked image. The compensation

of geometrical distortion is performed by slightly shifting dif-

ferent vertices of the attacked image tessellation (cf Fig. 8).

The geometrical compensation can also be done using more ba-

sic image feature such as image edges. Once the geometrical

compensation has been processed, the mark can be recovered

and extracted.

Fig. 8. Left image: original image with triangular tessellation. Right
image: image attacked by StirMark after geometrical compensation.
Each vertex of the tessellation is slightly moved to minimize quadratic
error between each original triangle and the corresponding attacked
triangle (right figure).

F. Overview remarks

We have presented different self-synchronizing schemes that

allow the detection of the mark after a special category of ge-

ometrical distortions such as translations, general affine trans-

forms or local distortions such as the StirMark attack. It is im-

portant to point out that the presented methods are not robust to

each category of geometrical distortion.

On one hand, periodic insertion, invariant transforms and tem-

plate embedding enable synchronization after affine transforms.

On the other hand, the use of the original image improves the

robustness to local distortions, but the extension to affine trans-

forms implies an increase of the computational cost. Template

insertion can address both local and global transformations, but



Local transformation Global transformation notes

robustness robustness

Periodic insertion no yes -

Template insertion no yes can be removed

Invariant transform no yes -

Non-blind yes yes computational cost
TABLE I

COMPARISON OF THE PRESENTED METHODS.

this artificial embedding can be easily removed [41].

The different limitations of the presented methods are summed

up on Table I.

III. CONTENT BASED WATERMARKING SCHEMES

The objective of this section is to present a new class of wa-

termarking schemes that achieve watermark recovery after ge-

ometrical transformations using image content. In particular,

the design of a new method using feature points as a content

descriptor is presented.

A. Previous works

Content-based watermarking schemes provide another solu-

tion to counter geometrical distortions. In this way the location

of the mark is not linked with image coordinates, but with

image semantics. The problem of geometrical synchronization

is solved because the image content represents an invariant

reference to geometrical transformations (cf Fig.9). Content

based techniques belongs to second-generation watermaking

schemes defined by Kutter et al because the image’s content is

exploited for the embedding of the mark[27].

I

Content
description

Content
binding

Embedding

W

I
w

Fig. 9. Principle of a content based watermarking schemes.

Let us start by an overview of different content-based

methods.

✂ Duric et al have proposed a method for recognizing

geometrically distorted images and restoring their original

appearances [16]. The restored image is used to recover

watermarks that were embedded. Image’s content is used,

represented by feature points, to identify the geometrical

transformation. The location of feature points between the

original and marked/distorted image permit the identifica-

tion of the transformation. Local geometric distortions are

countered calculating normal displacement fields between

the two images. Translation, scaling and rotations are

estimated by an affine transform. The presented scheme is

robust to the Stirmark attack but the recovery of the mark

requires the original image or the initial locations of the

feature points.

✂ Sun et al developed another watermarking method based

on image feature to identify the geometrical transforma-

tion [39].

Firstly, feature points are extracted from the original and

the marked image. Secondly, the synchronizing scheme

performs a matching between the two set of points and

identify the transformation (cf Fig. 10).

ORIGINALE
IMAGE

FEATURE POINT
EXTRACTION

MATCHING AND 
TRANSFORM

IDENTIFICATION

MARKED
IMAGE

FEATURE POINT
EXTRACTION

Fig. 10. Principle of geometric synchronization based on feature
points extraction.

✂ Alghoniemy and Tewfik introduced a RST synchroniza-

tion scheme based on the wavelet decomposition of the

image [1].

Wavelet maxima are extracted from low frequency com-

ponents of the wavelet image decomposition. The scale

factor � is estimated by computing the average distance

of each maximum (i.e. ✁ ) from the gravity center of the

extracted maximum i.e. ✁✴✄✄✂ ✆ ✖☎✂ ✞ :
✁ ✠

✆✝✝✞ ✌✟ ✠✡ ☛✌☞ ☛ ✁☎✄
☛
✻ ✄✍✂ ✞ ✌ ❀ ✁☎✖

☛
✻✧✖✎✂ ✞ ✌ (4)

Hence, the scale factor � is given by:

� ✠ ✁✄✏✁✄✑ (5)

where ✁ ✏ and ✁✒✑ represent respectively the average

distances considered on the marked image and on the

original image. The rotation angle estimate ✔ is given

calculating the difference between the sums of angles in

the first quadrant of the wavelet decomposition for the



original ( ✔ ✑
) and the marked image ( ✔✁� ):

✔ ✠
✌✟ ✁ ✠✡ ☛✌☞ ☛ ✔ ✑☛ ✻ ✠✡ ☛✌☞ ☛ ✔ �☛ ✞ (6)

✂ Dittman et al have designed a content-based watermarking

method that does not require the original image and uses

self spanning pattern [13]. A basic pattern is represented

by a polygon that is spanned over four image inherent

points like image edges or corners. The other patterns are

spanned around the basic pattern and each pattern carries

one bit of the whole watermark (cf Fig. 11). Finally the

mark detection is done after recovering feature points lo-

cations. Experimental results, presented for a large range

of geometrical transformations, illustrate the fact that the

presented algorithm is quite robust to geometrical distor-

tions.

Image
corners

Self spanning patterns

Fig. 11. Self spanning pattern generation.

B. Method design

To develop a content-based method, we first have to select

an appropriate tool to extract an image content descriptor. This

representation has to be robust to geometric transformations.

We orient our choice towards tools commonly used in pattern

recognition: feature points detectors. Our first approach was

initially proposed in [3].

Our proposed system can be classically dissociated into two

different steps, the embedder and the detector. An overview of

the different stages is summarized below:

In the embedder side:

1) Detect robust feature points in an image.

2) Generate a triangular tessellation of the image based on

the set of feature points.

3) Map a triangular spread sequence (watermark) into each

triangle of the tessellation via affine transform.

4) Add the mapped sequence on each triangle.

In the detector side:

1) Reconstruct the tessellation.

2) Map each triangle to the shape of the original triangular

watermark.

3) Compute the correlation of each mapped triangle with the

original watermark.

4) Accumulate the correlations to detect the watermark over

the whole image.

Consequently the next section (section IV) of this paper is de-

voted on an evaluation of different feature point detectors, and

the content-based watermarking scheme is presented in section

V.

IV. FEATURE POINTS DETECTORS

The objective of this section is to give an overview of differ-

ent feature points detectors and to present a benchmark system

for selecting a robust detector.

It is well known that feature points detectors find salient points

in natural images. These points are often located near corners

and edges of the image. Feature points were first developed for

computer vision and reconstruction [6][17] but they are also

employed in data-base retrieval as a descriptor of the image

[29][14].

We focus our study on three detectors that are commonly used

in pattern recognition and vision systems.

A. Harris Detector

The Harris and Stephens detector was developed for 3-D re-

construction [19]. This detector uses differential features of the

image.

The construction of the detector is based on a corner detection

function created by Moravec [32]. The response function
✂☎✄✝✆ ✞

is calculated for a shift ✁☎✄ ✆ ✖ ✞ from the central point ✁✠✟ ✆☛✡ ✞ :✂ ✄☞✆ ✞ ✠ ✡ ✌ ✆ ✍✏✎ ✌ ✆ ✍ ❋ ❍ ✄✒✑ ✌ ✆ ✞✓✑✔✍ ✻ ❍ ✌ ✆ ✍ ❋ ✌
(7)

where ❍ ✌ ✆ ✍ represents the luminance of the image at the co-

ordinate ✁✕✟ ✆✖✡✕✞ . the function ✎ ✌ ✆ ✍ represents a rectangular win-

dow centred on ✁☎✄ ✆ ✖ ✞ .
Harris reformulated the detection function using a matricial for-

mulation.

Given:

✗ ✠ ❍✙✘ ✩✷✻ ✌ ✆ ✁ ✆ ✌✓✚✜✛ ✰✝❍✣✢✝✰✟✄ (8)✤ ✠ ❍✙✘ ✩✷✻ ✌ ✆ ✁ ✆ ✌✓✚✦✥✧✛ ✰✝❍★✢✮✰✟✖ (9)✩ ✠ ✗ ✌ ✘ ✎ (10)✁ ✠ ✤ ✌ ✘ ✎ (11)

☎ ✠ ✁ ✗✪✤ ✞ ✘ ✎ (12)

where ✘ denotes the convolution product. The detection func-

tion
✂ ✄☞✆ ✞

is then expressed by:

✂✏✄✝✆ ✞ ✠ ✁☎✄ ✆ ✖ ✞✖✫ ✁✴✄ ✆ ✖ ✞ ✥ ✬ ✙✮✭✰✯ ✫ ✠
✱ ✩ ✄✝✆ ✞ ☎ ✄☞✆ ✞

☎ ✄✝✆ ✞ ✁☎✄✝✆ ✞✳✲
(13)✂ ✄☞✆ ✞

can be considered as a local auto-correlation function of

the image with a shape factor ✫ . Harris and Stephens gave a

new definition of the detector function of the eigenvalue ✴ and✵
of the array ✫ . These values are invariant by rotation and if

their magnitudes are high, the local auto-correlation function is

represented by a local peak.

To avoid computing the eigenvalue of ✫ , the new criterion is

based on the trace and determinant of ✫ :

✟✏✶✕✁ ✫ ✞ ✠ ✴✡❀ ✵ ✠ ✩ ❀ ✁
(14)✷ ☛✹✸✑✁ ✫ ✞ ✠ ✴ ✵ ✠ ✩ ✁ ✻ ☎ ✌
(15)✺✙✻ ✠ ✷ ☛✹✸✑✁ ✫ ✞ ✻ ✡ ✟✏✶ ✌ ✁ ✫ ✞ (16)



where ✡ is an arbitrary constant.

Feature points extraction is achieved by applying a threshold on

the response
✺☎✻

and searching for local maxima.� ✁✂✁ ✆☎✄ ✞✝✆✟✞ ✺☎✻ ✁✠✁ ✆✡✄✓✞☞☛✍✌ ✎ ✛✑✏✒ ✁✕✟ ✆✖✡✕✞ ✤✔✓ ☛ ✆ ❆ ✆ ✺☎✻ ✁✠✁ ✆☎✄ ✞☞✕ ✺☎✻ ✁✕✟ ✆✖✡✕✞
The function

✺ ✻
applied on lena is shown on Figure 12.

Fig. 12. Harris detector response.

B. Other tested detectors

We have also tested two other detectors: the Achard-Rouquet

[7] detector and the SUSAN detector [38].

The Achard-Rouquet detector is based on the fact that the angle

between two gradient vectors is important around corners.

The corner strength is hence calculated using cross product of

the neighbour gradients.

✡
☛ ✆ ❆ ✠ ❄ ✌ ✆ ✍✗✖✙✘✛✚✠✜ ✢✤✣ ✻✲✻✟✥❃ ✶✧✦✩★■✁✴❍ ☛ ✆ ❆ ✞✫✪ ✻ ✻✧✥❃ ✶✧✦✩★ ✁✴❍ ✌ ✆ ✍ ✞ ✣ ✌

✠ ❄ ✌ ✆ ✍✗✖✙✘ ✚✠✜ ✢ ✣ ✻✓✻✧✥❃ ✶✬✦✩★■✁✴❍ ☛ ✆ ❆ ✞ ✣ ✌✮✭ ✣ ✻✲✻✟✥❃ ✶✧✦✩★■✁✴❍ ✌ ✆ ✍ ✞ ✣ ✌
✒✾✙✷✛ ✌✰✯ ✻✓✻✟✥❃ ✶✧✦✩★ ✁✴❍ ☛ ✆ ❆ ✞ ✆ ✻✲✻✟✥❃ ✶✧✦✩★■✁✴❍ ✌ ✆ ✍ ✞✡✱ (17)

where ✓ ☛ ✆ ❆ represents the neighbourhood of the pixel ✁✠✁ ✆☎✄ ✞
and

✭
denotes the cross product. Given :✗ ✠ ✰✝❍★✢✮✰✟✄ (18)✤ ✠ ✰✝❍★✢✮✰✟✖ (19)

and developing the equation 17, the authors obtained a normal-

ized version of the detector

✡ ✠ ❍ ✌✄ ▲ ❍ ✌✞ ☛ ❀ ❍ ✌✞ ▲❇❍ ✌✄ ☛ ✻ ✆✮❍ ✄ ❍ ✞ ▲ ❍ ✄ ❍ ✞ ☛
▲ ❍ ✌✄ ☛ ❀ ▲ ❍ ✌✞ ☛ (20)

where ▲ ☛ denotes the mean applied on the neighbourhood✓ ☛ ✆ ❆ .
The set of feature points is obtained using a threshold of the

value ✡ and selecting local maximal.

The SUSAN detector is based on a geometrical observation

of the image [38]. SUSAN means Smallest Univalue Segment

Assimilating Nucleus.

In this method, each pixel of the image, representing a nucleus,

is associated with a circular mask. The mask is divided in two

distinct areas, the USAN area (Univalue Segment Assimilating

Nucleus) and its complement.

A corner of the image is consequently represented by a local

minimum of the USAN function applied on the image. The

principle of this detector is illustrated on figure 13.

Nucleus

Mask

USAN

Fig. 13. SUSAN detector principle.

The number of pixels that belong the USAN area allows the

computation of the detector magnitude. The USAN computing

is done by calculating ✲✯✁✴❍ ☛ ✆ ❆ ✞ .:✲✯✁✴❍ ☛ ✆ ❆ ✞ ✠ ✡✌ ✆ ✍✗✖✙✘ ✚✠✜ ✢ ☎✗✁✠✁ ✆☎✄✲✆ ✟ ✆☛✡ ✞ (21)

The ☎✗✁✂✁ ✆✡✄✲✆ ✟ ✆✖✡✕✞ function represents the mask geometry. A

feature point is consequently detected if ✲✯✁ ❍ ☛ ✆ ❆ ✞ is smaller than✲✴✳ ✫ ✦✓✄ . ✲✴✳ ✫ ✦✓✄ representing half of the total number of pixels

in the mask.

C. Detector benchmark

The next step of this study is logically to evaluate of the ro-

bustness of these different detectors. To this end, we designed

a function named score that evaluates the capacity of the detec-

tor to preserve the selected points when the image undergoes a

geometrical transformation or other processing.

This function is defined as follows:✵✗✶✸✷ ✶✝☛✶✠ ✠ ✓✂✹✻✺✽✼✝✾❀✿ ✠ ✓☎❁✂✺✽✼ ✑ ✠ ✓✡❂ ✼☎❃❅❄
✠ ✓ ✹✻✺✽✼ ✑ ✠ ✓ ❂ ✼☎❃

✠ ✠ ✓✂✹✻✺✽✼✸✾✴✿ ✠ ✓✡❁✠✺✽✼ ✑ ✠ ✓✡❂ ✼☎❃❅❄
✠ ✓ ✚❇❆✛✚ (22)

where
✟ ✳ ☛❉❈✎☛ denotes the number of points present in the

initial image, and
✟ ✳❋❊ �✝● , ✟ ✳✸❍ ● ✏ , ✟ ✳✻■ �✝● represent respectively

the number of points that have been created, destroyed and

preserved after the process. This function is maximal when✟ ✳ ❊ �✝● ✠ ✟ ✳ ❍ ● ✏ ✠ ✁
, and is in this case equal to 1.

We evaluated this function on four different images:
✂ The 512

☛
512 lena image, is well known in image process-

ing. This is a high-contrast image with sharp corners and

textured areas.
✂ The 512

☛
512 baboon image. This image contains a large

textured area (the fur of the animal) and a homogeneous

area represented by the face.
✂ The 454

☛
652 tree image is an extremely textured image

in which the geometrical singularities are visually hard to

designate.
✂ The 549

☛
748 water image belongs to the JPEG2000

database. This is an image with large homogeneous areas



and its content is indistinct and poor.

The score was evaluated after registering feature points and

computing the inverse transformation to compute the counts.

We decided also to evaluate the function score on 25 different

processes.
✂ 10 rotations with different angles ( ✆ ✁ ❏ , ✡✝✁✓❏

, � ✁✲❏ , ◆✝✁✲❏
,✌ ✁✑✁✓❏

,
✌ ✆ ✁✲❏ , ✌ ✡✞✁✲❏

,
✌ � ✁✓❏ , ✌❖◆✝✁✲❏

, ✆ ✁✑✁✓❏ et ✆✑✆ ✁✲❏ ). We ap-

plied after each rotation an inverse rotation to compute the

score.
✂ 5 scaling operations, with a 0.9 down to 0.5 factor. We per-

formed the inverse transformation to compute the score.
✂ 5 Jpeg compressions with a 90

✄
down to 50

✄
quality fac-

tor.
✂ 5 noise additions. We added an uniform noise with peak

values equal from ✁ 50 to ✁ 10 for 256 grey level images.

The final score is given by calculating the mean of the different

scores after each operation.

D. Enhanced Detector

We decided to use to a pre-filtering blur operation because

a feature point detector is sensitive to image variation such as

corners or textured areas. If the content of the image is textured

or noisy, the potential number of feature points becomes impor-

tant and the robustness of the detector is reduced.

We used a ✲ ☛ ✲ mask represented by:

✫ ❈
✠

✂✄
☎
✌ ✭✛✭❋✭ ✌
...

. . .
✌

✌ ✭✛✭❋✭ ✌

✆✞✝
✟ (23)

The figure 14 represents the computed score for different

sizes of ✲ . We can see that this pre-filtering operation increases

the robustness of the detectors. In the rest of this study, we

decided to choose a
� ☛ �

filter which offers the best trade-off

between the robustness and the processing time.

Fig. 14. Blurring filtering and the robustness of the Harris detector.

A feature point is represented by a local maximum of the de-

tector response. It is also important to define the size of the

neighbourhood. If this size is too small, the distribution of the

different feature points is concentrated on textured areas. If the

size of neighbourhood is too large, the feature points become

isolated.

To obtain an homogeneous distribution of feature points in the

image, we chose to use a circular neighbourhood to avoid in-

creasing detector anisotropy. The centre of the neighbourhood

is the considered pixel. To be robust to scaling operations, the

circle diameter depends on the image dimensions:✷ ✠ ✎ ❀✡✠� (24)

The integers ✎ and ✠ represent respectively the image width

and height. The neighbourhood size is quantized by the � value.

Figure 15 illustrates the influence of the � parameter. We de-

cided to choose a � value equal to 24 to obtain an homogeneous

repartition of the feature points.

� ✠ ✆ ✁✑✁ � ✠ ✆ ✡
Fig. 15. ☛ parameter effects.

E. Selecting the best detector

We calculated the detectors’ scores on the four test images.

These different scores are presented on figure 16. From these

results we can deduce two important elements:

✂ The Harris detector is the most robust detector on each

image.
✂ The detector robustness depends on the content of the im-

age. The score is the highest for the lena image which

contains sharp corners. For textured images as baboon or

tree, the score is less important. The weakest result is ob-

tained for the water image. This is mainly due to the fact

that the content of this image can be greatly modified by

noise addition or Jpeg compression.

V. EMBEDDING AND DETECTION SCHEMES

The objective of this section is to show how feature points are

used in this content-based watermarking method. The embed-

ding and detection scheme are presented and the performance

of our method are described.



Fig. 16. Behavior of the selected detectors towards our benchmark for
the different test images.

A. Embedding scheme

Let us start by an overview of the embedding part. Firstly,

the mark embedding uses references provided by feature point

detectors. Next, a Delaunay tessellation is employed to decom-

pose the image into a set of disjoint triangles. The signature

embedding is done by inserting a mark inside each triangle of

the tessellation.

We focus our choice on Delaunay tessellation because it brings

important properties:
✂ The tessellation has local properties: if a vertex disap-

pears, the tessellation is only modified on connected tri-

angles
✂ Each vertex is associated with a stability area in which the

tessellation is not modified [5] when the vertex is moving

inside this area.
✂ The computational cost is low: a Delaunay tessellation

can be done using fast algorithms [8][37].

The general embedding scheme is shown in figure 18. Let us

decompose this scheme into different steps:

1) A random sequence ✟✁� is generated. The shape of this

sequence is delimited by a right-angled isosceles triangle

with an arbitrary size (in our tests � ✡✘☛ � ✡ ). A seed

initialising the generator defines the secret key. The

sequence values belong to the set
� ✻ ✌ ✆ ❀ ✌ ✆ and the

mean of sequence is zero.

We chose to spread the sequence on ✆ ☛ ✆ pixel blocks.

This allows both improving the signature detection after

the blurring process, and offering a better resilience to

feature point positioning errors.

2) The detection of feature points using our improved

Harris detector is applied to the image. We obtain a set

of points
✂ ✠ �☎✄ ☛

✤✝✆ ✌ ✆ ✁ ✠ ✌ ✆ ✟ ✟ ✟ ✆ ✲ ✆ .

3) A Delaunay tessellation ✟ ✠ � ✟
☛ ✆✲✆ ✁ ❑ ✁ ▲ ✟

is

performed using
✂

.

The Delaunay tessellation of the set
✂

is defined to be

the unique triangulation of the convex cover of
✂

such as

the interior of the containing circle ✞✯✁ ✄ ☛
✆ ✄ ❆ ✆ ✄✠✟ ✞ of each

triangle ✁ ✄ ☛
✆ ✄ ❆ ✆ ✄✠✟ ✞ of

✂☛✡
does not contain another vertex

of
✂

: ✷ ☛✌☞✾✁ ✂ ✞ ✠ � ✁ ✄ ☛
✆ ✄ ❆ ✆ ✄✍✟ ✞ ✤ ✂✎✡ ✞✞ ✁ ✄ ☛

✆ ✄ ❆ ✆ ✄✠✟ ✞✑✏ ✁ ✂ ✻ ✄ ☛
✻ ✄ ❆ ✻ ✄✠✟ ✞ ✠✓✒ ✆ (25)

The constructed triangle defined a Delaunay triangle.

The signature detection is performed in each triangle

✟ ✟ ✤ ✟ .

4) An affine transform is performed on triangle ✟✑� to map

the shape of ✟ ✟ . The affine transform is oriented using the

magnitude of each angle issued from ✟ ✟ . We use a spline-

cubic interpolation during the transformation to preserve

high frequencies of ✟✔� [31][24]. The triangle ✟✁✕ is then

obtained.

The affine function ✖ allows us to transform a point

✁☎✄ � ✆ ✖ � ✞ of the triangle ✟ � into a point ✁✴✄ ✕ ✆ ✖ ✕ ✞ of the

triangle ✟ ✕ . ✖ is defined by six real parameters ✦ , ✳ , ✶ , ★ ,

☛ and � . The relation between two pairs of points is given

by:

✖ ✁✴✄✗� ✆ ✖✘� ✞ ✠ ✙ ✄ ✕
✖ ✕✛✚ ✠✱ ✦ ✳✶ ★ ✲ ✙ ✄ �

✖ �✜✚ ❀
✙ ☛

� ✚ ✠ ✕
✙ ✄ �

✖ �✜✚ ❀ ✟
(26)

This affine transform ✖ permits us to model geometrical

transformations such as rotations, scaling operations, or

shearing effects.

There are six different affine transforms that map the

triangle ✟✔� into the triangle ✟✁✕ . The selected affine

transform has to be unique. Consequently, we decided to

classify the different vertices of ✟✑✕ . We use the magni-

tude of the angles to obtain a unique transformation (cf

Fig 17).

1 2

3
12

3

1 2

3

1

2

3

Fig. 17. Orientation of the triangle.

5) ✟✔✕ is multiplied by a visual mask. This mask, named✢
, is based on the image luminance, We exploit the fact

that the human eye is less sensitive to contrast in dark

or bright areas than to middle luminance areas [23].The

signature ✟ ■ is obtained by weighting ✟ ✕ :

✟ ■ ✁✂✁ ✆☎✄ ✞ ✠ ✴ ☛ ✢ ✁✠✁ ✆☎✄ ✞ ☛ ✟✔✕ ✁✂✁ ✆✡✄ ✞ (27)

The signature power is adjusted using the real ✴ .

6) The marked triangle is obtained adding ✟ ■ and ✟ ✟ :
✟

☛
✠ ✟ ■✢❀ ✟ ✟ .

7) ✟
☛

is substituted for ✟ ✟ .
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Fig. 18. Embedding process in our proposed watermarking scheme.

B. Detection scheme

The detection process uses the result of the feature point

detection and consequently performs a self-synchronisation

of the mark. If the marked image undergoes a geometric

transformation, the set of salient points mainly follows the

transformation and several triangles are consequently con-

served. The presence of the signature in a triangle is certified

by a correlation criterion.

The detection scheme is illustrated on figure 21. We now

detail the different steps of the signature detection; the three

first steps are identical to the insertion scheme:

1) ✟✔� is generated from a random sequence depending on a

secret key.

2) The detection of feature points using our improved

Harris detector is applied to the image.

3) A Delaunay tessellation ✟ ✠ � ✟
☛ ✆✲✆ ✁ ❑ ✁ ▲ ✟

is

performed using image feature points. The mark is

inserted in each triangle ✟ ✟ ✤ ✟ .

4) Each triangle ✟ ✟ is warped into a 64
☛

64 right-angled

isosceles triangle denoted ✟✁� .
5) From ✟✂� we process a Wiener filtering using ✟✁� statistics

to eliminate components provided by the original image.

We obtain
✄✟ � :

✄✟ � ✁✂✁ ✆☎✄ ✞ ✠ ✓✆☎✚✩ ✟ � ✚ ✁✂✁ ✆☎✄ ✞✓ ☎ ✩ ✟✔� ✚ ✁✠✁ ✆☎✄ ✞ ❀ ✓ ☎ ✩ ✟✂� ✚ ✁✂✁ ✆✡✄ ✞ ✩ ✟ � ✁✠✁ ✆☎✄ ✞ ✻ ✫ ☎ ✩ ✟ � ✚ ✁✠✁ ✆☎✄ ✞ ✚
(28)✓ ☎ ✁ ✞ represents the local standard variance and ✫✝☎ ✁ ✞ the

local mean for the ✁✠✁ ✆☎✄ ✞ location.

Wiener prediction can be considered as a denoising

operation [21] and allows separation of the image com-

ponents from the mark components. In case of textured

areas, the signal-to-noise ratio is lower, and consequently

the signature detection, computing the correlation be-

tween ✟ � and ✟ � , is perturbed by the image components.

Figure 19 represents effects of Wiener filtering.

correlation values using correlation values without

Wiener prediction Wiener prediction

Fig. 19. Effects of Wiener prediction: the correlation is computed on
a mark triangle with a key equal to 50. The chosen triangle is textured.
On one hand Wiener filtering enables the detection of the signature
(left curve). On the other hand, using classical correlation, we cannot
detect the presence of the signature.

6) The signature detection can be performed using two dif-

ferent levels. First it can be done locally by comparing

the magnitude of
✶✸✷ ✶ ✶✕✁ ✟✁� ✫ ✄✟✔� ✞ with a threshold for each

triangle. The threshold depends on a false response prob-

ability. We represent the statistics in a case of a false

response by a normal distribution.

A mark can only be detected according to a probability of

false alarm
✂✟✞ ✂

representing the probability of signature

detection in a image which does not contain the mark.

In our study, the signature is detected inside a triangle if:✶✸✷ ✶ ✶ ✁ ✟✔� ✫ ✄✟✔� ✞ ✕ ✌ ✁ ✂ ✞ ✂ ✞ (29)

where the real ✌ ✁ ✂✟✞ ✂ ✞ represents a threshold depending

on the false-alarm probability. To estimate the value of✌ ✁ ✂✟✞ ✂ ✞ , we performed an estimation of the random vari-

able
✗ ✟ ✠ ✶✸✷ ✶ ✶✕✁ ✟ � ☛ ✆ ✄✟ � ✟ ✞ assuming that ✡✡✠✠ ✌

.

With the assumption that
✗

is represented by a sum of

independent elements (due to the correlation), we de-

cided to express the distribution of
✗

as a gaussian law☛ ✁✌☞ ✆ ✁ ✞ , ☞ and ✁ representing respectively the mean

and variance estimation of
✗

. The probability density

✱ ✠ ✁✴✖ ✞ of a gaussian element
✤

is given by:

✱ ✠ ✁☎✖ ✞ ✠
✌

✁✁✍ ✆✝✭✏✎✒✑✔✓
✕
✻

✌
✆
✙ ✖ ✻✖☞✁ ✚ ✌✒✗

(30)

To validate our model we compute the cumulative his-

togram of
✗

. The match between empirical and theoret-



lena tree baboon water✄✁ ✌
11.16 11.93 9.55 11.91✄☞ 0.08 0.11 0.05 0.18

TABLE II

ESTIMATORS FOR DIFFERENT IMAGES.✂ ✞ ✂ ✌✎✁ ✾ ✏ ✌ ✁ ✾ ✁ ✌ ✁ ✾✄✂ ✌✎✁ ✾✄☎✟ 3.71 4.26 4.75 5.19✌ ✁ ✂ ✞ ✂ ✞ 12.85 14.75 16.45 17.97
TABLE III✆✞✝✠✟☛✡✌☞✎✍

FOR DIFFERENT FALSE RESPONSE PROBABILITIES.

ical probability densities is good (cf Fig.20). The law of

the random variable
✤

is consequently given by:✂ ✁ ✗ ❑ ✄ ✞ ✠✑✏ ✙ ✖ ✻✖☞✁ ✚ (31)

where

✏ ✁✴✖ ✞ ✠ ✒ ✞
✾☛✓ ✱ ✠ ✁☎✖ ✞ (32)

Using 100 different keys for each triangle of a given tes-

Fig. 20. Histogram of the value of correlation, in which the detection
key is different from the insertion key. The results were obtained by
using 100 keys per triangle. The continuous curve represents a gaus-
sian probability density.

sellation, we have computed the estimate of the mean
✄☞

and the variance
✄✁ ✌

(cf Table II).✌ ✁ ✂ ✞ ✂ ✞ is then computed from
✄✁ ✌

using the relation:✌ ✁ ✂ ✞ ✂ ✞ ✠ ✟ ✘ ✄✁ ❀ ✄☞ (33)

The parameter ✟ corresponds to a normalized gaussian

law. Table III represents different values ✌ ✁ ✂ ✞ ✂ ✞ depend-

ing on the false alarm probability.

7) A global decision is obtained using the global sum of✶✸✷ ✶ ✶ ✁ ✟✔� ✫ ✄✟✔� ✞ .
The mean of the correlation calculated for each triangle

of the tessellation allows also signature detection inside

the image. In the case of a value greater than a threshold,

the mark is detected.

We used the mean of the correlation to obtain a new statis-

tic named ✔ :

✔✘✠
✌✟ ✡☛ ☞

☛ ✆✖✕✖✕✖✕ ✆ ✠
✶❋✷ ✶✹✶ ☛

✁ ✟ � ✫ ✄✟ � ✞ (34)

It is a well-known result that ✔ can be expressed by an

empirical gaussian law of mean
✄☞✘✗ ✠ ✄☞ and variance✄✁ ✌✗ ✠ ✄✁ ✌ ✢ ✟

.

In addition, the mark can be also detected if:

✔ ✕ ✌ ✁ ✂✟✞ ✂ ✞✍ ✟ (35)

8) The final decision is obtained from the different detection

results.
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Fig. 21. Principle of the detection process

C. Evaluation and Comparison

The objective of this section is to show the capability

of the algorithm to achieve good detection efficiency after

geometrical transformations and classical process.

Ours tests were processed on 12 different images representing

different classes of contents. The test database is depicted in

Fig. 22.

Various categories of images have been chosen. Images

baboon, lake, elaine, bridge include textured areas with high

frequency components while the other images (plane, tank,



plane baboon tank lake elaine lena

drop car bridge water peppers boat

Fig. 22. Images used in our tests.

plane baboon tank lake elaine lena drop car bridge water peppers boat

Stirmark C.B.S. OK OK OK OK OK OK OK OK OK OK OK OK

Digimarc Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat

Shearing C.B.S. OK OK OK OK OK OK OK OK OK OK OK OK

Digimarc Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat Defeat

Rot. �✂✁☎✄ C.B.S. OK OK OK OK OK OK OK OK OK OK OK OK

Digimarc OK OK OK OK OK OK OK OK OK OK OK OK

Scal. 80% C.B.S. OK Defeat OK OK OK OK OK OK OK OK OK OK

Digimarc OK OK OK OK OK OK OK OK OK OK OK OK

Scanning C.B.S. OK Defeat Defeat OK OK OK OK OK OK Defeat OK OK

Digimarc OK OK OK OK OK OK OK OK OK OK OK OK

JPEG 50% C.B.S. OK OK OK OK OK OK OK OK OK OK OK OK

Digimarc OK OK OK OK OK OK OK OK OK OK OK OK

TABLE IV

BENCHMARK RESULTS OF THE CONTENT BASED SCHEME (C.B.S.) AND COMPARISON WITH DIGIMARC. “OK” MEANS THAT THE

MARK HAS BEEN DETECTED (LOCAL AND/OR GLOBAL DETECTION)

lena, drop, car, bridge, water, peppers, cornouaille) include

large homogeneous areas.

We tested the detector using a wide class of geometrical dis-

tortions and classical image processing operations (Jpeg com-

pression and print and scan). Here is the list of the different

process:

✂ the Stirmark distortion: this attack leads to a geometrical

distortion that cannot be modelled by an affine transform

on the whole image(cf section II-A). We have used the

Stirmark 3.0 algorithm.
✂ Shearing transformation: we use the Gimp software to

perform this transformation [10]. This filter can be con-

sidered as an affine transform.
✂ Scaling transform: we perform a scaling operation of

80%.
✂ Rotation: we evaluated the robustness of the presented

scheme for a rotation of
✌✎✁✓❏

.
✂ Print and Scan: the print and scan test consists in printing

the marked image on a classical laser printer and scanning

it. In our test we used a 300
☛

300 greyscale printer and a

300ppi scanner.
✂ JPEG compression: this compression scheme is one of

the most used over the Internet. We have evaluated our

scheme for a quality factor equal to 50%. In this case, the

compressed image has blocking artefacts.

Detection results are given on table IV. They indicate

whether the global detection was successfully performed on the

marked image or not. A false-alarm probability equal to
✌ ✁ ✾ ✏

has been chosen. We also present the detection result obtained

using the Digimarc watermarking tool available on Photo-

shop5.0. This commercial product is known for his robustness

to a various category of filter. It uses template embedding to

recover synchronisation after geometrical transformations[18].

1) StirMark: Our results illustrate the fact that the pre-

sented scheme is robust against the StirMark attack, the mark



initial image Stirmark Shearing rotation
✌ ✁ ✑

scale
◆✝✁✞✄

Fig. 23. Representation of tested geometrical distortions applied on a grid

has been detected on each marked and attacked image. It is not

the case of the Digimarc algorithm because the employed syn-

chronisation technique could not invert local transformations

such as Stirmark. These first results point out the advantages

of content-based methods: it enable the recovering of the mark

after local transformations without using the original image.

Figure 24 outlines the tessellation evolution on the marked and

attacked image2. We can notice that the tessellation mainly

follows the geometrical distortion; this permits consequently

the detection of the mark.

2) Shearing transformation: The detection results (given

on table IV) show the capacity of the presented method to

detect the mark after the shearing transformation. Once again,

the Digimarc synchronisation scheme could not handle this

transformation and the embedded signature using Digimarc

could not be detected. An example of the evolution of the

tessellation is given on Fig 25.

3) Scaling operations: Except for the baboon image, the

signature has been detected after a scaling operation of 80%.

The defeat of the mark detection for the baboon image is due

to the presence of a large noisy area having similar content

properties (located on the fur). Such a high frequency similar

pattern is a drawback for content-based feature points detectors

because the detector cannot classify the different feature points.

The evolution of the tessellation on the bridge image after a

scaling operation of 0.8 is illustrated on Figure 26.

4) Rotations: This test demonstrates the capacity of the

presented technique to detect the signature after slight rotations

(
✌ ✁✓❏

in the test). Furthermore it is important to point out that
�✝✁ ❏

rotations or horizontal and vertical symmetries do not

modify the tessellation, and consequently the signature can be

detected in these cases.

Figure 27 outlines the tessellation evolution after a
✌ ✁✕❏

rotation

on the marked image peppers.

5) Print and Scan process: The Print and Scan test is

drastic because it combines multiple attacks. Printing induces

requantization of the grey-levels and a grid apparition. Scan-

ning results in slight geometrical distortions and noise addition.

Results (cf Table IV) illustrates the fact that our content based

method permits the detection of the signature on the majority

✁
Triangles where the detection of the mark was detected are represented by a

white centre of gravity.

of the images. Once again, the feature points detector is not

efficient for images having not well defined content (baboon,

tank, water).

Figure 28 illustrates the modification of the tessellation applied

on the marked image plane after the Print and Scan process. We

can notice the way the image is degraded and the tessellation

modification.

6) JPEG compression: The robustness to JPEG compres-

sion is achieved for a quality factor equal to 50%. This fact is

mainly due to the use of a low-pass filter before feature points

detection.

Figure 29 illustrates the tessellation change after JPEG com-

pression on the mark lena image. A few triangles of the

tessellation have been modified but the mark can be detected

inside preserved triangles.

VI. CONCLUDING REMARKS

We proposed in this paper a new watermarking approach

based on images content. The presented technique is included

in the class of second generation schemes [27] which leads to

numerous advantages:
✂ the original image is not needed for the detection of the

mark,
✂ content-based techniques permit automatic re-

synchronization of the mark after both local (StirMark,

shearing) and global (rotations, scaling) geometrical

transformations,
✂ the orientation of the signature is carried by the content of

the image and consequently cannot be erased,
✂ they don’t rely on template embedding that can be easily

removed [41].

.

Our study outlines the different advantages and the limits of

this kind of methods. Contrary to the Digimarc solution, the

presented technique is robust to the StirMark attack, shearing

distortion, Jpeg compression and slight global transformations

but the robustness of the scheme depends on the capacity of the

feature point detector to preserve feature point after geometri-

cal transformation, especially on highly textured images.

The development of a content-bound techniques leads to nu-

merous perspectives. The next step of this work is the use of

content-based schemes for video objects and MPEG-4 water-

marking. In this context, the content descriptor can be pro-

vided by segmentation tools. Consequently, information about



Original image Marked image after

and tessellation the StirMark attack

Fig. 24. Effect of the StirMark3.0 attack on the marked water image. Global and Local detection have succeeded.

Original image Marked image after

and tessellation the Shearing transformation

Fig. 25. Effect of the Shearing transformation on the marked car image. Global and Local detection have succeeded.

Original image Marqued image after

and tessellation scaling operation 0.8

Fig. 26. Effect of a 80% scaling on the marked bridge image. Global and Local detection have succeeded.

the orientation and the scale of the object can be provided by

analysing the object shape. This operation allows the detection

of the signature after object manipulations such as rotations or

scaling operations. Preliminary works are referenced in [2].
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