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Abstract. In this paper we derive estimates to the free boundary problem for the Euler equation
with surface tension, and without surface tension provided the Rayleigh-Taylor sign condition holds.
We prove that as the surface tension tends to zero, when the Rayleigh-Taylor condition is satisfied,
solutions converge to the Euler flow with zero surface tension.

1. Introduction

In this paper we study free boundary problems of the Euler’s equation in vacuum:

(E)

{
vt +∇vv = −∇p, x ∈ Ωt ⊂ Rn

∇ · v = 0, x ∈ Ωt.

where for every t ∈ R, v(t, ·) is the velocity field of an incompressible inviscid fluid in a moving
domain (bounded and connected) Ωt ⊂ Rn, n ≥ 2, and p(t, ·) is the pressure. The boundary of the
domain Ωt moves with the fluid velocity and the pressure at the boundary is given by the surface
tension, that is

(BC)

Dt = ∂t + v · ∇ is tangent to
⋃
t

Ωt ⊂ Rn+1

p(t, x) = ε2κ(t, x), x ∈ ∂Ωt, 0 ≤ ε ≤ 1

where κ(t, x) is the mean curvature of the boundary ∂Ωt at x ∈ ∂Ωt, and Dt is the material
derivative. This is equivalent to saying the velocity of ∂Ωt is given by v · N where N is the unit
normal to ∂Ωt . The case ε = 0 corresponds to the zero surface tension problem.

In the presence of surface tension we will derive energy estimates that bound the Sobolev norms
of the velocity and the boundary. In addition we will show that if the Rayleigh-Taylor sign condition
is verified, then some of these bounds are independent of ε. In this case we conclude that as ε→ 0
solutions of the problem with surface tension converge to solutions of the zero surface tension
problem. We do not include the effects of gravity in (E) as it will only contribute lower order terms
to our estimates.

The free boundary value problem for (E) has been studied intensively by many authors. In the
absence of surface tension the earliest mathematical results on the well posedness of the water
waves problem were given by V. I. Nalimov [NA74] where he considered the irrotational problem
in 2 dimensions with small data in some Sobolev space (see also H. Yoshihara [YO82]). The first
break through in solving the well posedness for the irrotational problem, no surface tension, for
general data came in the work of S. J. Wu [WU97, WU99] who solved the problem in all dimensions.
For the general problem with no surface tension D. Christodoulou and H. Lindblad [CL00] were
the first to obtain energy estimates based on the geometry of the moving domain, assuming the
Rayleigh-Taylor sign condition for rotational flows. H. Lindblad [LI05] proved existence of solutions
for the general problem. In the absence of this condition D. Ebin [EB87] proved that the problem
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is ill-posed. There is also the work of K. Beyer and M. Günther [BG98, BG00] on well posedness
which we will comment more on at the end of the introduction.

For the problem with surface tension H. Yoshihara [YO83], T. Iguchi [IG01] and D. Ambrose
[AM03] solved the well posedness irrotational problem in 2 dimensions under varying assumptions
on the initial data. B. Schweizer [SC05] proved existence for the general 3 dimensional problem.
Recently D. Ambrose and N. Masmoudi [AM05a] proved that as ε→ 0 solutions of the 2 dimensional
irrotational problem converges to solutions of the zero surface problem by writing the equation in
terms of the arc length of the fluid boundary.

There are many other works on this problem we mention the work of D. Lannes [LA05], T.
J. Beal, T. Hou, and J. Lowengrub [BHL93], W. Craig [CR85], G. Shnider and E. C. Wayne
[SW02], M. Ogawa and A. Tani [OT02].

During the writing of this manuscript we were informed and received reprints of several related
work by D. Coutand and S. Shkoller [SC05], D. Ambrose and N. Mamoudi [AM06], and P. Zhang
and Z. Zhang [ZZ06]. In D. Coutand and S. Shkoller work they proved local well posedness of the
general problem using Lagrangian coordinates.

Our results differs from those mentioned above in that we can obtain the ε → 0 limit for the
general problem. Our approach to the problem is based on the well known fact that the free
boundary problem (E, BC) has a Lagrangian formulation given by

I(u) =
∫ ∫

Ω0

|ut|2

2
dydt− ε2

∫
S(u)dt,

where u(t, ·) ∈ Γ = {Φ : Ω0 → Rn, volume preserving homeomorphisms}, and S(u) is the surface
area of u(∂Ωt). Critical points of I satisfy

(E-L) ∂tut + q + ε2S′(u) = 0,

where q is the Lagrange multiplier due to the constraint u ∈ Γ. Writing v = ut ◦ u−1 and changing
to Eulerian coordinates we obtain

∂tut → Dtv, q → ∇pv,v = −∇∆−1tr(DvDv), S′(u) → J , ∇κH
where ∆−1 is the inverse Laplacian with zero Dirichlet data, κ the mean curvature, and κH is the
harmonic extension of κ into Ωt. Thus (E-L) is the Euler equation with the pressure p given by

p = pv,v + ε2κH.

It is important to note that this derivation splits the pressure into two terms, the first pv,v is the
Lagrange multiplier, and the second κH is due to surface tension. Thus these two terms will be
treated differently in the energy estimates.

Using this variational derivation, one can interpret the Lagrange multiplier as the second funda-
mental form of the manifold Γ ⊂ L2(Ω0,Rn) and rewrite (E-L) as †

D̄tut + ε2S′(u) = 0.

where D̄ is the Riemannian connection induced on Γ by the embedding in L2. The above form of
the equation makes it relatively easy to identify the correct linearized problem

D̄2
t w̄ + R̄(ut, w̄)ut + ε2D̄2S(u)(w̄) = 0, w̄(t, ·) ∈ Tu(t,·)Γ,

where R̄ is the curvature tensor of the infinite dimensional manifold Γ ⊂ L2. Keeping the highest
order terms in the above equation we obtain

(LN) D̄2
t w̄ + R̄0(v)w̄ + ε2Ā w̄ = lower order terms,

†Symbols in the Lagrangian description have a bar, e.g. D̄ , while their Eulerian counterparts do not, D .
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where R̄0(v) is a first order differential operator and Ā is a third order differential operator. In
Eulerian coordinates these terms are given by

R0(v)(w,w) =
∫

∂u(Ω0)
−∇Npv,v|w ·N |2 dS,

A (u)(w,w) =
∫

∂u(Ω0)
|∇>w ·N |2 dS

where N is the unit normal and ∇> is the tangential gradient on the boundary of u(Ω0). Here once
again we are led in a natural way to distinguish the two problems in the following manner.
1) For ε > 0 two time derivatives are associated with Ā ,which is a positive semi-definite operator
similar to three spatial differentiation, thus roughly speaking, ∂t ∼ (∂x)

3
2 . Therefore one may be

led to believe that the regularity of the Lagrangian coordinates given by ∂tu = v is 3
2 order better

than v, which reflects the regularizing effect of the surface tension. However this is not true for
the Lagrangian coordinates since A is degenerate, and the regularity improvement of the ∂Ωt is
geometric and is not reflected in the Lagrangian coordinates system . See Section 5 for examples.
Thus Eularian coordinates are more suitable to use than Lagrangian coordinates for our estimates.
2) For ε = 0 the leading term involves R0(v) and thus the Rayleigh-Taylor instability may occur
unless we impose the condition

(RT) −∇Npv,v(t, x) > a > 0 x ∈ ∂Ωt.

In this case two time derivatives are associated with R̄ which is a positive semi-definite operator
similar to one spatial differentiation. Thus, ∂t ∼ (∂x)

1
2 and comments similar to above hold on the

regularity of ∂Ωt.
3) For ε > 0 one can directly obtain nonlinear estimates that depend on ε by multiplying (E-L) by
(D2S)kS′.
4)The control that any power R0(v), with (RT) condition, can give over vector fields is limited by
the smoothness of the boundary ∂Ωt. This fact makes the velocity field v inappropriate vector field
to estimate because it is smoother than what these operators allow.
5) Since A and R0(v) are degenerate for fields which are tangential to the boundary ∂Ωt one needs
to add the vorticity ω which controls the rotational part of the velocity which is tangential to the
boundary.
These facts imply that a natural energy to control is

E =
∫

Ω

1
2
|A k−1DtJ |2 +

ε2

2
|A k− 1

2J |2 dx+
1
2
R0(v)(A k−1J,A k−1J) + |ω|2H3k−1(Ω)

where J = ∇κH is less smooth than v and satisfies

D̄2
t J̄ + R̄0(v)J̄ + ε2Ā J̄ = lower order terms,

In addition to the geometry of Γ the geometry of ∂Ωt plays a crucial role in the estimates. The
appearance of κ in the surface tension and ∇κH in the energy make the study of the geometry of
the boundary as well as the study of the harmonic extension and Dirichlet-Neumann operators on
∂Ωt central to the estimate. In using Lagrangian coordinates these operators may be hidden but
can not be avoided.

Based on these estimates one can construct an existence proof using the following iteration
method. Since the acceleration of the boundary is given by the surface tension plus lower order
terms, in the first step of the iteration we evolve the boundary using this evolution. In the second
step of the iteration we establish the evolution of the velocity in the interior. This will appear in a
forthcoming paper.

Finally after this work was completed A. Mielke pointed out to the second author that a similar
geometric approach had been used by K. Beyer and M. Günther to study the irrotational problem
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by reducing it to the boundary[BG98, BG00] . Indeed they proved local well posedness for star
shaped domains with surface tension and studied the linearized flow for any irrotational flow. In
fact they derived the principle part of the curvature of Γ for irrotational problem which of course
coincides with our R0(v) acting on gradient vector fields.

This paper is organized as follows. In section 2 of the paper we give the intuition behind
the energy estimates by computing the geometry of Γ. In section 3 we present the geometric
computation of the moving boundary. In section 4 we present our energy estimates. In sections 5
and 6 we present some examples and basic analytic and geometric calculations.

Notations. All notations will be defined as they are introduced. In addition a list of symbols will
be given at the end of the paper for a quick reference. Here we’ll present some standard notations
and conventions used throughout the paper.

All constants will be denoted by C which is a generic bound depending only on the quantities
specified in the context. We follow the Einstein convention where we sum upon repeated indices.

For a domain Ωt and x ∈ ∂Ωt we denote by N(t, x) the outward unit normal, Π the second
fundamental form where Π(w) = ∇wN ∈ Tx∂Ωt for w ∈ Tx∂Ωt, and κ the mean curvature given
by the trace of Π, i.e., κ = trΠ. The regularity of the domains Ωt is characterized by the local
regularity of ∂Ω as graphs. In general, an m-dimensional manifold M⊂ Rn is said to be of class Ck

or Hs, s > n
2 , if, locally in linear frames, M can be represented by graphs of Ck or Hs mappings,

respectively. For ∂Ω, throughout this paper we will only use these local graph coordinates in
orthonormal frames.

2. The geometry behind the Energy

In this section, we heuristically outline our geometric point of view on the free boundary problems
of the Euler’s equation and the intuition leading to the energy estimates in the following two
sections. Though the discussion in this section are mostly in Lagrangian coordinates, the estimates
are actually done in Eulerian coordinates in the next two sections.

2.1. Lagrangian formulation of the problem. One of the fundamental properties of the inviscid
fluid motion is the law of energy conservation. Multiplying the Euler’s equation (E) by v, integrating
on Ωt, and using (BC), we obtain the conserved energy E0:

(2.1) E0 = E0(Ωt, v(t, ·)) =
∫

Ωt

|v|2

2
dx+ ε2

∫
∂Ωt

dS ,
∫

Ωt

|v|2

2
dx+ ε2S(∂Ωt).

The main difficulty of these problems is handling the free boundary. A traditional way to avoid
this difficulty is to consider the Lagrangian coordinates. Let u(t, y), y ∈ Ω0, be the Lagrangian
coordinate map solving

(2.2)
dx

dt
= v(t, x), x(0) = y,

then we have v = ut ◦ u−1 and for any vector field w(t, x), x ∈ Ωt, it is clear that

(2.3) Dtw , ∂tw +∇vw = (w ◦ u)t ◦ u−1

Therefore, the Euler’s equation can be rewritten as

(2.4) utt = −(∇p) ◦ u, u(0) = idΩt , −∆p = tr((Dv)2), p|Ωt = κ,

where κ is the mean curvature of ∂Ωt.
Since v(t, ·) is divergence free, then u(t, ·) is volume preserving. Let

Γ , {Φ : Ω0 → Rn | Φ is a volume preserving homeomorphism}.
As a manifold, the tangent space of Γ is given by divergence free vector fields:

TΦΓ = {w̄ : Ω0 → Rn | ∇ · w = 0,where w = (w̄ ◦ Φ−1)}.
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For the remainder of this section we follow the following convention: for any vector field X :
Φ(Ω0) → Rn its description in Lagrangian coordinates is given by X̄ = X ◦Φ. With slight abuse of
notation, we also let S(Φ) =

∫
∂Φ(Ω0) dS, i.e. the surface area of Φ(Ω0). Thus, the energy E0 takes

the following form in the Lagrangian coordinates:

(2.5) E0 = E0(u, ut) =
1
2

∫
Ω0

|ut|2dy + ε2S(u), (u, ut) ∈ TΓ

where the volume preserving property of u is used. This conservation of energy suggests: 1) TΓ
be endowed with the L2 metric; and 2) the free boundary problem of the Euler’s equation has a
Lagrangian action

I(u) =
∫ ∫

Ω0

|ut|2

2
dxdt− ε2

∫
S(u)dt, u(t, ·) ∈ Γ.

Let D̄ denote the covariant derivative associated with the metric on Γ, then a critical path u(t, ·)
of I satisfies

(2.6) D̄tut + ε2S′(u) = 0.

In order to verify that the Lagrangian coordinate map u(t, ·) of a solution of (E) and (BC) is indeed
a critical path of I, it is convenient to calculate D̄ and S′ by viewing Γ as a submanifold of the
Hilbert space L2(Ω0,Rn).
Computing (TΦΓ)⊥. For any vector field X : Φ(Ω) → Rn we form the Hodge decomposition

X = w −∇ψ, ψ = −∆−1∇ ·X, ∇ · w = 0,
where ∆−1 is the inverse Laplacian on Ωt with zero Dirichlet data. Therefore if Φ ∈ Γ, then
w̄ = w ◦ Φ ∈ TΦΓ. This implies that normal space of TΦΓ at Φ is

(TΦΓ)⊥ = {−(∇ψ) ◦ Φ | ψ|∂(Φ(Ω0)) ≡ 0}.

since the Hodge decomposition is orthogonal in L2 and Φ is volume preserving.
Computing Dt. Given a path u(t, ·) ∈ Γ and v̄ = ut. Suppose w̄(t, ·) ∈ Tu(t)Γ, then the covariant
derivative D̄tw̄ and the second fundamental form IIu(t)(w̄, v̄) satisfy

w̄t = D̄tw̄ + IIu(t)(w̄, v̄), D̄tw̄ ∈ Tu(t)Γ, IIu(t)(w̄, v̄) ∈ (Tu(t)Γ)⊥.

Let v = ut ◦ u−1 = v̄ ◦ u−1 and w = w̄ ◦ u−1 which are in the Eulerian coordinates. Then from the
Hodge decomposition we have

(2.7) D̄tw̄ = w̄t − II(w̄, v̄), II(w̄, v̄) = −(∇pw,v) ◦ u, pw,v = −∆−1tr(DwDv).

As we do the estimates in the Eulerian coordinates, sometimes it is more convenient to use

(2.8) Dtw = (D̄tw̄) ◦ u−1 = Dtw +∇pw,v.

Computing S′(u). By the variation of surface area formula and for any w̄ ∈ TuΓ we have

(2.9) < S′(u), w̄ >L2(Ω0)=
∫

∂Ωt

κ(w)⊥ dS =
∫

Ωt

∇κH · w dx

where κ is the mean curvature, and κH is its harmonic extension. Since (∇κH)◦u ∈ TuΓ, we obtain

(2.10) S′(u) = (∇κH) ◦ u , J ◦ u.
This vector field J , divergence free on Ωt, is very important for it connects the free boundary
Euler’s flow with the geometry of ∂Ωt and even of Γ as we will see later in section 3.2.

Combining (2.10) and (2.7) with w̄ = ut, we obtain that the equation (2.6) for critical paths of
I becomes

(2.11) utt = Dtv ◦ u = (−∇pv,v − ε2J) ◦ u, v = ut ◦ u−1,



6 SHATAH AND ZENG

which is equivalent to (2.4). Therefore, the free boundary problem (E) and (BC) is a lagrangian
system on Γ given by (2.6). If ε = 0 equation (2.6) becomes the geodesic equation on Γ, which is a
well-known fact.

2.2. Linearization. In order to analyze the free boundary problems of the Euler’s equation, it is
natural to start with the linearization. The Lagrangian formulation provides a convenient frame
work for this purpose. From (2.6), the linearized equation is

(2.12) D̄2
t w̄ + R̄(ut, w̄)ut + ε2D̄2S(u)(w̄) = 0, w̄(t, ·) ∈ Tu(t,·)Γ,

where R̄ is the curvature tensor of the infinite dimensional manifold Γ. Below we calculate D̄2S(u),
which is viewed as a linear operator on TuΓ, and R̄ .

Computing D̄2S(u). Let g(s, ·) be a geodesic on Γ, g(0) = u. Let w̄ = gs and Ωs = g(s, ·)(Ω0).
From (2.8) we have D̄sw̄ = (Dsw +∇pw,w) ◦ g = 0. Differentiating (2.9),

D̄2S(u)(w̄, w̄) =
d

ds

∫
∂Ωs

κw ·N dS.

and substitute the expressions for DsN , DsS, and Dsκ from (3.1), (3.2), and (3.7) we obtain

D̄2S(u)(w̄, w̄) =
∫

∂Ωs

κw⊥(κw⊥ +D · w>) + κDsw ·N + κw ·DsN + w⊥Dsκ dS

=
∫

∂Ωs

κw⊥(κw⊥ +D · w>)− κ∇Npw,w − κ∇w>w ·N

+ w⊥
(
−∆∂Ωsw

⊥ − w⊥|Π|2 + (D ·Π)(w>)
)
dS,

where Π is the second fundamental form of ∂Ωs.
Needless to say that this is a very complicated expression for D̄2S(u)(w̄, w̄). We will show that

D̄2S(u) is a differential operator and will single out its leading order part. Let us assume that Ωs

is a sufficiently smooth domain, then from the trace theorem,

|D̄2S(u)(w̄, w̄)−
∫

∂Ωs

|∇>w⊥|2 + κ∇Npw,w dS| ≤ C|w|2H1(Ωs)
.

The third term on the left side is estimated by applying the Divergence Theorem twice,∫
∂Ωs

κ∇Npw,wdS =
∫

Ωs

∇κH · ∇pw,w − κHtr(Dw)2dx =
∫

∂Ωs

∇ww · ∇κHdx−
∫

∂Ωs

κ∇ww ·NdS

Therefore, we obtain

|D̄2S(u)(w̄, w̄)−
∫

∂Ωs

|∇>w⊥|2 dS| ≤ C|w|L2(∂Ωs)|w|H1(∂Ωs) ≤ C|w|2H1(Ωs)
.

Much as in the derivation of (2.9), for a general u ∈ Γ we derive an self-adjoint operator Ā (u) on
TuΓ

Ā (u)(w̄) =
(
∇H(−∆∂u(Ω0)(w|∂u(Ω0))

⊥)
)
◦ u

which satisfies
Ā (u)(w̄, w̄) =

∫
∂u(Ω)

|∇>w⊥|2 dS

for any w̄ ∈ TuΓ and w = w̄ ◦ u−1. In the Eulerian coordinates, Ā takes the form

A (u)(w) = ∇H(−∆∂u(Ω0)(w|∂u(Ω0))
⊥), ∀w : u(Ω0) → Rn satisfying ∇ · w = 0.

Since D̄2S(u) is self-adjoint, then

(2.13) D̄2S(u) = Ā + at most 2nd order diff. operators
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Computing R̄. In the linearized equation (2.12), we need to calculate R̄(u)(ut, w̄)ut for a lin-
earized solution w̄(t, ·). Therefore, we may again assume that u(t, ·) is a sufficiently smooth critical
path of the action I, thus v̄ , v ◦ u is smooth as well, and study the operator R̄(u)(ut, ·)ut on w̄.

Here we apply a well-known formula in Riemannain geometry formally. For any v̄, w̄ ∈ TuΓ, let
v = v̄ ◦ u−1 and w = w̄ ◦ u−1

R̄(u)(v̄, w̄)v̄ · w̄ = IIu(v̄, v̄) · IIu(w̄, w̄)− IIu(v̄, w̄)2 =
∫

u(Ω0)
∇pv,v∇pw,w − |∇pv,w|2 dx.

For smooth v and w ∈ L2(u(Ω0)), clearly |∇pv,w|L2(u(Ω0)) ≤ C|w|L2(u(Ωt)). As for the term,∫
u(Ω0)

∇pv,v∇pw,w dx =
∫

u(Ω0)
pv,vtr(Dw)2 dx =

∫
u(Ω0)

−∇ww · ∇pv,v; dx

=
∫

∂u(Ω0)
(−∇Npv,v)(w⊥)2 dS +

∫
u(Ω0)

D2pv,v(w,w) dx.

Much as in the derivation of (2.9), we derive an self-adjoint operator R̄0(v) on TuΓ, depending on
u and v,

R̄0(v)(w̄) =
(
∇H(−∇Npv,v(w|∂u(Ω0))

⊥)
)
◦ u

which satisfies

R̄0(v)(w̄, w̄) =
∫

∂u(Ω)
−∇Npv,vw

⊥|2 dS.

In the Eulerian coordinates, R̄0(v) takes the form

R0(v)(w) = ∇H(−∇Npv,v(w|∂u(Ω0))
⊥), ∀w : u(Ω0) → Rn satisfying ∇ · w = 0.

Therefore, in a very rough sense,

(2.14) R̄(u)(v̄, w̄)v̄ = R̄0(v̄) + bounded operators

where we used the fact that < R̄(u)(v̄, ·)v̄, · > is self-adjoint.

3. The geometry of evolving domains

Suppose Ωt ⊂ Rn is a family of smooth domains with the parameter t, moving with a smooth
velocity vector field v(t, x), x ∈ Ωt. We calculate various quantities related to the evolution of the
geometry of the domain, which are essential in the energy estimate of the free boundary problem
of the Euler’s equations.

3.1. Material derivative Dt. For any x0 ∈ Ω̄t0 , the particle path x(t) is the solution of the ODE:

xt = v(t, x) x(t0) = x0

and the material derivative Dt = ∂t +∇v is differentiation along the direction of x(t) in the space
time domain in Rn × R. Clearly, x(t) ∈ ∂Ωt if x0 ∈ ∂Ωt0 .

Calculations of DtN and DtS. At any x0 ∈ ∂Ωt0 , DtN(t0, x0) ⊥ N(t0, x0) since |N(t, x)| ≡ 1.
To derive DtN(t0, x0), let τ(t) ∈ Tx(t)∂Ωt be a solution to the linearized particle path ODE:

Dtτ = ∇τv τ(t0) = τ0 ∈ Tx0∂Ωt0 .

At (t0, x0), DtN · τ0 = Dt(N · τ)−N ·Dtτ = −(Dv)∗(N) · τ0. Therefore, we have

(3.1) DtN = −((Dv)∗(N))>.

From standard calculations for hypersurfaces

(3.2) DtdS = (v⊥κ+D · v>)dS.
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Covariant differentiation D>
t . For the family of hypersurfaces ∂Ωt with the velocity field v we

define parallel transport along the material line x(t) as follows. Given a tangent vector τ0 ∈ Tx0∂Ωt0 ,
let τ(t) be the solution of the following ODE:

(3.3) Dtτ ⊥ Tx(t)∂Ωt ⇔ Dtτ = (∇τv ·N)N, τ(t0) = τ0.

It is easy to verify that τ(t) ∈ Tx(t)∂Ωt and that this transport preserves the inner product.
A natural connection between T∂Ωt ⊂ Rn for different t along the materials lines is provided

by the above parallel transport which induces the covariant differentiation D>
t , the projection

of Dt in Rn acting on w ∈ Tx(t)∂Ωt ⊂ Rn. This covariant differentiation induces the covariant
differentiations of linear (multilinear) operators on tensor products of T∂Ωt and T ∗∂Ω, which will
also denoted by D>

t .
Calculation of D>

t Π and Dtκ. Given τ ∈ Tx0∂Ωt0 , let τ(t) be its parallel transport along the
material line x(t) which enable us to compute

(D>
t Π)(τ) = D>

t (Π(τ)) = (Dt∇τN)> = (∇τDtN +∇[Dt,τ ]N)> = DτDtN + Π(([Dt, τ ])>)

From (3.3) and (3.1), we have

[Dt, τ ] = Dtτ −∇τ (
∂

∂t
+ v) = (∇τv ·N)N −∇τv = −(∇τv)>,(3.4)

(D>
t Π)(τ) = −Dτ

(
((Dv)∗(N))>

)
−Π((∇τv)>).(3.5)

To calculate Dtκ at (t0, x0), we take an orthonormal frame {τ1, . . . , τn−1} of Tx0∂Ωt0 and parallel
transport it into an orthonormal frame along x(t). Thus Dtκ = Dt(Π(τi) · τi) = (D>

t Π)(τi) · τi
and (3.5) give slightly different but useful forms for Dtκ

Dtκ =−D · ((Dv)∗(N))> −Π(τi) · ∇τiv = −∆∂Ωv ·N − 2Π · ((D>|T∂Ωt)v)(3.6)

Dtκ =−∆∂Ωv
⊥ − v⊥|Π|2 + (D ·Π)(v>).(3.7)

Calculations of commutators involving Dt. In the following, we will calculate the commuta-
tors of Dt with operators H, N , and ∆∂Ω, to show that they are of lower orders.

• [Dt,H]f = ∆−1(2Dv ·D2fH +∇fH ·∆v).
To start, we write the basic formula for any function f(t, x), x ∈ Ωt,

(3.8) Dt∇f = ∇Dtf − (Dv)∗(∇f).

For the tangential gradient, using ∇>f = ∇f − (∇Nf)N , it is straight forward to obtain

(3.9) D>
t ∇>f = ∇>Dtf − ((Dv)∗(∇>f))>

Let f(t, x), x ∈ ∂Ωt, be a smooth function. Recall fH = H(f) represents the harmonic extension
of f into Ωt. We have

(3.10) ∆DtfH = Dt∆fH + 2∇v ·D2fH +∇∆vfH = 2Dv ·D2fH +∇fH ·∆v
which implies

DtfH = H(Dtf) + ∆−1∆DtfH = H(Dtf) + ∆−1(2Dv ·D2fH +∇fH ·∆v).
Therefore we can write

(3.11) DtH(f) = H(Dtf) + ∆−1(2Dv ·D2fH +∇fH ·∆v).

• [Dt,∆−1]g = ∆−1(2Dv ·D2∆−1g + ∆v · ∇∆−1g).
Next, we calculate [Dt,∆−1]. Let g(t, x), x ∈ Ωt be a smooth function and φ = ∆−1g. From the

first half of (3.10) where ∆f = 0 was not used,

Dtg = Dt∆φ = ∆Dtφ− 2Dv ·D2φ−∆v · ∇φ.
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Since Dtφ|∂Ωt = 0, we obtain

(3.12) Dt∆−1g = ∆−1Dtg + ∆−1(2Dv ·D2∆−1g + ∆v · ∇∆−1g)

• [Dt,N ]f = ∇N∆−1(2Dv ·D2fH +∇fH ·∆v)−∇fH · ∇Nv −∇∇>fv ·N .
To calculate the commutator of [Dt,N ], from (3.1), (3.8) and (3.11), we have

Dt(∇fH ·N) = ∇NDtfH −∇fH · ∇Nv +∇fH ·DtN

= ∇N [H(Dtf) + ∆−1(2Dv ·D2fH +∇fH ·∆v)]−∇fH · ∇Nv −∇∇>fv ·N.
Thus,

(3.13) DtN (f) = N (Dtf) +∇N∆−1(2Dv ·D2fH +∇fH ·∆v)−∇fH · ∇Nv −∇∇>fv ·N.

• [∆∂Ωt ,Dt]f = 2D2f · ((D>|T∂Ωt)v) +∇>f ·∆∂Ωtv − κ∇∇>fv ·N .
In order to calculate the commutator [∆∂Ωt ,Dt] at x0 ∈ ∂Ωt0 , take an orthonormal frame

{τ1, . . . , τn−1} of Tx0∂Ωt. We first extend this to an orthonormal frame to Tx∂Ωt0 for all x ∈ ∂Ωt0

close to x0 by parallel transporting {τ1, . . . , τn−1} along geodesics on ∂Ωt0 starting from x0. Par-
allel transporting them again along the material lines x(t), we obtain an orthonormal frame
{τ1, . . . , τn−1} of Tx∂Ωt for all (t, x) near (t0, x0). From the standard Riemannian geometry, this
orthonormal frame satisfies the property that, at (t0, x0), Dτj = 0 and [τi, τj ] = Dτiτj −Dτjτi = 0,
which will be used repeatedly. For any smooth function f(t, x) defined on ∂Ωt, at (t0, x0),

Dt∆∂Ωtf =Dt(∇τj∇τjf −∇Dτj τjf) = ∇τjDt∇τjf +∇[Dt,τj ]∇τjf −∇[Dt,Dτj τj ]f

=∇τj∇τjDtf +∇τj∇[Dt,τj ]f +∇[Dt,τj ]∇τjf −∇[Dt,Dτj τj ]f

=∆∂ΩtDtf + 2D2f(τj , [Dt, τj ]) +∇Dτj [Dt,τj ]−[Dt,Dτj τj ]f.

For any vector field τ(t, x) ∈ Tx∂Ωt, it is easy to see that [Dt, τ ] ∈ Tx∂Ωt since (a) τ, ∂
∂t + v ∈

T (∪t∂Ωt) ⇒ [Dt, τ ] ∈ T (∪t∂Ωt) and (b) [Dt, τ ] = Dtτ −∇τv does not have ∂
∂t component. Thus,

Dτj [Dt, τj ] − [Dt,Dτjτj ] ∈ T∂Ωt and we can drop all the normal components in its calculation.
Using Dτjτj = ∇τjτj + κN and Dτj = 0 at (t0, x0), we obtain at (t0, x0),

Dτj [Dt, τj ]− [Dt,Dτjτj ] =
(
∇τj [Dt, τj ]−Dt(∇τjτj + κN)

)>
=(∇τjDtτj −∇τj∇τjv −Dt∇τjτj − κDtN)> = −(∆∂Ωtv)

> + κ((Dv)∗(N)))>.

Therefore, from (3.4),

(3.14) Dt∆∂Ωtf = ∆∂ΩtDtf − 2D2f · ((D>|T∂Ωt)v)−∇>f ·∆∂Ωtv + κ∇∇>fv ·N.

Calculation of D2
tκ. This calculation starts with formula (3.6). Since Π : T∂Ωt → T∂Ωt then

Π · D>|T∂Ωtv = Π · ∇|T∂Ωtv. Let {τ1, . . . , τn−1} be an orthonormal frame which is the parallel
transport of an orthonormal frame Tx0∂Ωt0 along the material line x(t) ∈ ∂Ωt. From (3.1), (3.5),
(3.8), and (3.6), we have at (t0, x0),

D2
tκ =−Dt∆∂Ωtv ·N −∆∂Ωtv ·DtN − 2(D>

t (Π(τi))) · ∇τiv − 2Π(τi) ·Dt(∇τiv)

=−Dt∆∂Ωtv ·N + ∆∂Ωtv · (Dv)∗(N)> + 2Dτi

(
((Dv)∗(N))>

)
· ∇τiv

+ 2Π((∇τiv)
>) · ∇τiv − 2Π(τi) · ∇Dtτiv − 2Π(τi) · ∇τiDtv + 2Π(τi) · (Dv)2(τi)

=−Dt∆∂Ωtv ·N − 2Π · (D>|T∂Ωt0
Dtv) + ∆∂Ωtv · (Dv)∗(N)> + 2[D

(
((Dv)∗(N))>

)
+ Π((D>|T∂Ωt0

v)>)] · (D>|T∂Ωt0
v) + 2Π · ((Dv)2|T∂Ωt)

>.

(3.15)

To compute Dt∆∂Ωtv ·N from (3.14) we need the general formula

D2f(τ, τ ′) = D2f(τ, τ ′)− (Π(τ) · τ ′)∇Nf.
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for any τ, τ ′ ∈ Tx0∂Ωt0 . Therefore,

−Dt∆∂Ωtv ·N =−N ·∆∂ΩtDtv + 2N ·D2v(τi, (∇τiv)
>)− 2(∇Nv ·N)(Π · (D>|T∂Ωt0

v))

+N · ∇v((∆∂Ωtv)
>)− κ|(∇v)∗(N)>|2.

(3.16)

When v and Ωt satisfy the Euler’s equation, the expression for D2
tκ can be written as

(3.17) D2
tκ = −N ·∆∂ΩtDtv + 2ε2Π · (D>|T∂ΩJ) + r

where we signaled out the important terms in the above equation

3.2. An important vector field for the water wave problem. Since J = ∇κH appears in the
Euler’s equation as a force generated by the surface tension and its regularity is closely related to
that of ∂Ωt, we will study the temporal evolution of J for the rest of this section.
Computing DtJ and D2

tJ . From (3.6), (3.8), (3.11) and the definition of J ,

DtJ =∇DtκH − (Dv)∗J = ∇H(Dtκ) +∇∆−1[2Dv ·DJ + J ·∆v]− (Dv)∗J

=∇H(∆∂Ωtv ·N)− 2∇H(Π · ((D>|T∂Ωt)v))

+∇∆−1[2Dv ·DJ + J ·∆v]− (Dv)∗J.

(3.18)

From (3.7), a slightly different way to write DtJ is

DtJ = −∇H(∆∂Ωtv
⊥) +∇H[−v⊥|Π|2 + (D ·Π)(v>)]

+∇∆−1[2Dv ·DJ + J ·∆v]− (Dv)∗J.
(3.19)

Generally, when the surface tension is of order O(1), it is sufficient to consider DtJ . However,
when there is no surface tension or the surface tension converges to 0, we have to calculate D2

tJ .
Differentiating (3.18), we obtain

D2
tJ =Dt(∇DtκH − (Dv)∗J)

=∇D2
tκH − (Dv)∗∇DtκH − (Dv)∗DtJ − (DtDv)∗J

=∇D2
tκH − 2(Dv)∗DtJ − ((Dv)2)∗J − (DDtv − (Dv)2)∗J.

(3.20)

Since κH is harmonic, from (3.11) and (3.18),

D2
tκH =Dt

[
H(Dtκ) + ∆−1(2Dv ·DJ + J ·∆v)

]
=H(D2

tκ) + ∆−1(2Dv ·D2 + ∆v · ∇)H(Dtκ) + Dt∆−1(2Dv ·DJ + J ·∆v)
=H(D2

tκ) + ∆−1(2Dv ·D + ∆v·)[DtJ −∇∆−1(2Dv ·DJ + J ·∆v)− (Dv)∗J ]

+ Dt∆−1(2Dv ·DJ + J ·∆v)

(3.21)

A more explicit expression of H(D2
tκ) can be derived from (3.17). The Dt∆−1 is another term in

the above equation that can be explicitly calculated from (3.12) and (3.10) to write

Dt∆−1(2Dv ·DJ + J ·∆v)
=∆−1Dt(2Dv ·DJ + J ·∆v) + ∆−1[(2Dv ·D2 + ∆v · ∇)∆−1(2Dv ·DJ + J ·∆v)]
=∆−1[2(DDtv − (Dv)2) ·DJ + 2Dv · (DDtJ −DJDv) + DtJ ·∆v

+ J · (∆Dtv −∇∆vv − 2∂iv
j∂ijv)]

+ ∆−1[(2Dv ·D2 + ∆v · ∇)∆−1(2Dv ·DJ + J ·∆v)]

(3.22)
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Computing DtJ and DttJ with divergence free v. In the rest of this section, assume ∇·v = 0.
Given any vector field w defined on Ωt with ∇ · w = 0, let Dtw denote the divergence free part of
Dtw. It is easy to calculate that

(3.23) Dtw = Dtw +∇pv,w, −∆pv,w = tr(DvDw), pv,w|∂Ωt = 0.

As J is divergence free, we will decompose material derivatives of J into the divergence parts
and gradient parts, i.e. we consider DtJ and DttJ , the covariant derivatives defined in (3.23). Then
we have

(3.24) DtJ = DtJ +∇pv,J .

For the second order derivative,

(3.25) D2
t J = DtDtJ +∇pv,DtJ = D2

tJ + Dt∇pv,J +∇pv,DtJ .

where pv,J and pv,DtJ are defined as in (3.23). Using (3.8), (3.12)

Dt∇pv,J =∇Dtpv,J − (Dv)∗∇pv,J = ∇Dt∆−1(Dv ·DJ)− (Dv)∗∇pv,J

=∇∆−1Dt(Dv ·DJ) +∇∆−1(2Dv ·D2 + ∆v ·D)pv,J − (Dv)∗∇pv,J

=∇∆−1[(DDtv − (Dv)2) ·DJ +Dv · (DDtJ −DJDv)]

+∇∆−1(2Dv ·D2 + ∆v ·D)pv,J − (Dv)∗∇pv,J .

(3.26)

Using the above calculations, we will show in Lemma 4.4 that J satisfies the linearized Euler’s
equation with lower order terms. The estimates on J and DtJ from the linearized Euler’s Equation
will imply the estimates on the geometry of the moving domain and the velocity fields.

4. Main Results

In this section, we will derive local energy estimates and prove convergence theorems. We show
that solutions of (E) with boundary condition (BC) are locally bounded

(4.1) v(t, ·) ∈ H3k(Ωt) and ∂Ωt ∈ Hs0 , s0 = 3k or 3k + 1 for ε = 0 or > 0

where k is an integer satisfying 3k > n
2 +1 (equivalently 3k ≥ n

2 + 3
2). When ε > 0, this estimate is ob-

tained without any additional assumption and it may depend on ε. To derive a priori estimates inde-
pendent of ε, we assume the Rayleigh-Taylor sign condition (RT): −∇Npv,v(t, x) > a > 0 x ∈ ∂Ωt

for some constant a.

Definition of the energies and statements of the theorems. The conserved energy of the
Euler’s equation is given by

E0 = E0(Ω, v) =
∫

Ω

1
2
|v|2dx+ ε2S(Ω),

where S(Ω) =
∫
∂Ω dS is the surface area. Higher order energies are based on the linearized Euler

flow and thus involve the differential operators Dt, A , and R0(v).
Recall that, for any vector field w ∈ Hs(Ω) with ∇ · w = 0, A is given by

(4.2) A (w) = −∇H∆∂Ωw
⊥.

A is a semi-positive definite self-adjoint third order differential operator if w|∂Ω is not smoother
than N ∈ Hs0−1(∂Ω). In fact, it is positive definite acting on the irrotational part wir of w, i.e.
wir = ∇HN−1w⊥, see (6.20) for details.

Also recall that R0(v), which depends on Ω as well as on a vector field v ∈ H3k(Ω) with ∇·v = 0,
is given by

(4.3) R0(v)(w) = ∇H((−∇N pv,v)w⊥) = ∇H((−∇N∆−1tr(DvDv))w⊥).
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By Lemma 6.4, ∇Npv,v ∈ H3k− 3
2 (∂Ω) and therefore R0(v) is a first order self-adjoint differential

operator if w is not smoother than ∇pv,v. Under the sign assumption (RT), R0(v) is semi-positive
definite, and like A , it is positive definite on the irrotational part wir of w.

Let ωv : Rn → Rn, often simply written as ω for short, represent the curl or vorticity of a vector
field v defined on Ω, i.e.

ω(X) · Y = ∇Xv · Y −∇Y v ·X

for any vector X,Y ∈ Rn. Viewing ω as a matrix, its entries are ωj
i = ω( ∂

∂xi ) · ∂
∂xj = ∂iv

j − ∂jv
i.

Definition 4.1. For any domain Ω in Hs0, s0 = 3k if ε = 0 or s0 = 3k + 1 if ε > 0, and any
vector field v ∈ H3k(Ω) with ∇ · v = 0, define the energies E(Ω, v) and ERT (Ω, v) , often written
as E and ERT for short,

E =
∫

Ω

1
2
|A k−1DtJ |2 +

ε2

2
|A k− 1

2J |2 dx+ |ω|2H3k−1(Ω), ERT =
∫

Ω

1
2
R0(v)A k−1J ·A k−1Jdx

where Dt is the divergence free part of DtJ defined in (3.23),

DtJ = DtJ +∇pv,J = DtJ −∇∆−1tr(DvDJ)

Set E = E + ERT .

To estimate terms in the energy we need to consider the following type of Hs0 neighborhoods of
Ω∗, a bounded connected domain in Rn, which are bounded in Hs for some s ≥ s0.

Definition 4.2. Let Λ = Λ(Ω∗, s0, s, L, δ) be the collection of all domains Ω satisfying
(A1) there exists a diffeomorphism F : ∂Ω∗ → ∂Ω ⊂ Rn, so that |F − id∂Ω∗ |Hs0 (∂Ω∗) < δ;
(A2) the mean curvature κ of ∂Ω satisfies |κ|Hs−2(∂Ω) < L.

Fix 0 < δ � 1 and let L0 = 1 + 2|κ(0, ·)|
H3k− 5

2 (∂Ω)
and Λ0 , Λ(Ω0, 3k − 1

2 , 3k −
1
2 , L0, δ). By

Lemma 6.4, and equations (6.10) and (6.19) we have

|A |L(Hs(Ω),Hs−3(Ω)) ≤ C, s ∈ [3, 3k − 1](4.4)

|R0(v)|L(Hs(Ω),Hs−1(Ω)) ≤ C|∇N pv,v|
H3k− 3

2 (∂Ω)
≤ C|v|2H3k(Ω), s ∈ [1, 3k − 1](4.5)

|pv,v|H3k(Ω) ≤ C|(Dv)2|H3k−2(Ω) ≤ C|v|2
H3k− 5

8 (Ω)
by Sobolev inequalities(4.6)

where C is uniform in Ω ∈ Λ0. Here used the fact 3k ≥ n
2 + 3

2 . The norm H3k− 5
8 in (4.6) is chosen

for convenience; any norm H3k−1+α would work with α > 1
4 . The next proposition gives bounds

on the velocity and mean curvature in terms of these energies.

Proposition 4.1. For Ω ∈ Λ0 with ∂Ω ∈ Hs0, we have

ε2|κ|2H3k−1(∂Ω) ≤ 3E + C0ε
2, |v|2H3k(Ω) ≤ C0(E + E0)

and, if we also assume (RT),
|κ|2H3k−2(∂Ω) ≤ C∗ERT + C0,

for some constant C∗, C0 > 0. C∗ depends only on a in assumption (RT) and C0 depends only on
the set Λ0.

The proof of this proposition will be given below. Using this result we will prove the following
three theorems. The first theorem holds when there is surface tension which makes the regularity
of ∂Ωt better (in H3k+1) but the bound on |κ|H3k−1(∂Ωt) depends on ε, the strength of of the surface
tension.
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Theorem 4.1. Assume ε > 0 and fix δ > 0 sufficiently small. Then there exists Lε > 0 such that,
if a solution of (E) and (BC) is given by Ωt with ∂Ωt ∈ H3k+1 and v(t, ·) ∈ C(H3k(Ωt)), then there
exists t∗ > 0, depending only on |v(0, ·)|H3k(Ωt), Lε, and the set Λ0, such that, for all t ∈ [0, t∗],

Ωt ∈ Λ0 and |κ|H3k−1(∂Ωt) ≤ Lε,

E(Ωt, v(t, ·)) ≤ 2E(Ω0, v(0, ·)) + C1 +
∫ t

0
Pε(E0, E(Ωt′ , v(t′, ·))) dt′

(4.7)

where Pε(·) is a polynomial of positive coefficients determined only by ε and the set Λ0 and Cε is
an constant determined only by ε, |v(0, ·)|

H3k− 3
2 (Ω0)

, and the set Λ0.

Since the domain is evolving, the above continuity assumption of v in t means that there exists
an extension of v to [0, T ]× Rn which is continuous in H3k(Rn). The second theorem holds under
the assumption (RT) and the estimates are uniform in ε ∈ [0, 1]. As it does not take the advantage
of the surface tension even if it is present, the bound on the regularity of ∂Ωt is only in H3k.

Theorem 4.2. Assume ε ∈ [0, 1] and (RT) holds. Fix sufficiently small δ > 0. There exists L > 0
such that, if a solution of (E) and (BC) is given by Ωt with ∂Ωt ∈ H3k and v(t, ·) ∈ C(H3k(Ωt)),
then there exists t∗ > 0, depending only on |v(0, ·)|H3k(Ωt), L, and the set Λ0, such that, for all
t ∈ [0, t∗],

Ωt ∈ Λ0 and |κ|H3k−2(∂Ωt) ≤ L,

E(Ωt, v(t, ·)) ≤ E(Ω0, v(0, ·)) +
∫ t

0
P (E(Ωt′ , v(t′, ·))) dt′

(4.8)

where P (·) is a polynomial of positive coefficients uniform in ε, determined by the set Λ0.

An immediate consequence of the above theorem is convergence of solution as the surface tension
approaches 0.

Theorem 4.3. Assume (RT) holds. Fix the initial data ∂Ω0 ∈ H3k+1 and v(0, ·) ∈ H3k(Ω0).
As ε → 0, subject to a subsequence, the solution of (E) and (BC) with vanishing surface tension
converges to a solution of (E) and (BC) for ε = 0 weakly in the space of ∂Ωt ∈ H3k and v(t, ·) ∈ H3k.

The above convergence of ∂Ωt is in the sense of local coordinates and the convergence of v can
be obtained by using the Lagrangian coordinates u(t, y) which is also in H3k. We also observe
that the neighborhood Λ0 of the domains Ω does not have to be centered at Ω0. Thus, since the
constants involved in the energy estimates only depend on the neighborhoods and the norm of the
initial velocity, these estimates provide a basis for a continuation argument local in time.

Proof of Proposition 4.1. From the definition of A and R0(v), it is easy to obtain

ε2|∇>N (−∆∂ΩN )k−1 κ|2L2(∂Ω) = ε2|A k− 1
2J |L2(Ω) ≤ 2E,∫

∂Ω
−∇Npv,v|N (−∆∂ΩN )k−1κ|2 dS =< R0(v)A k−1J,A k−1J >2

L2(Ω)= 2ERT .

To estimate κ in either H3k−2(∂Ω) or H3k−1(∂Ω), it is sufficient to use the estimates on functions
and operators defined on ∂Ω considered as in H3k− 1

2 only. Therefore, the inequality for κ in Propo-
sition 4.1 follows from (RT) and the fact that N behaves as a first order derivative (Theorem 6.1,
(6.16), and (6.15)).

To estimate v, it is easy to calculate that

(4.9) ∆vi = ∂jω
i
j

which is part of the energy. Therefore, we only need to show that some boundary data of v is
controlled by E and the conserved energy E0. This boundary data of v turns out to be ∇N v. Since
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∇N v = (Dv)∗(N) + ω(N) and ω is controlled by E, it suffices to estimate ν = (Dv)∗(N).

Step 1. Tangential curl ω>ν of ν>. Let ν> be the tangential component of ν and ω>ν (x) : Tx∂Ω →
Tx∂Ω be defined as

ω>ν (x)(X) · Y = DX ν> · Y −DY ν
> ·X = ∇X ν> · Y −∇Y ν

> ·X
for any x ∈ ∂Ω and X,Y ∈ Tx∂Ω. To obtain a more explicit form of ω>ν , let X and Y be extended
to tangent vector fields on a neighborhood of x on ∂Ω by parallel transport along geodesics on ∂Ω
emitting from x. From the definition of ν, we have

ω>ν (X) · Y =∇X(∇Y v ·N)−DXY · ν −∇Y (∇X v ·N) +DYX · ν
=Π(X) · ∇Y v −Π(Y ) · ∇X v.

(4.10)

Therefore, by Sobolev inequalities, there exists C > 0 uniform in Ω ∈ Λ0 so that

|ω>ν |H3k− 5
2 (∂Ω)

≤ C|Π ◦D>v|
H3k− 5

2 (∂Ω)
≤ C|v|

H3k− 1
8 (Ω)

since 3k ≥ n
2 + 3

2 . Again here the norm H3k− 1
8 is chosen to illustrate that the term is lower order.

In fact any H3k−α with 0 < α < 1
4 works.

Step 2. Divergence D ·ν>. At any x0 ∈ ∂Ω, let {X1, . . . , Xn−1} be an orthonormal frame of Tx0∂Ω.
We extend them to orthonormal frames of Tx∂Ω at each x in a neighborhood of x0 in ∂Ω by parallel
transport along geodesics on ∂Ω emitting from x0. At x0,

(4.11) D · ν> = DXi ν
> ·Xi = DXi(∇Xi v ·N) = ∆∂Ω v ·N + (D>|T∂Ωt)v ·Π.

To control the first term on the right side, we use (3.24) and (3.18) to obtain

|DtJ +∇H(∆∂Ω v ·N)|H3k−3(Ω) ≤ C|v|
H3k− 1

8 (Ω)

where we also used Lemma 6.4 for the estimates. To get boundary estimates, note that DtJ · N
and N · ∇H(∆∂Ω v ·N) are well defined in H3k− 7

2 (∂Ω) even if k = 1 since they are divergence free.
and thus combining the above inequality with the identity for D · ν> (4.11), we obtain

|N (D · ν>) + (DtJ)⊥|
H3k− 7

2 (∂Ω)
≤ C|v|

H3k− 1
8 (Ω)

⇒ |D · ν|2
H3k− 5

2 (∂Ω)
≤ C(E + |v|2

H3k− 1
8 (Ω)

).

Step 3. Control of ν>. Using the same frame as in Step 2, at x0,

∆∂Ων
> ·Xi =DXjDXj ν

> ·Xi = ∇Xj (DXj ν
> ·Xi) = ∇Xj (DXi ν

> ·Xj + ω>ν (Xj) ·Xi)

=∇Xi(D · ν>) +R(Xi, Xj)ν> ·Xj + (DXj ω
>
ν )(Xj) ·Xi.

One can also write

∆∂Ω ν
> = ∇>(D · ν>) + Ric((∇v)∗(N)>) + (DXj ω

>
ν )(Xj)

where Ric is the Ricci curvature of ∂Ω. From the estimate on ω>ν and D · ν>,

|ν>|2
H3k− 3

2 (∂Ω)
≤ C(E + |v|2

H3k− 1
8 (Ω)

)

with a uniform constant C > 0.

Step 4. Normal component ν⊥ = ∇N v ·N of ν. This will be estimated by calculating the divergence
of ν in two ways. Recall NH = (N1

H, . . . , N
n
H) denotes the harmonic extension of N into Ω. Let ν

also be extended to (Dv)∗(NH). Near any x0 ∈ ∂Ω, let {X1, . . . , Xn−1} be the orthonormal frame
of Tx∂Ω constructed above and let Xn = NH. On one hand, at x0,

∇ · ν =∇Xi((Dv)
∗(NH)) ·Xi = ∇Xi(∇Xi v ·NH)−N ·Dv(∇XiXi)

=(∇Xiω)(Xi) ·N +Dv ·DNH
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where the first term in the last line follows from (4.9). Therefore

|∇ · ν − (∇Xiω)(Xi) ·N |
H3k− 5

2 (∂Ω)
≤ C|v|

H3k− 1
8 (Ω)

.

On the other hand, by decomposing ν into the tangential and normal parts, one may calculate ∇·ν
alternatively

∇ · ν = D · ν> + κν⊥ +∇N ν ·N = D · ν> + κν⊥ +∇N (∇NH v ·NH)−N ·Dv(N (N))

which along with the previous identity implies

|D · ν> +∇N (∇NH v ·NH)− (∇Xiω)(Xi) ·N |
H3k− 5

2 (∂Ω)
≤ C|v|

H3k− 1
8 (Ω)

.

Since ω is controlled by E and D · ν> has been estimated in Step 2, we have

|∇N (∇NH v ·NH)|2
Ḣ3k− 5

2 (∂Ω)
≤ C(E + |v|2

H3k− 1
8 (Ω)

)

The following decomposition trick on ∂Ω has been used many times in the basic estimates in
Sections 6 and 3,

∇N (∇NH v ·NH) =N (∇N v ·N) +∇N∆−1(∇NH∆v ·NH + 2tr((DNH)∗DvDNH)

+ 2D2v(NH) ·DNH + 2D2v(
∂NH
∂xi

,
∂

∂xi
) ·NH).

Using (4.9) again, we have with a uniform C > 0,

|N (ν⊥)|2
H3k− 5

2 (∂Ω)
= |N (∇N v ·N)|2

Ḣ3k− 5
2 (∂Ω)

≤ C(E + |v|2
H3k− 1

8 (Ω)
)

From Step 3 and Step 4 above , we have

|ν|2
Ḣ3k− 3

2 (∂Ω)
≤ C(E + |v|2

H3k− 1
8 (Ω)

)

which implies the same estimate of the boundary data ∇Nv on ∂Ω. Combining it with the Poisson
equation (4.9), we obtain

|v|2H3k(Ω) ≤ C(E + |v|2
H3k− 1

8 (Ω)
).

Since |v|
H3k− 1

8 (Ω)
≤ β|v|H3k(Ω) + Cβ|v|L2(Ω), proposition 4.1 follows immediately. �

In the proof of Theorem 4.1 and Theorem 4.2, we will need the following lemmas.

Lemma 4.2. For any Ω ∈ Λ0 with κ ∈ Hs(∂Ω), s ∈ [3k − 5
2 , 3k −

3
2 ], we have

|Π|Hs(∂Ωt) + |N |Hs+1(∂Ωt) ≤ C(1 + |κ|Hs(∂Ωt))

for some C > 0 uniform in Ω ∈ Λ0.

Proof. We only need to prove the estimates for Π. This is obvious if n = 2. For n ≥ 3, we use
identity (6.5):

−∆∂ΩΠ = −D2κ+ (|Π|2I − κΠ)Π.
Since Ω ∈ Λ0, we have

|Π|
H3k− 5

2 (∂Ωt)
+ |κ|

H3k− 5
2 (∂Ωt)

≤ C

and it implies

||Π|2I − κΠ|Hs1 (∂Ωt) ≤ C, where s1 = min{6k − 5− n− 1
2

, 3k − 5
2
}

as long as 3k − 5
2 6=

n−1
2 . Therefore, for s2 ∈ [3k − 5

2 , 3k −
3
2 ]\{n−1

2 },

|(|Π|2I − κΠ)Π|Hs3 (∂Ωt) ≤ C|Π|Hs2 (∂Ωt) s3 = min{s1, s1 + s2 −
n− 1

2
}.
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Since s3 +2−s2 ≥ min{1, 3k−1− n
2 } > 0 and s1 +2 > 3k− 3

2 , the estimate of Π can be improved to
Hs(∂Ωt) by bootstrap on ∆−1

∂Ωt
. The exceptional cases of the indices can be handled similarly. �

Although this regularity of Π in terms of κ follows directly from Proposition 6.3, the point of
this lemma is that the constant C > 0 depends only on Λ0, i.e., Ω ∈ H3k− 1

2 . This is also the point
of the following lemma.

Lemma 4.3. For Ω ∈ Λ0 with ∂Ω ∈ H3k and v ∈ H3k(Ω), we have

|∇NHpv,v|
H3k− 1

2 (Ω)
+ |D2pv,v|

H3k− 3
2 (Ω)

≤ C(1 + |κ|H3k−2(∂Ω))|v|2H3k(Ω).

for some C > 0 uniform in Ω ∈ Λ0.

Proof. The idea of the proof is to use pv,v|∂Ω0 = 0 and the identity f = H(f |∂Ω) + ∆−1∆f for any
f : Ω → R. On the one hand, notice on ∂Ω,

∇N∇NHpv,v = N (N) · ∇pv,v +D2pv,v(N,N) = N (N) · ∇pv,v + ∆pv,v − κ∇Npv,v,

which, along Lemma 4.2 and (4.6), implies

|∇N∇NHpv,v|H3k−2(∂Ω) ≤ C(1 + |κ|H3k−2(∂Ω))|v|2H3k(Ω).

On the other hand, using Lemma 4.2 and (4.6) as well,

|∆∇NHpv,v|
H3k− 5

2 (Ω)
=| −NH · ∇tr(Dv)2 + 2D2pv,v ·DNH|

H3k− 5
2 (Ω)

≤C(1 + |κ|H3k−2(∂Ω))|v|2H3k(Ω).

Therefore. we obtain the estimates on ∇NHpv,v

The estimate of D2pv,v is also achieved similarly. Firstly,

|∆D2pv,v|
H3k− 7

2 (Ω)
= |D2tr(Dv)2|

H3k− 7
2 (Ω)

≤ C|v|H3k(Ω).

For the boundary value of D2pv,v, we first consider D2pv,v(X,X) at x ∈ ∂Ω with X ∈ Tx∂Ω. As
usual, extend X to a vector fields in a neighborhood of x on ∂Ω by parallel transporting X along
geodesics emitting from x. Thus,

D2pv,v(X,X) = ∇X∇Xpv,v −∇∇XXpv,v = ∇Npv,vΠ(X,X).

Also, we have

D2pv,v(N,N) = ∆pv,v − κ∇Npv,v = −tr(Dv)2 − κ∇Npv,v

D2pv,v(N,X) = ∇X∇Npv,v −∇∇XNpv,v = ∇X∇Npv,v.

Therefore, from the above estimate on ∇NHpv,v, we obtain the estimate on D2pv,v. �

The following lemma is the most important observation of this paper, which states that J is a
solution of the linearized Euler’s equation up to lower order terms. For the rest of this section, let Q
denote a generic positive polynomial in |v|H3k(Ωt), |κ|H3k−2(∂Ωt), and ε|κ|H3k−1(∂Ωt) with coefficients
depending only on the set Λ0.

Lemma 4.4. Suppose a solution of the Euler’s equation is given by Ωt ∈ Λ0 with ∂Ωt ∈ Hs0,
s0 = 3k if ε = 0 or s0 = 3k + 1 if ε > 0, and v(t, ·) ∈ H3k(Ωt), then we have

|D2
t J + R0(v)J + ε2A J |H3k−3(Ωt) ≤ (1 + |DtJ |H3k−3(Ωt))Q.

Proof. We start our proof by two simple observations. First we recall that for any vector field w
defined on Ωt satisfying ∇ · w = 0, we write pv,w = −∆−1tr(DvDw)

(4.12) |pv,w|Hs+1(Ωt) ≤ C|v|H3k(Ωt)|w|Hs(Ωt), s ∈ [0, 3k − 1],
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where C > 0 is uniform in Ω ∈ Λ0. Second the first order derivative DtJ is lower order since
by (3.24) we have

(4.13) |DtJ −DtJ |Hs(Ωt) ≤ Q s ∈ [0, 3k − 1],

and by (3.18) and (3.6)

(4.14) |DtJ |H3k−3(∂Ωt) ≤ C|v|H3k(Ωt).

To verify the lemma we consider the expression for D2
t J given in (3.25) and keep the least regular

terms. Thus
|D2

t J −D2
tJ |H3k−3(Ωt) ≤ Q+ |Dt∇pv,J |H3k−3(Ωt)

Dt∇pv,J is given by (3.26) and can be estimated using (4.12), lemma 4.3 and Euler’s equation

|Dt∇pv,J |H3k−3(Ωt) ≤ Q+ C|DDtv ·DJ |H3k−4(Ωt) ≤ Q.

To estimate D2
tJ given in (3.20), we use (4.6) and Euler’s equation to obtain

|D2
tJ −∇D2

tκH|H3k−3(Ωt) ≤ Q.

To estimate ∇D2
tκH we use (3.21) and (3.22)

|∇D2
tκH −∇H(D2

tκ)|H3k−3(Ωt) ≤ Q.

Combine these inequalities, we obtain

|D2
t J −∇H(D2

tκ)|H3k−3(Ωt) ≤ Q.

The term D2
tκ has been calculated explicitly in (3.17) which yields,

(4.15) |D2
t J +∇H(∆∂ΩtDtv ·N − 2ε2Π · (D>|T∂ΩtJ))|H3k−3(Ωt) ≤ Q.

To deal with ∆∂ΩtDtv ·N we use Euler’s equation to obtain that on the boundary

∆∂ΩtDtv ·N − 2ε2Π · (D>|T∂ΩtJ)) = −N ·∆∂Ωt(∇pv,v)− ε2∆∂ΩN (κ) + ε2J ·∆∂ΩtN.

The last term can be bounded by the identity ∆∂ΩtN = −|Π|2N +∇>κ, and Lemma 4.2

|ε2J ·∆∂ΩtN |H3k− 5
2 (∂Ωt)

= |ε2|∇>κ|2 − ε2N (κ)|Π|2|
H3k− 5

2 (∂Ωt)
< Q

Substituting the above into (4.15) and Lemma 4.2

(4.16) |D2
t J −∇H(N ·∆∂Ωt(∇pv,v)) + ε2A J |H3k−3(Ωt) ≤ Q.

As we are very close to the final desired form, the second term on the above left side has to be
related to R0. Using formula (6.13), on ∂Ωt, we have

−N ·∆∂Ωt∇pv,v = −N ·∆∇pv,v + κN · ∇N∇pv,v +N ·D2(∇pv,v)(N,N)

=N · ∇(tr(Dv)2) +∇N (κH∇NHpv,v +D2pv,v(NH, NH))−∇Npv,vJ
⊥

− κ∇pv,v · ∇NNH − 2D2pv,v(N,∇NNH)

Keeping the least regular terms and using lemma 4.3, implies

| −N ·∆∂Ωt∇pv,v +∇Npv,vJ
⊥|

H3k− 5
2 (∂Ωt)

≤ Q

+|∇N

(
κH∇NHpv,v +D2pv,v(NH, NH)

)
|
H3k− 5

2 (∂Ωt)

(4.17)

Let f = κH∇NHpv,v +D2pv,v(NH, NH) defined on Ωt, since pv,v|∂Ωt = 0 then

|f |∂Ωt |H3k− 3
2 (∂Ωt)

= |∆pv,v −∆∂Ωtpv,v|
H3k− 3

2 (∂Ωt)
= |tr(Dv)2|

H3k− 3
2 (∂Ωt)

≤ C|v|2H3k(Ωt)
.

Moreover it is easy to check from Lemma 4.3,

|∆f |H3k−3(Ωt) ≤ Q.
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which implies |∇Nf |
H3k− 5

2 (∂Ωt)
≤ Q. Therefore (4.17) together with the definition of R0 and the

half derivative behavior of ∇H implies

|R0J +∇H(N ·∆∂Ωt(∇pv,v))| |H3k−3(Ωt) ≤ Q

which together with (4.16) concludes the estimate in the statement of the lemma. �

Proof of Theorems 4.1 and 4.2. To prove Theorem 4.1, in addition to Proposition 4.1,
we need the following: a) the estimates on the Lagrangian coordinates map and consequently
κ ∈ H3k− 5

2 (∂Ωt), b) estimates on ω = Dv− (Dv)∗, and c) commutators involving Dt, mostly have
been done in Section 3. In the following all constant C > 0 will be determined only by the set Λ0.

Estimate of the Lagrangian coordinate map u(t, y). From our assumption on v, the ODE ut(t, y) =
v(t, u(t, y)) solving u is well-posed. Since u(t, ·) : Ω0 → Ωt is volume preserving and 3k > n

2 + 1, it
is easy to derive, for any s ∈ [0, 3k], and f ∈ Hs(Ωt)

|f ◦ u(t, ·)|Hs(Ω0) ≤ C|f |Hs(Ωt)|u(t, ·)|
s
H3k(Ω0),

where C > 0 depends only on s. The proof follows simply from induction and interpolation. By
duality, for s ∈ [0, 3k],

|f ◦ u(t, ·)|H−s(Ω0) ≤ C|f |H−s(Ωt)|u(t, ·)
−1|sH3k(Ω0).

Therefore,

(4.18) |u(t, ·)− I|H3k(Ω0) ≤ C

∫ t

0
|v(t′, ·)|H3k(Ωt)|u(t

′, ·)|3k
H3k(Ω0) dt

′,

where C > 0 depends only on n and k. Let µ > 0 be a positive large number to be specified later,

(4.19) t0 = sup{t | |v(t′, ·)|H3k(Ωt) < µ, ∀t′ ∈ [0, t]},

We have t0 > 0 due to the continuity of v(t, ·) in H3k(Ωt). Then, for all t ∈ [0, t0],

|u(t, ·)− I|H3k(Ω0) ≤ µ

∫ t

0
|u(t′, ·)|3k

H3k(Ω0) dt
′.

Therefore, from ODE estimates, there exists t1 > 0 and C2 > 0 which depend only on |v(0, ·)|H3k(Ωt)

such that, for all 0 ≤ t ≤ min{t0, t1},

(4.20) |u(t, ·)− I|H3k(Ω0) ≤ C2t.

It implies the mean curvature estimate, for all 0 ≤ t ≤ min{t0, t1},

(4.21) |κ(t, ·)|
H3k− 5

2 (∂Ωt)
≤ |κ(0, ·)|

H3k− 5
2 (∂Ω0)

+ C3t.

Here it is easy to see from local coordinates constructed in Section 6 that C3 is determined only
by |v(0, ·)|H3k(Ωt) and the set Λ0. Therefore, there exists t2 > 0 determined only by |v(0, ·)|H3k(Ωt)

and the set Λ0 such that Ωt ∈ Λ0 for 0 ≤ t ≤ min{t0, t2}.

Evolution of the curl ω = Dv − (Dv)∗. From equations (E) and (3.8), we have

Dtω = DDtv − (DDtv)∗ + ((Dv)∗)2 − (Dv)2 = ((Dv)∗)2 − (Dv)2 = −(Dv)∗ω − ωDv.

It is clear how to obtain the estimate of ω in terms of v: differentiating the above equation 3k − 1
times, multiplying it by D3k−1ω and integrating it on Ωt, we have

(4.22)
d

dt

∫
Ωt

|ω|2H3k−1(Ωt)
dx ≤ C|v|H3k(Ωt)|ω|

2
H3k−1(Ωt)

.
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The commutator involving Dt. First, from (3.14) and (3.13), it is easy to verify that, for any
function f defined on ∂Ωt,

|[Dt,∆∂Ωt ]|L(Hs1 (∂Ωt),Hs1−2(∂Ωt)) ≤ C|v|H3k(Ωt) s1 ∈ (
7
2
− 3k, 3k − 1

2
],(4.23)

|[Dt,N ]|L(Hs2 (∂Ωt),Hs2−1(∂Ωt)) ≤ C|v|H3k(Ωt) s2 ∈ (1, 3k − 1
2
].

To extend the range of s2, we use the weak form of [Dt,N ]:∫
∂Ωt

g[Dt,N ]fdS =
∫

∂Ωt

g((Dv)− (Dv)∗)(∇>f) ·N + gN (f)∇Nv ·N dS

+
∫

Ωt

gH∇fH ·∆v − 2Dv(∇fH) · ∇gH +∇gH · ∇∆−1
D (2Dv ·D2fH +∇fH ·∆v)dx.

To conclude that the above estimate for [Dt,N ] holds for s2 = 1
2 . By interpolation,

(4.24) |[Dt,N ]|L(Hs(∂Ωt),Hs−1(∂Ωt)) ≤ C|v|H3k(Ωt), s ∈ [
1
2
, 3k − 1

2
].

Evolution of E: first look. Recall the expression of ERT and E written as E = I1 + I2:

I1 =
ε2

2
|A k− 1

2J |2L2(Ωt)
=
ε2

2

∫
∂Ωt

κ · N (−∆∂ΩtN )2k−1κ dS I2 =
1
2
|A k−1DtJ |2L2(Ωt)

,

ERT =
1
2
< (R0(v))A k−1J,A k−1J >L2(Ωt)=

1
2

∫
∂Ωt

−∇Npv,v|(−N∆∂Ωt)
k−1N (κ)|2 dS.

Also recall that
d

dt
dS = (D · v> + κv⊥)dS.

Since
∇ · v|∂Ωt = D · v> + κv⊥ +∇Nv ·N = 0

then
|κv⊥ +D · v>|

H3k− 3
2 (∂Ωt)

= |∇Nv ·N |
H3k− 3

2 (∂Ωt)
≤ C|v|H3k(Ωt)

and thus d
dtdS would not complicate the estimates since 3k ≥ n

2 + 3
2 .

I: | d
dtI1 − ε2 < A k− 1

2J,A k− 1
2 DtJ >L2(Ωt) | ≤ Q.

To prove the inequality I, we use (4.23) and (4.24) to obtain

| d
dt
I1 − ε2 < (−∆∂ΩtN )2k−1κ,NDtκ >L2(∂Ωt) | ≤ Q,

and from (4.12) and (4.13), we have

(4.25) |DtJ −∇H(Dtκ)|
H3k− 3

2 (Ωt)
≤ C|v|H3k(Ωt)|J |H3k− 3

2 (Ωt)
.

It implies the estimate I for d
dtI1.

II: d
dtI2− < A k−1DtJ,A k−1D2

t J >L2(Ωt) | ≤ Q.
If k = 1, which may happen when n = 2, 3,

d

dt
I2 =< DtJ,D

2
t J >L2(Ωt),

where we used the fact < DtJ, (D2
t −DtDt)J >L2(Ωt)= 0. If k > 1,

I2 =
1
2

∫
∂Ωt

(DtJ)⊥ · (−∆∂Ωt)(−N∆∂Ωt)
2k−3(DtJ)⊥ dS.
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From (4.23) and (4.24), we obtain

| d
dt
I2 −

∫
∂Ωt

Dt((DtJ)⊥) · (−∆∂Ωt)(−N∆∂Ωt)
2k−3(DtJ)⊥ dS| ≤ Q.

On ∂Ωt,

Dt(DtJ ·N) = (DtDtJ) ·N −∇(DtJ)>v ·N = (D2
t J) ·N +∇Npv,DtJ −∇(DtJ)>v ·N,

which implies, along with (4.12), the estimate II for I2.

III: | d
dtERT− < A k−1R0(v)J,A k−1DtJ >L2(Ωt) | ≤ Q.

In general, for any function f(t, ·) defined on ∂Ωt with Ωt ∈ Λ0 satisfying
∫
∂Ωt

fdS = 0, we have

d

dt

∫
∂Ωt

−∇Npv,vf
2dS =

∫
∂Ωt

−∇Npv,vf
2(κv⊥ +D · v>)− 2∇Npv,vfDtf − f2Dt(∇Npv,v)dS

Therefore, we obtain from (4.6),

| d
dt

∫
∂Ωt

−∇Npv,vf
2dS −

∫
∂Ωt

−2∇Npv,vfDtf − f2Dt(∇Npv,v) dS| ≤ Q.

Commuting Dt with ∇ and ∆−1 by (3.8) and (3.12),

Dt(N · ∇pv,v) = N · (∇Dtpv,v − (Dv)∗∇pv,v)

=−∇Npv,v∇Nv ·N +∇N∆−1(2Dv ·D2pv,v + ∆v · ∇pv,v)−∇N∆−1(Dttr(Dv)2),

and using Euler’s equation (2.11) to get

1
2
Dttr(Dv)2 = −tr(Dv)3 −D2pv,v ·Dv − ε2D2κH ·Dv.

Therefore,

| d
dt

∫
∂Ωt

−∇Npv,vf
2dS − 2

∫
∂Ωt

−∇Npv,vfDtf − ε2f2∇N∆−1(D2κH ·Dv)dS| ≤ Q

Substituting f = (−N∆∂Ωt)
k−1N (κ), we obtain

| d
dt
ERT −

∫
∂Ωt

−∇Npv,v(−N∆∂Ωt)
k−1N (κ) ·Dt(−N∆∂Ωt)

k−1N (κ) dS| ≤ Q.

From (4.23), (4.24), and (4.25),

| d
dt
ERT− < R0(v)A k−1J,A k−1DtJ >L2(Ωt) | ≤ Q.

In order to apply lemma 4.4 to the estimate III, we need to estimate

I3 , < A k−1DtJ,A
k−1R0(v)J >L2(Ωt) − < R0(v)A k−1J,A k−1DtJ >L2(Ωt)

=
∫

∂Ωt

(DtJ)⊥ · (−∆∂ΩtN )2k−2(−∇Npv,vNκ)

− (DtJ)⊥ · (−∆∂ΩtN )k−1
(
(−∇Npv,v)N (−∆∂ΩtN )k−1κ

)
dS.

Our strategy will be to move N and the multiplication operator by −∇Npv,v in the first integrand
by commuting them with N and ∆∂Ωt . Thus, we need to estimate [∆∂Ωt ,∇Npv,v], [N ,∇Npv,v],
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and [∆∂Ωt ,N ]. Using Lemma 4.3, (6.12), and (6.16), we have,

|[∆∂Ωt ,∇Npv,v]|
L(Hs(∂Ωt),H

s− 3
2 (∂Ωt))

≤ Q s ∈ (3− 3k,
n− 1

2
)

|[N ,∇Npv,v]|
L(Hs(∂Ωt),H

s− 1
2 (∂Ωt))

≤ Q s ∈ [
1
2
,
n− 1

2
)

|[∆∂Ωt ,N ]|
L(Hs(∂Ωt),H

s− 5
2 (∂Ωt))

≤ C s ∈ (
7
2
− 3k, 3k − 1).

Therefore we obtain |I3| ≤ Q, which implies the estimate III on d
dtERT .

Evolution of E. Combining the estimates I, II, III, and Lemma 4.4, we obtain

(4.26) | d
dt
E| ≤ Q, where Q = Q(|v|H3k(Ωt), |κ|H3k−2(∂Ωt), ε|κ|H3k−1(∂Ωt))

is a polynomial with positive coefficients that depend only on Λ0. This inequality on [0,min{t0, t2}]
where t0 is defined in (4.19) and t2 is determined only by |v(0, ·)|H3k(Ωt) and the set Λ0.

Proof of Theorem 4.2. Assume (RT) holds. From Proposition 4.1, (4.26) implies (4.8). In addition,
by choosing µ large enough compared to the initial data, t0 is bounded below by a constant t∗ > 0
depending only on |v(0, ·)|H3k(Ω0) and the set Λ0. Theorem 4.2 follows immediately.

Proof of Theorem 4.1. Assume ε > 0. From inequality (4.26) and Proposition 4.1, we obtain

(4.27) E(t)− E(0) + ERT (t)− ERT (0) ≤
∫ t

0
Qε(|v|H3k(Ωt′ )

, |κ|H3k−1(∂Ωt′ )
) dt′,

where we use Qε to represent the dependence Q on ε. From proposition 6.6 and (4.6) we have

|ERT | ≤ C|∇Npv,v|L∞(∂Ωt)|κ|
2
H3k−2(∂Ωt)

≤ C|v|2
H3k− 5

8 (Ωt)
|κ|2H3k−2(∂Ωt)

.

Interpolating v between H3k(Ωt) and H3k− 3
2 (Ωt) and κ between H3k−1(∂Ωt) and H3k− 5

2 (∂Ωt), we
obtain from Proposition 4.1,

|ERT | ≤
1
2
E + C1(1 + |v|m

H3k− 3
2 (Ωt)

)

for some integerm > 0 where the constant C1, which include |κ|
H3k− 5

2 (∂Ωt)
, is determined only by E0

and the set Λ0. Since Dtv = −∇pv,v − ε2J is controlled by E in H3k− 3
2 (Ωt) due to Proposition 4.1,

we can use the Lagrangian coordinate map u(t, ·) to estimate |v(t, ·)|
H3k− 3

2 (Ωt)
− |v(0, ·)|

H3k− 3
2 (Ω0)

.

Through a similar procedure of the derivation of (4.20) and using Proposition 4.1, there exists
t3 > 0, depending only on |v(0, ·)|H3k(Ωt) and the set Λ0 so that for 0 ≤ t ≤ min{t0, t3},∣∣∣∣|v(t, ·)|mH3k− 3

2 (Ωt)
− |v(0, ·)|m

H3k− 3
2 (Ω0)

∣∣∣∣ ≤ ∫ t

0
Qε dt

′

for some polynomial Qε with positive coefficients. Therefore,

ERT ≤
1
2
E + C1(1 + |v(0, ·)|m

H3k− 3
2 (Ω0)

) +
∫ t

0
Qε dt

′ ≤ 1
2
E + C1 +

∫ t

0
Qε dt

′,

where C1 is determined only by |v(0, ·)|
H

3
2 k− 3

2 (Ω0)
and the set Λ0. Thus

E(Ωt, v(t, ·)) ≤ 2E(Ω0, v(0, ·)) + Cε +
∫ t

0
Qε dt

′.
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By inserting the above inequality into (4.27) and using proposition 4.1, we obtain (4.7). By choosing
µ large enough compared to the initial data, Theorem 4.1 follows. �

5. Examples of Lagrangian coordinate maps less smooth than ∂Ωt

In Section 4, we established a priori estimates of the free boundary Euler’s equation. In particular,
the estimates indicate that ∂Ωt is 1

2 , if ε = 0, or 3
2 , if ε > 0, derivative smoother than the velocity

fields v|∂Ωt . This is an improvement compared with the regularity directly given by the ODE
defining the Lagrangian coordinate maps. It is very natural to guess that the Lagrangian coordinate
maps might be smoother as well. However, the following examples show that the Lagrangian
coordinate maps is only as smooth as the velocity fields.

5.1. Case 1: with surface tension. This is a relatively easy case for the construction of the
example since we need not to worry about the sign assumption (RT): −∇N pv,v > 0. The example
is given for n = 2 and Ωt = B2(1), the 2-dimensional open unit ball. In the polar coordinate, it is
easy to verify that

v(t, r, θ) = Θ(r)
∂

∂θ
, p(t, r, θ) =

∫ 1

r
r′Θ(r′)2dr′, supp(Θ) ⊂⊂ B2(1)\{0}

is a stationary solution of (E) and (BC) for ε = 1. The Lagrangian coordinate map

u(t, r0, θ0) = (r0, θ0 + tΘ(r0))

is only as smooth as v.

5.2. Case 2: without surface tension. We will construct an example in R2 again, which satisfies
the sign condition −∇Np > 0. Consider the domain and the vector field in the form

Ωt = {(r, θ) | r1(t) < r < r2(t)}, r′1 =
a1(t)
r1

, r′2 =
a1(t)
r2

v(t, r, θ) =
a1(t)
r

∂

∂r
+ Θ(t, r)

∂

∂θ
,

with the functions a1(t) and Θ(t, r) to be determined. In the polar coordinate

∇ ∂
∂r

∂

∂r
= 0, ∇ ∂

∂r

∂

∂θ
= ∇ ∂

∂θ

∂

∂r
=

1
r

∂

∂θ
, ∇ ∂

∂θ

∂

∂θ
= −r ∂

∂r
.

One may calculate

Dv(
∂

∂r
) = −a1(t)

r2
∂

∂r
+ (Θr +

Θ
r

)
∂

∂θ
, Dv(

∂

∂θ
) = −rΘ ∂

∂r
+
a1(t)
r2

∂

∂θ
.

Thus, it is clear that the above given form ensures v is divergence free:

∇ · v = Dv(
∂

∂r
) · ∂
∂r

+Dv(
1
r

∂

∂θ
) · 1
r

∂

∂θ
= 0.

Moreover, the above calculation implies

Dtv =vt +∇v v = (
a′1(t)
r

− a1(t)2

r3
− rΘ2)

∂

∂r
+ (Θt +

a1(t)
r

Θr +
2a1(t)
r2

Θ)
∂

∂θ

−∆p =tr((∇v)2) =
2a1(t)2

r4
− 2rΘΘr − 2Θ2 =

2a1(t)2

r4
− 1
r
(r2Θ2)r.

Therefore, p must be radially symmetric, i.e. p = p(t, r). It is straight forward to calculate

−∇p = −pr
∂

∂r
= −(

a1(t)2

r3
+ rΘ2 +

a2(t)
r

)
∂

∂r
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for some function a2(t). From the boundary condition p(t, r1(t)) = p(t, r2(t)), we need for the
Euler’s equation,

(5.1)

{
a′1 = −a2 = (log r2

r1
)−1

(
a2
1
2 ( 1

r2
1
− 1

r2
2
) +

∫ r2

r1
rΘ2dr

)
DtΘ + 2a1(t)

r2 Θ = Θt + a1(t)
r Θr + 2a1(t)

r2 Θ = 0.

Let the Lagrangian coordinate map be r = r(t, r0, θ0) and θ = θ(t, r0, θ0), with r0 ∈ [r1(0), r2(0)].
Due to the symmetry of the vector field, we have r = r(t, r0) and θ = θ0 + θ1(t, r0) which satisfy

∂tr =
a1(t)
r

∂tθ1 = Θ(t, r).

It is easy to see

r2 = r20 + 2A(t), A(t) =
∫ t

0
a1(t′)dt′.

Thus, the system (5.1) is equivalent to

(5.2)

A′′ = (log r2(0)2+2A
r1(0)2+2A

)−
1
2

(
(A′)2

2 ( 1
r1(0)2+2A

− 1
r2(0)2+2A

) +
∫ r2(0)
r1(0) r0(∂tθ1(t, r0))2dr0

)
∂ttθ1(t, r0) = − 2A′

r2
0+2A

∂tθ1 = −(∂t log(r20 + 2A))∂tθ1.

The system (5.2) can be viewed as an ODE system for (A, θ1(·)) on an open set in the Banach space
X = R×C0([r1(0), r2(0)]). Therefore the unique existence of solution to this system is guaranteed.
One can solve for

θ(t, r0) = θ0 + Θ(0, r0)
∫ t

0

r20
r20 + 2A(τ)

dt′ Θ(t, r) =
r2 − 2A
r2

Θ(0,
√
r2 − 2A).

Thus, it is clear that the Lagrangian coordinate map is not smoother than the velocity field. Finally,
one notices that small Θ would ensure the sign condition pr(t, r2(t)) < 0 and pr(t, r1(t)) > 0 since
small Θ would make v = a1(t)

r
∂
∂r + Θ(t, r) ∂

∂θ a small perturbation of the irrotational solution
v = ã1(t)

r
∂
∂r , with a slightly different ã1, which satisfies the sign condition.

6. Appendix I: Basic estimates

In free boundary problems, it often happens that the moving domain Ωt is of class Hs and
moves with an Hs0 velocity field with s0 ≤ s. Moreover, the estimates usually involve functions
and vector fields defined on Ωt and ∂Ωt. Therefore, in this section, we consider collections Λ of
domains Ω which are Hs0 close to some reference domain and bounded in the Hs class in some
sense to be defined rigorously. We will outline some basic estimates on functions defined on Ω and
∂Ω and some related operators. Through tedious derivation, these estimates will be guaranteed to
be uniform for all Ω ∈ Λ.

6.1. Sobolev norms. Let Ω ⊂ Rn be a bounded connected domain, viewing Hs(Ω), s ≥ 0, as a
quotient space of Hs(Rn), define the norm

|g|Hs(Ω) = inf{|G|Hs(Rn) : G ∈ Hs(Rn), G|Ω = g}
where | · |Hs(Rn) is defined through the Fourier transform. As usual, for s ≥ 0, Hs

0(Ω) represents
the closure of C∞0 (Ω) in Hs(Ω) and H−s(Ω) is isometric to (Hs

0(Ω))∗. It is important to note
that with this definition of Hs norm the constants in Sobolev embedding (Hs → Lp or Cα) are
independent of Ω. The relationship between this definition of Hs norm and the standard definition
will be explored later on page 28.
C1 ∩H2 boundary ∂Ω. To consider functions defined on ∂Ω, let Ω ⊂ Rn be a bounded connected
domain with ∂Ω of classH2∩C1. Consider the local graph coordinates of ∂Ω in orthonormal frames.
When two coordinate charts of this type overlap, it is easy to verify that the transition map between
these two local coordinate maps is also of C1 ∩ H2. Therefore, on ∂Ω, the definitions of spaces
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C1(∂Ω)∩H2(∂Ω) of scalar functions and C0(∂Ω)∩H1(∂Ω) of (k, l)-type tensors, though defined in
local coordinates, are independent of the choice of local coordinates. The Christofell symbols and
the usual geometric quantities of the hypersurface ∂Ω, such as the second fundamental form and
mean curvature are well-defined in L2(∂Ω) and the sectional curvature is in L1(∂Ω), for it is like
the square of the second fundamental form. As these will be referred to later, we give the explicit
formula in local coordinates here. Let {e1, . . . , en} be an orthonormal frame and (x1, . . . , xn) be
the coordinates associated with this frame. Suppose Ω locally is given by xn > f(x1, . . . , xn−1)
with f ∈ H2 ∩ C1, then using (x1, . . . , xn−1) as the local coordinates, we have

The Christofell symbols Γk
ij =

∂kf∂ijf√
1 + |∇f |2

;

The second fundamental form Π(
∂

∂xi
) · ∂

∂xj
= − ∂ijf√

1 + |∇f |2

Mean curvature κ = −∂j

(
∂jf√

1 + |∇f |2

)
= − ∆f

(1 + |∇f |2)
1
2

+
∂if∂jf∂ijf

(1 + |∇f |2)
3
2

;(6.1)

Sectional curvature R(
∂

∂xi
,
∂

∂xj
,
∂

∂xi
,
∂

∂xj
) =

∂iif∂jjf − (∂ijf)2

1 + |∇f |2

Beltrami-Lapalace ∆∂Ωφ = trD2φ = D · ∇>φ =
1√

1 + |∇f |2
∂i

(
gij
√

1 + |∇f |2∂jφ
)

;

where the matrix (gij) = (δij + ∂if∂jf)−1. For a C0 ∩ H1 tensor T of (k, l)-type, the covariant
derivatives DT is a (k, l + 1)-type tensor in L2. For any (k, l) tensor T1 and (k, l + 1) tensor T2 in
C0 ∩H1, one may verify, possibly through smooth approximations of ∂Ω,∫

∂Ω
(DT1) · T2 dS =

∫
∂Ω

tr (T1 · DT2(·, ·)) dS.

where, on the above right side, DT2(·, ·) denotes the (k, l)-type tensor define by DT2(X,Y )(· · · ) =
(DXT2)(Y, · · · ).

From this identity, for any L2 tensor T , one can define DT , in the distribution sense, as in the
dual space of C0 ∩H1 tensors. It is straightforward to verify that, for any (k, l)-type tensor T in
C0 ∩H1, we have

(6.2)
∫

∂Ω
T ·∆∂ΩTdS = −

∫
∂Ω
|DT |2dS.

If T,DT ∈ C0 ∩H1, we have∫
∂Ω
|∆∂ΩT |2dS =

∫
∂Ω
|D2T |2 +

[
DR(Xj1

,Xj2
)Xj1

T −R(Xj1 , Xj2) DXj1
T
]
· DXj2

T

− 1
2
|R(Xj1 , Xj2)T |2dS.(6.3)

Here {X1, . . . , Xn−1} is any pointwise orthonormal frame of ∂Ω which always appears in the trace
form resulting in the independence of the corresponding quantities of the choice of the frame. The
curvature acts on T in the usual sense

R(X,Y )T = DYDXT −DXDY T −D[Y,X]T = D2T (Y,X)−D2T (X,Y ).

Though R(X,Y )T seems to contain derivatives of T , one may calculate

(R(X,Y )T )(X1, X2, . . .) = −T (R(X,Y )X1, X2, . . .)− T (X1,R(X,Y )X2, . . .)− . . . .

So the dependence ofR(X,Y )T on X,Y, T is only pointwise andR vanishes if T is a scalar function.
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Since I −∆∂Ω is a positive self-adjoint operator on L2(∂Ω), for φ : ∂Ω → R and r ≥ 0, we define
the Sobolev norm | · |Hr(∂Ω) on the surface ∂Ω as

|φ|2Hr(∂Ω) =
∫

∂Ω
|(I −∆∂Ω)

r
2φ|2dS; | · |L2(∂Ω) = | · |H0(∂Ω).

As usual, for r ≥ 0, | · |H−r(∂Ω) coincides with | · |Hr(∂Ω)∗ . One may note here, since the Christofell
symbols Γk

ij are only in L2, while |T |H1(∂Ω) <∞ implies that DT ∈ L2(∂Ω) from (6.2), it does not
imply that T is in H1 in local coordinates, except when T is of (0, 0)-type, i.e. a scalar function.
Similarly, from (6.3), |T |H2(∂Ω) <∞ does not imply D2T ∈ L2(∂Ω).

Remark. When n = 2, ∂Ω is 1-dimension and ∆∂Ω = ∂ss where s is the arc length parameter,
which is well defined if ∂Ω is in W 1,1. In fact, ∂Ω ∈ Hs, s > 3

2 , is sufficient for the definitions of
all the objects intrinsic in ∂Ω.

Hs boundary ∂Ω, s > n+1
2 . For the purpose of this paper, we assume ∂Ω ⊂ Rn is in Hs with

s > n+1
2 . On the one hand, we defined the norm | · |Hr(∂Ω) using the Beltrami-Lapalace ∆∂Ω in the

above. On the other hand, an obvious and traditional way to define the Sobolev space Hr(∂Ω),
−s ≤ r ≤ s for scalar valued functions and 1− s ≤ r ≤ s− 1 for tensor valued functions, is through
local coordinate coverings of ∂Ω and the definition of the Sobolev space Hr(Rn−1). From standard
Sobolev inequalities, it is easy to see that the latter definition of the spaces Hr(∂Ω) is actually
independent of local coordinates and naturally induces a topology on Hr(∂Ω). In particular, when
r ≥ 0 is an integer, straightforward calculation also shows that a function f (or tensor field) belongs
to Hr(∂Ω) if and only if f,Drf ∈ L2(∂Ω). In fact, we have

Proposition 6.1. For r ∈ [−s, s] (r ∈ [1− s, s− 1] for tensors), the norm | · |Hr(∂Ω) is equivalent
to the norm on Hr(∂Ω) defined by using local coordinates.

The proof of this proposition follows from the standard elliptic estimates using the local co-
ordinates along with interpolation. In particular, when s is an integer, one may also prove it
geometrically. In fact, the proposition clearly holds for r = 1 and r = 2 due to (6.2) and (6.3) and
Sobolev inequalities. When r is an integer and r ∈ [3, s] (r ∈ [3, s− 1] for tensors), the proposition
can be proved by using the following identity

(6.4) ([∆∂Ω,D]T )(X) = R(X,Xj)DXj T + (DXjR)(X,Xj)T + (R(X,Xj)D T )(Xj).

Finally, for non-integer or negative r, the proposition follows from interpolation and duality. An-
other implication of (6.4) is that D : Hr(∂Ω) → Hr−1(∂Ω) is bounded and | · |L(Hr(∂Ω),Hr−1(∂Ω))

depends only on R and its derivatives.
It is well known that the regularity of ∂Ω can be determined from the regularity of its mean

curvature κ.

Proposition 6.2. Let Ω ⊂ Rn be a domain such that ∂Ω ∈ Hs0, s0 > n+1
2 . Suppose |κ|Hs−2(∂Ω) <

∞ with s > s0, then ∂Ω ∈ Hs.

Proposition 6.2 can be proved by using local coordinates and standard quasilinear estimates.
Another proof can be based on the following identity which is also used in a priori estimates.
Intuitively, let e : ∂Ω → Rn be the imbedding, then Π = −N · D2e and κ = −N ·∆∂Ω e, where Π is
viewed as a symmetric quadratic form. Thus it is expected that the difference ∆∂ΩΠ−D2κ should
be of lower order terms only. In fact,

(6.5) −∆∂ΩΠ = −D2κ+ |Π|2Π− κΠ2.

To prove the identity, at any x ∈ ∂Ω, let λi, i = 1, . . . , n − 1, be the eigenvalues of Π(x) and Xi

be the associated eigenvectors which form an orthonormal frame of Tx∂Ω. Parallel transport this
frame to every base point in a neighborhood of x on ∂Ω along the radial geodesics emitting from
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x. From the construction, we have DXiXj = 0, [Xi, Xj ] = 0, and Π(Xi) = λiXi at x. For any
X = ajXj with constants a1, . . . , an−1, at x,

(∆∂ΩΠ)(X,X) =(DXiDXiΠ)(X,X) = ∇Xi((DXiΠ)(X,X)) = ∇Xi((DXΠ)(Xi, X))

=(DXiDXΠ)(Xi, X) = (DXDXiΠ)(X,Xi) + (R(X,Xi)Π)(Xi, X)

=∇X((DXiΠ)(X,Xi)) + Π(R(Xi, X)Xi, X) + Π(Xi,R(Xi, X)X).

For the first term at x, from the construction of our special frame,

∇X((DXiΠ)(X,Xi)) = ∇X((DXΠ)(Xi, Xi)) = ∇X∇Xκ− 2Π(Xi,DXDXXi) = D2κ(X,X).

To calculate the remaining two terms, one may substitute X = ajXj and use Π(Xj) = λjXj , the
symmetry of R, and the following calculation

4R(Xi, Xj1)Xi ·Xj2 =R(Xi, Xj1 +Xj2)Xi · (Xj1 +Xj2)−R(Xi, Xj1 −Xj2)Xi · (Xj1 −Xj2)

=Π(Xi, Xi)Π(Xj1 +Xj2 , Xj1 +Xj2)−Π(Xi, Xj1 +Xj2)
2

−Π(Xi, Xi)Π(Xj1 −Xj2 , Xj1 −Xj2) + Π(Xi, Xj1 −Xj2)
2

=4δj1j2λiλj1 − 4δij1δij2λ
2
i .

Equality (6.5) follows consequently.

Hs0 neighborhoods of domains, s0 > n+1
2 . Given a domain Ω∗ with ∂Ω∗ inHs0 , we will consider

the set Λ , Λ(Ω∗, s0, s, L, δ), s ≥ s0, of neighboring domains of Ω∗, given in Definition 4.2. From
Proposition 6.2, every Ω ∈ Λ is in Hs. Given Ω∗ and sufficiently small δ > 0, in the following, we
will derive some estimates with bounds C uniform in Ω ∈ Λ. Since ∂Ω∗ is compact, for any σ > 0,
there exist xi ∈ Rn and d, di ∈ (0, 1

2 ], i = 1, . . . ,m,

(B1) B(∂Ω∗, d) ⊂ ∪m
i=1Ri(di) where each Ri(·) = R̃i(·)× Ii(·) ⊂ Rn with R̃i(·) and Ii(·) being an

open (n− 1)-dimensional disk and an open perpendicular segment in Rn, both centered at
xi and of the given radius and half length, respectively;

(B2) For each i, z = (z1, . . . , zn−1, zn) = (z̃, zn) being an Euclidean coordinate system on R̃i(·)×
Ii(·), there exists an Hs function f∗i : R̃i(2di) → Ii, so that

(6.6) |f∗i|C0 < σdi, |Df∗i|C0 < σ, and Ω∗ ∩Ri(2di) = {zn > f∗i(z̃)}.

For any σ > 0 with a fixed coordinate covering {Ri(di)}m
i=1 of ∂Ω∗ of the above type, it is clear

that, when δ > 0 is sufficiently small, {Ri(di)}m
i=1 is still a coordinate covering of any ∂Ω ∈ Λ

satisfying (B1) and (B2) with coordinate functions {fi ∈ Hs}m
i=1. This will provide us some

technical convenience in deriving estimates uniform in Ω ∈ Λ. The following proposition is a
refinement of Proposition 6.2.

Proposition 6.3. Given Ω∗, there exists δ > 0 such that, for any L > 0, there exists C > 0 such
that the second fundamental form of any Ω ∈ Λ satisfies

|Π|Hs−2(∂Ω) < C.

Proof. The proof follows simply from the standard elliptic estimates and we will only give a sketch.
With ∂Ω ∈ Hs due to Proposition 6.2, we will use the above coordinate covering {Ri(di)}m

i=1 and
the coordinate functions {fi ∈ Hs(R̃i(2di))}m

i=1, whose Hs0(R̃i(2di)) norms are uniformly bounded
in i and Ω. Let γ : [0,+∞) → [0, 1] be a smooth cut-off function supported on [0, 3

2 ] and γ|[0, 5
4
] ≡ 1.

On each R̃i(2di), let

γi(z̃) = γ(
|z̃|
di

), κi(z̃) = γi(z̃)κ(z̃, fi(z̃)), gi = γifi,
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where κ is the mean curvature of ∂Ω. It is clear from the definition of Λ that |κi|Hs1−2(R̃i(di))
is

bounded uniformly in i and Ω for s1 = min{s0 + 2, s}. From the mean curvature formula (6.1),

−∆gi +
∂j1fi∂j2fi

1 + |∇fi|2
∂j1j2gi =(1 + |∇fi|2)

1
2κi −∆γifi − 2Dγi ·Dfi

+
∂j1fi∂j2fi

1 + |∇fi|2
(∂j1j2γifi + ∂j1γi∂j2fi + ∂j2γi∂j1fi)

Since γ is supported on [0, 3
2 ], without loss of generality, we may treat fi as compactly supported on

the ball of radius 7di
4 because fi can always be replaced by γ̃( |z̃|di

)fi(z̃) where γ̃ is a cut-off function
supported on [0, 7

4 ] and γ̃|[0, 3
2
] = 1. By partition of the unity and the Inverse Function Theorem,

(f1, . . . , fm) can be expressed by g = (g1, . . . , gm) with the same regularity and similar estimates.
Thus, dividing both sides of the above equation by (1 + |∇fi|2)

1
2 , it can be rewritten as

−∆g +Aj1j2(x, g, ∂g)∂j1j2g = κ+G(x, g, ∂g),

where Aj1j2 , G1, G2 are smooth in their arguments and Aj1j2 ≤ Cσ2 so the left side is uniformly
elliptic. In this form, the estimate on |g|Hs1 (Rn−1) uniform in Ω is obtained following the standard
theory of quasilinear elliptic equations. If s1 < s, this procedure can be carried out again with s0
replaced by s1 = s0 + 2. Thus the desired uniform estimates on fi in Hs follow by repeating this
procedure. �

Remark. 1) One can also prove Proposition 6.3 based on (6.5).
2) A more careful estimate can be found in Lemma 4.2, when a more detailed relationship between
|Π|Hs−2(∂Ω) and |κ|Hs−2(∂Ω) is given under certain conditions.

Using (6.2), (6.3), (6.4), and the above uniform estimate on Π, which implies the uniform estimate
on the curvatureR, it is easy to prove that, for any tensor T ∈ Hr(∂Ω), r ∈ [2−s, s−1] (r ∈ [1−s, s]
for scalars), we have

(6.7) |DT |Hr−1(∂Ω) ≤ C|T |Hr(∂Ω)

for some C uniform in Ω ∈ Λ.
From the uniform estimates on those (uniformly fixed) local coordinates derived in the above

proof, it is also clear that the constants in the Sobolev inequalities (e.g. | · |Hs(∂Ω) to Lp(∂Ω) or
Cα(∂Ω) for s ≤ k) are uniform in Ω ∈ Λ. The two most used inequalities in this paper are for
f ∈ Hs1(∂Ω) and g ∈ Hs2(∂Ω), s1 ≤ s2,

|fg|
Hs1+s2−

n−1
2 (∂Ω)

≤ C|f |Hs1 (∂Ω)|g|Hs2 (∂Ω), if s2 <
n− 1

2
and 0 < s1 + s2

|fg|Hs1 (∂Ω) ≤ C|f |Hs1 (∂Ω)|g|Hs2 (∂Ω), if s2 >
n− 1

2
and 0 ≤ s1 + s2.

Similar inequalities hold for f and g defined in Ω.

6.2. Dirichlet-Neumann operator. Given Ω∗, in order to study the Dirichlet-Neumann opera-
tor for domains Ω ∈ Λ , Λ(Ω∗, s0, s, L, δ), we need to first construct local coordinate maps on each
Ri(2di) for each Ω, which flatten ∂Ω and have estimates uniform in Ω ∈ Λ, based on the above
coordinates functions of ∂Ω.

Local coordinates and partition of the unit. From Proposition 6.3, ∂Ω∩Ri(2di) is represented
as the graph of an Hs function fi : R̃i(2di) → R. Let φ = γifi with γi defined in the previous
proof. A standard way to extend φ to a function Φ ∈ Hs+ 1

2 (Rn) is through the Fourier transform



28 SHATAH AND ZENG

with an appropriate constant a:

(6.8) Φ̂(ξ1, . . . , ξn) = a
(1 + (ξ1)2 + . . .+ (ξn−1)2)s

(1 + (ξ1)2 + . . .+ (ξn)2)s+ 1
2

φ̂(ξ1, . . . , ξn−1)

Since s + 1
2 > n

2 + 1 and Φ is bounded in Hs+ 1
2 uniformly in i and Ω, |DΦ|C0 is also uniformly

bounded. Therefore, there exists b > 0 so that

(6.9) Hi(z1, . . . , zn) = (z1, . . . , zn−1, bzn + Φ(z1, . . . , zn))

is a diffeomorphism so that |Hi|
Hs+1

2 (Rn)
and |(Hi)−1|

Hs+1
2 (Rn)

are bounded uniformly in i and Ω.

Let Gi = (Hi)−1 and gi(z) be the n-the component of Gi, then |gi|
Hs+1

2 (Rn)
, ∂zngi, and (∂zngi)−1

are bounded uniformly in i and Ω. Obviously, there exists a uniform δ∗ > 0 so that

(R̃i(
5
4
di)× Ii(

5
4
δ∗di)) ∩ Ω = R̃i(

5
4
di)× Ii(

5
4
δ∗di)) ∩ {gi > 0}.

Based on the local coordinate maps, we can construct partition of the unit satisfying estimates
uniform in Ω if δ is small. In fact, take γ, ξ : C∞([0,+∞), [0, 1]) so that supp(γ) ⊂ [0, 5

4 ], γ|[0, 9
8
] ≡ 1,

ξ(r) = r for r ≥ 2
3 , and ξ|[0, 1

3
] ≡

1
3 . Define

γ̃∗i(z) = γ(
|z̃|
di

)γ(
|zn|
δ∗di

), η = ξ ◦ Σm
i=1(γ̃∗i ◦Gi), γ∗i =

γ̃∗i ◦Gi

η
, γ∗0 = (1− Σm

i=1γ∗i)χ(Ω).

It is straight forward to verify that γ∗0, γ∗1, . . . , γ∗m ∈ Hs+ 1
2 (Rn, [0, 1]) satisfy

|γ∗i|
Hs+1

2 (Rn)
≤ C, supp(γ∗i) ⊂ R̃i(

5
4
di)× Ii(

5
4
δ∗di)),

for i = 1, . . . ,m, and (Σm
i=0γ∗i)|Ω ≡ 1.

Remark. Using the above local coordinates and partition of unity we can establish the equivalence
of the standard H` norm and the norm given in definition 6.1 for integer ` ∈ (−s− 1

2 , s+ 1
2). The

ratio of the two norms is bounded above and below by two constants depending only on Λ.

Trace and Harmonic extension. Let s1 ∈ (1
2 , s + 1

2 ]. Using the partition of the unit and the
above local coordinates, it is straight forward to obtain the trace operator estimate

(6.10) | (Ψ|∂Ω) |
Hs1−

1
2 (∂Ω)

≤ C|Ψ|Hs1 (Ω)

for any Ψ ∈ Hs1(Ω) where C > 0 is uniform in Ω ∈ Λ.
In order to obtain the estimate on the Harmonic extension operator, we first construct an ex-

tension for convenience. Let s2 ∈ (0, s] and ψ ∈ Hs2(∂Ω). Take the same auxiliary functions γ and
ξ used above. For each 1 ≤ i ≤ m, let φi(z̃) = γ( |z̃|di

)ψ(Hi(z̃, 0)) and Φi(z) be the extension of φi,
defined in the way of (6.8). Let

Φ̃i(z) = Φi(z)γ(
|z̃|
di

)γ(
|zn|
δ∗di

), Ψ1 = Σm
i=1Φ̃i ◦Gi

where Ψ1 can be viewed as a function defined on Rn ⊃ Ω. Let

ηi(z) = γ(
|z̃|
di

)2γ(
|zn|
δ∗di

), η = ξ ◦ Σm
i=1(ηi ◦Gi), Ψ =

Ψ1

η
.

It is easy to verify that Ψ ∈ Hs2+ 1
2 (Rn) is an extension of ψ ∈ Hs2(∂Ω) satisfying the estimate

(6.11) |Ψ|
Hs2+1

2 (Rn)
≤ C|ψ|Hs2 (∂Ω)

with C uniform in Ω ∈ Λ.
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Using the partition of the unit and the local coordinates we constructed above and following the
standard procedure, we have

Lemma 6.4. There exists C > 0 which depends only on the set Λ so that, for s1 ∈ [12 , s]

|∆−1|
L(Hs1−

3
2 (Ω),Hs1+1

2 (Ω))
+ |H|

L(Hs1 (Ω),Hs1+1
2 (Ω))

≤ C.

Dirichlet-Neumann operator. Following from the above estimate, the Dirichlet-Neumann op-
erator N : Hs1(∂Ω) → Hs1−1(∂Ω) can be defined and it has a uniform bound for s1 ∈ (1, s]. In
fact, we can extend N into a weaker form defined on Hs1(∂Ω) for s1 ≥ 1

2 . Given f ∈ H
1
2 (∂Ω),

define N (f) ∈ H− 1
2 (∂Ω) as

< ψ,N (f) >=
∫

Ω
∇fH · ∇ψHdx

for any ψ ∈ H
1
2 (∂Ω). It is easy to prove that

1) N is self-adjoint in L2(∂Ω) with compact resolvent;
2) the kernel ker(N ) = {const};
3) C|f |

H
1
2 (∂Ω)

≥ |N (f)|
H− 1

2 (∂Ω)
≥ 1

C |f |H 1
2 (∂Ω)

for any f satisfying
∫
∂Ω fdS = 0.

The first inequality of 3) follows from the uniform bound on H. In order to prove the second
inequality in (3), one notices that

|f |
H

1
2 (∂Ω)

|N (f)|
H− 1

2 (∂Ω)
≥ | < f,N (f) > | =

∫
Ω
|∇H(f)|2dx.

From the estimate of the trace operator, we only need, for any f satisfying
∫
∂Ω fdS = 0,

|H(f)|L2(Ω) ≤ C|∇H(f)|L2(Ω)

with a constant C uniform in f and Ω. This inequality can be proved by a compactness argument.
Thus, by duality and interpolation, N can be extended to Hs1(∂Ω) for all s ∈ [1 − s, s] and
|N |L(Hs1 (∂Ω),Hs1−1(∂Ω)) is bounded uniformly in Ω. Moreover, for f ∈ Hs(∂Ω) with

∫
∂Ω fdS = 0,

we can obtain |f |Hs(∂Ω) ≤ C|N (f)|Hs−1(∂Ω) with C uniform in Ω. The proof is simply the elliptic
estimate under the Neumann boundary condition – very much similar to the derivation of the
harmonic extension estimate, except in the first step, instead of using (6.8), we need to construct F
with |F |

Hs+1
2 (Ω)

≤ C|N (f)|Hs−1(∂Ω) and ∇NF = N (f) on ∂Ω, by using a slightly different formula

of the same fashion. Therefore, from interpolation, we have, for any s1 ∈ [12 , s],

|f |Hs1 (∂Ω) ≤ C|N (f)|Hs1−1(∂Ω), if
∫

∂Ω
fdS = 0

with C uniform in Ω. moreover, this inequality holds for s1 ∈ [1− s, s] by duality. Based on these
estimates, we can use I +N to define the Sobolev norms which are equivalent to those defined by
using I −∆∂Ω uniformly in Ω, i.e.

Proposition 6.5. For s1 ∈ [−s, s], the norms on Hs1(∂Ω) defined by interpolating I − ∆T and
I +N are equivalent, i.e.

1
C

(I −∆∂Ω)
s1
2 ≤ (I +N )s1 ≤ C(I −∆∂Ω)

s1
2

with C uniform in Ω ∈ Λ.

Furthermore, for s1 ∈ [−s, s− 1],

N−1 : Ḣs1(∂Ω) → Ḣs1+1(∂Ω), Ḣs1(∂Ω) = {f ∈ Hs1(∂Ω) |
∫

∂Ω
fdS = 0}
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is well defined and bounded uniformly in Ω. N−1 defined on ·H− 1
2 (∂Ω) induces the solvability of

the Lapalace equation with Neumann boundary data given in H− 1
2 (∂Ω).

To demonstrate that N behaves like differentiation, we give the following “product rule”. Given
functions f and g defined on ∂Ω. Since

fHgH −∆−1∆(fHgH) = H(fHgH|∂Ω) = H(fg) in Ω,

we obtain

(6.12) N (fg) = fN (g) + gN (f)− 2∇N∆−1(∇fH · ∇gH).

Since N is like differentiation, coordinate independent, and self-adjoint, appearing naturally in the
Euler’s equation, it is sometimes convenient to express the Sobolev norms on ∂Ω by N .

Relationship between N and ∆∂Ω. In addition to just the comparison between the norms
of ∆∂Ω and N , we will prove that N is simply equal to (−∆∂Ω)

1
2 plus lower order terms. This

improves the previous estimates and makes the estimates of some Sobolev norms using N more
convenient. From the identity

(6.13) ∆ψ = ∆∂Ωψ + κ∇Nψ +D2ψ(N,N) x ∈ ∂Ω

for any smooth function ψ on Ω. Recall that NH(x) and κH(x), x ∈ Ω, denote the harmonic
extension of the unit outward normal vector and the mean curvature of ∂Ω. Given smooth f :
∂Ω → R, at any x ∈ ∂Ω,

D2fH(N,N) =∇N∇NHfH −∇fH · ∇NNH

=∇N

(
H((∇NfH)|∂Ω) + (−∆)−1(−∆)(∇NHfH)

)
−N (N) · (N (f)N +∇>f)

=N 2(f)− 2∇N (−∆)−1(DNH ·D2fH)−N (N) · (N (f)N +∇>f)

which implies

(6.14) (−∆∂Ω −N 2)f = κN (f)− 2∇N (−∆)−1(DNH ·D2fH)−N (N) · (N (f)N +∇>f).

Proposition 6.6. 1) For s > n+3
2 , there exists C > 0 uniform in Ω ∈ Λ such that we have

|∆∂Ω +N 2|L(Hs′ (∂Ω),Hs′−1(∂Ω)) ≤ C, s′ ∈ [2− s, s− 1].

2) For s ∈ (n+1
2 , n+3

2 ) and s > 2, there exists C > 0 uniform in Ω ∈ Λ such that we have

|∆∂Ω +N 2|
L(Hs′ (∂Ω),Hs′−n+5

2 +s(∂Ω))
≤ C, s′ ∈ (2− s,

n+ 1
2

).

Proof. For s′ > n+5
2 − s, the above inequalities follow directly from (6.14) and the estimates on H

and N . Thus, by duality and interpolation, we only need to consider s′ = 1
2 or s′ = α

2 in each case,
respectively. Let f, g : ∂Ω → R be smooth and harmonically extend into Ω. Equality (6.14) yields∫

∂Ω
g(−∆∂Ω −N 2)fdS =

∫
∂Ω
κgN (f) + gN (N) · (N (f)N +∇>f)dS − 2

∫
Ω
DNH(∇gH) · ∇fHdx,

which is sufficient to establish the estimate. �

Corollary. The proposition implies the commutator estimates

(6.15) |[∆∂Ω,N ]|L((Hs′ (∂Ω),Hs′−2(∂Ω)) ≤ C, s′ ∈ [3− s, s− 1]

if s > n+3
2 and

(6.16) |[∆∂Ω,N ]|
L((Hs′ (∂Ω),Hs′−n+7

2 +s(∂Ω))
≤ C, s′ ∈ (3− s,

n+ 1
2

),

if s ∈ (n+1
2 , n+3

2 ) and s > 2.
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We need the following abstract result for a more careful estimate on N .

Proposition 6.7. Let X be a Hilbert space and A and B be (possibly unbounded) self-adjoint
positive operators on X so that A−1B and AB−1 are bounded. Suppose K = A2−B2 satisfies that
KB−α is bounded with α ∈ [0, 2), then (A−B)B1−α is bounded.

Proof. Let R = A−B. Calculating (B +R)2 = B2 +K, we obtain

−BR−RB = R2 −K,

which implies

d

dt
(e−BtRe−Bt) = e−Bt(R2 −K)e−Bt ≥ −e−BtKe−Bt ≥ −Ce−BtBαe−Bt.

Therefore,

R ≤ C1

∫ ∞

0
e−BtBαe−Btdt =

C1

2
Bα−1

Calculating A2 = (A−R)2 +K with a similar procedure, we obtain

R ≥ −C2

∫ ∞

0
e−AtAαe−Atdt = −C2

2
Aα−1.

Thus, the conclusion follows. �

From Proposition 6.6 and Proposition 6.7, we obtain

Theorem 6.1. There exist C > 0, which depends only on the set Λ such that if s > n+3
2

|(−∆∂Ω)
1
2 −N|L(Hs′ (∂Ω)) ≤ C, s′ ∈ [1− s, s− 1]

and if s > 2 and s ∈ (n+1
2 , n+3

2 ), for α = n+5
2 − s,

(6.17) |(−∆∂Ω)
1
2 −N|L(Hs′ (∂Ω),Hs′−α+1(∂Ω)) ≤ C, s′ ∈ (1− s,

n+ 1
2

).

Proof. We will give the proof for the second case only as the proof for the first proof is similar.
The estimate (6.17) follows directly from Proposition 6.6 and 6.7 for s′ ∈ (1 − s, n−1

2 ). To prove
the estimate for s′ ∈ [n−1

2 , n+1
2 ), we observe that s′ − 2 ∈ (1− s, n−1

2 ) and we have

|(I −∆∂Ω)−1((−∆∂Ω)
1
2 −N )(I −∆∂Ω)|

L(H
n+1

2 (∂Ω),H
n+1

2 −α+1(∂Ω))
≤ C.

Thus (6.17) follows from the commutator estimate (6.16). �

Decomposition of vector fields. We conclude this section by introducing the velocity field
decomposition. Given an L2 vector field u : Ω → Rn, it is standard to decompose it into the
divergence free part v ∈ L2 and the gradient part −∇p for p ∈ H1

0 (Ω). In fact,

(6.18) −∆p = ∇ · u v = u+∇p.

For any divergence free vector field v ∈ L2(Ω), the normal component on the boundary v⊥ , v ·N :
∂Ω → R in H− 1

2 (∂Ω) is defined as

< v⊥, ψ >=
∫

Ω
v · ∇ψHdx

for any ψ ∈ H
1
2 (∂Ω). By interpolation, for any s1 ∈ [0, s− 1

2 ],

(6.19) |v⊥|
Hs1−

1
2 (∂Ω)

≤ C|v|Hs1 (Ω),
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with C uniform in Ω ∈ Λ. This induces a decomposition of v into two divergence free parts, the
rotation part vr and the irrotational (or gradient) part vir, as follows

(6.20) vir = ∇HN−1v⊥, vr = v − vir.

It is easy to verify vr, vir ∈ L2(Ω) and

∇ · vr = ∇ · vir = 0, < vr, vir >= 0, v⊥r = 0.

If v is a divergence free velocity field, vr component is responsible of the internal rotation and vir

of the motion of the domain.

Notation

tr(A): the trace of an operator.
A∗: the adjoint operator of an operator.
A1 ·A2 = tr(A1(A2)∗), for two operators.
B(S, ε) = ∪x∈SB(x, ε): an ε-neighborhood of a set S.
D and ∂: differentiation with respect to spatial variables.
∇f : the gradient vector of a scalar function f .
∇X : the directional directive in the direction X.
⊥ and >: the normal and the tangential components of the relevant quantities.
Dt = ∂t + vi∂xi the material derivative along the particle path.
D>

t : the projection of Dt to the tangent space of ∂Ωt ⊂ Rn.
N(t, x): the outward unit normal vector of ∂Ωt at x ∈ ∂Ωt.
Π: the second fundamental form of ∂Ωt, Π(t, x)(w) = ∇wN ∈ Tx∂Ωt.
Π(X,Y ) = Π(X) · Y .
κ: the mean curvature of ∂Ωt, i.e. κ = trΠ.
fH = H(f): the harmonic extension of f on Ωt.
N (f) = ∇NH(f) : ∂Ω → R: the Dirichlet-Neumann operator.
X̄ = X ◦ u−1 the Lagrangian coordinates description of X.
D: the covariant differentiation on ∂Ωt ⊂ Rn.
Dw = ∇>w , for any x ∈ ∂Ωt w ∈ Tx∂Ωt.
R(X,Y ), X,Y ∈ Tx∂Ωt: the curvature tensor of ∂Ωt.
∆M , trD2: the Beltrami-Lapalace operator on a Riemannian manifold M.
∆−1: the inverse Laplacian with zero Dirichlet data.
Γ = {φ : Ωt → Rn ; volume preserving homeomorphism}
D̄ : the covariant derivative on Γ,
D : represent D̄ in Eulerian coordinates.
R̄: the curvature operator on Γ.
R: represent R̄ in Eulerian coordinates.
II: the second fundamental form of Γ ⊂ L2

IIu(w1, w2) = ∇⊥w1
w2, for any u ∈ Γ, w1, w2 ∈ TuΓ

pv,w = −∆−1tr(DvDw).
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