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ABSTRACT

In this tutorial, we take a fresh look at the problems posed by deep
submicron (DSM) geometries and re-open the investigation into how
DSM effects are most likely going to affect future design methodologies.
We describe a comprebensive approach to accurately characteriging the
device and interconnect characteristics of present and future process
generations. This approach results in the generation of a representative
Sstrawman technology that is used in conjunction with analytical models,
simulation tools, and empirical design data to obtain a realistic picture of
the future of circuit design. We then proceed to quantify the precise
impact of interconnect, including delay degradation due to noise, on high-
performance ASIC designs. Having determined the role of interconnect in
performance, we then reconsider the impact of future processes on ASIC
design methodology.
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1. Introduction

The magnitude of the difficulties associated with the plunge of
circuit design into deep submicron (DSM) process geometries has
been the source of much speculation. One particularly significant
impact has been the rise in the portion of critical path delay
attributable to interconnect. A number of independent sources have
made forecasts that in DSM geometries 80% or more of the delay of
critical paths will be directly linked to interconnect [1]. This forecast
has been further supported by the broad industrial experience of
significant problems in obtaining timing closure in current high-
performance integrated circuit (IC) designs. Based on the present
difficulties in IC design methodologies and predictions of increasing
migration of delay to interconnect, there is a sense in both industry
and academia that current synthesis and physical design
methodologies require a significant overhaul.
traditional design flows will no longer be viable for any size of
module, or block of gates.

Deep submicron effects, particularly interconnect, have thus been
billed as potential showstoppers to the continuation of Moore’s law.
Among the effects that are commonly mentioned are rising RC delay
of on-chip wiring, noise considerations such as crosstalk and delay
unpredictability, reliability concerns due to rising current densities
and oxide electric fields, and increasing power dissipation. Fach of
these issues has underlying physical explanations that shed insight
into its potential impact as CMOS processes continue to scale. We
address these issues and others in section 4.

Our goal in this paper is to get to the bottom of deep submicron
cffects and make an objective judgement of how they are likely to
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impact future design methodologies. We will present a strawman
view of future technologies that give what we believe is a realistic
and substantiated projection of the impact of DSM on IC design.
To achieve this we use simulation tools as well as analytical models,
in combination with actual design data, to obtain a comprehensive
view of the future of circuit design. We then aim to draw
conclusions that assess the ability of current CAD flows to survive in
the light of DSM cffects.

2. Current Methodology
2.1 Traditional ASIC flow

Figure 1 gives the implementation portion of a design flow used in
traditional application-specific integrated circuit (ASIC) designs. In
this flow, the design is described in a hardware-description language
(HDL) such as VHDL or Verilog. The fechnology library is the
database containing the data that models the pre-designed cells in
the underlying process technology for the logic synthesis and
physical design tools. User constraints are the mechanism by which
the user conveys constraints regarding the speed, area, and power of
the design. Logic synthesis transforms the HDI. description into a
graph in which each vertex represents a cell in the technology library,
and cach edge represents a wired connection between the cells. This
graph 1s called a wetlist. Logic synthesis optimizes the circuit
according to user constraints and ensures that design rules are met.
A survey of logic synthesis can be found in [2].

Physical design is the process by which the synthesized nethist 1s
transformed into a mask, which is used to fabricate a three-
dimensional integrated circuit.
technology library and user constraints ensures that the output of physical
design can be fabricated in the designated semiconductor process.
User constraints restrict the location of pads or signals, the area
resources available for implementation and the timing behavior.
Typical steps in this category are cell placement, global and detailed
routing, sizing and clock/power distribution. An excellent reference
for these physical design operations is [3]. In the ASIC flow
described in figure 1, the first half of the flow is the responsibility of
the design center while the second half is the responsibility of the
ASIC or semiconductor vendor.
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Figure 1. Traditional ASIC design flow



2.2 Problems with current flow

Let us now anticipate the effect of deep submicron technology on
the tools and flows. The design flow in figure 1 contains a
separation between the logic synthesis step and the physical design
step.  For designs with aggressive performance goals, we find that
several iterations between synthesis and physical design are required
to converge to a desired implementation. As a result, design teams
have begun to bring more of the backend design flow in-house and
the handoff to the semiconductor-vendor occurs only at the end.
This approach is shown in figure 2 and is known as the astomer-owned
tooling (COT) approach. Note that the differences between the flow
in figure 1 and that of figure 2 are more organizational than
technical.

2.2.1 Problems with logic synthesis

Durmg synthesis the capacitances and delays associated with final
wiring are unknown. Models of interconnect, known as wire-load
models, attempt to predict the amount of capacitance in a wire by
reducing it to a function of fanout and block size. In this approach a
single capacitance value is used for 4/ nets in a block with the same
tanout. Obviously, the capacitance values for nets in a block will
vary and so the wire-load model is necessarily only an approximation
of the actual future capacitance. When wire delay constitutes a small
percentage of the total critical path delay, errors in capacitance
estimation have little impact. However, if the capacitance values in
wires increase then wire-load models become increasingly inaccurate.
For this reason, precisely calibrating the increase in wire capacitance
in future processes is one of the primary aims of this study.

2.2.2° Problems with physical design

Placement and routing tools tend to use primitive models of circuit
delay. Often the timing constraints inherent in the synthesized
netlist are translated into a single static net prioritization. Place and
route tools attempt to honor this prioritization scheme, but because
they have only a primitive internal model of critical path delay, they
cannot be sure that they have in fact obeyed the initial timing
constraints. As delay migrates to interconnect, the possibility that
excess capacitance in routing violates a timing constraint increases. If
capacitance is increased due to cross-coupled capacitances in routing,
this is only likely to be discovered after the final layout is extracted.

2.2.3  Problems with the design flow

Problems with the design flows in figures 1 and 2 will be
understood by stepping through the flow. Initially the netlist from
synthesis is optimized by logic optimization using a wire-load model
as described above. The resulting netlist is passed on to placement
and routing tools. Place and route will attempt to realize the delay
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Figure 2. Today’s high petformance logical/physical flow

constraints in the netlist, but if the timing constraints are violated
during place and route it is unlikely to be discovered until extraction
is performed, new RC’s are extracted, delay models are generated,
and an accurate timing analysis is performed. Then the synthesized
netlist can be back-annotated with more accurate capacitances and
returned for another round of logic optimization. Unfortunately, if
the original capacitance estimates of logic optimization were very
inaccurate, then logic optimization, lacking good incremental
optimization capability, is likely to produce a netlist that bears little
resemblance to the original netlist. Placement, also operating with
limited incremental capability, will then produce a new placement
while routing produces a new set of routes and capacitances.
Therefore the chances that the design produced by the second
iteration through the flow realizes the timing constraints may not be
any better that the first.

Generally speaking, logic optimization, placement, and routing are
each inherently sensitive to changes in the input parameters. Modest
changes in input parameters (eg. wire capacitances or gates in the
netlist) can cause significant changes in the output. Two especially
important issues to calibrate in future processes is the amount of
wiring capacitance and the prevalence of delay degradation due to
noise. Therefore, the focus of this paper is to first accurately model
future processes, then evaluate the impact of future processes on
design characteristics such as noise and interconnect delay, and
finally evaluate the impact of these characteristics on future design
methodologies.

3. Our approach

A particular goal of this paper is to determine the size of a module
which can still be reliably designed in the methodology of figures 1
and 2 without significant attention to DSM effects. Iigure 3 shows
the approach employed in this paper. To begin, we develop a
strawman technology file that completely describes future process
generations for both device and interconnect characteristics.  To
supplement this process data, we have obtained design data from an
ASIC vendor for current 0.35 pm designs. From this data, we
extract important design characteristics such as average wirelengths,
average fan-outs, etc. Combining this empirical data with analytical
models, we propose a “shrink” process down to 0.05 pm.

To facilitate our analysis, we develop models of future designs, at
varying degrees of accuracy, that allow us to determine the
performance of future ASIC’s.  These models emphasize the
important issues of delay, noise, and power. Before introducing our
strawman technology we will first give a high-level overview of
device and interconnect issues in deep submicron.
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4. Device and Interconnect in DSM

In this section, we take an extensive look at the most significant
circuit-level issues arising from the scaling of CMOS beyond the
0.25 pm feature size.

4.1 MOSFET’s
4.1.1 Voltage scaling

While 5-volt power supplies were prevalent at feature sizes > 0.5
um, DSM processes are seeing a continual drop in Vpp. One key
reason for reducing voltages in scaled CMOS devices is that of
reliability.  For instance, gate oxides tend to break down if exposed
to electric fields in excess of 5 to 6 MV/cm [4]. Since oxide
thickness (Lox) is being scaled to increase current drive, the
maximum voltage on the gate (Vpp) must also be scaled to keep
clectric fields within reason. Another form of device reliability that
must be considered is the effect of hot electrons. When the electric
field in the channel is too high near the drain, clectrons may gain
enough energy to inject themselves into the gate oxide. This
accumulation of charge in the oxide results in shifts in V¢ and hence,
changes in the device’s I-V characteristics. By reducing the voltage
supply, both the channel and gate clectric fields will be
proportionately reduced for improved reliability.

The impact of reduced supply voltages on power is another
important reason why Vpp values are decreasing. Dynamic power
consumption is defined by Pyyn = aCVpp?f, where a is a switching
activity ratio, C is the switched capacitance, and f is the operating
frequency. The quadratic dependency on supply voltage makes the
reduction of Vpp a primary goal in power minimization. This issue
will be discussed more in the analysis section.
4.1.2° Drive current

Classical long-channel MOS theory states that device current in the
saturation mode of operation is proportional to the square of gate
drive (Vpp — Vi) and inversely proportional to channel length. At
ultra-short channel lengths most carriers travel at a maximum
saturated velocity, v, throughout the channel, which nearly
eliminates the impact of channel length on current. A new and more
accurate expression for this limiting case is as follows [4]: Igee = W
Vsar Cox (Vb — Vy).  I'rom this expression we can see the channel
length independence as well as the move from quadratic to linear
dependence on gate drive.  Since vy is a material constant
(approximately 8%106 cm/s for clectrons, 6.5%106 cm/s for holes),
we find that Iy (normalized to device width) will vary with (Vpp —
Vy) / Tox. With V, fixed at Vpp/4 (necessary to maintain sufficient
gate drive), we obtain Iy O Vpp / Tox  Since both of these
parameters are decreasing, DSM MOSFET’s are not expected to
provide enhanced drive current per unit width. This marks a new
regime for scaled CMOS devices, since up to the 0.35 pm process
generation additional current drive was obtained with each process
shrink. Data taken from published reports confirms this analysis of
saturation current in DSM CMOS devices [5-8]. Our own survey of
16 reported technologies shows both n- and p-channel devices to
achieve negligible increases in drive current from 0.25 to 0.09 um
Larawn-

4.2 Interconnect

Deep submicron interconnect effects present a variety of problems
to process engineers, circuit designers, and CAD tool developers.
This section presents an overview of these effects.

4.2.1 RC delay

The most commonly cited DSM interconnect problem is that of
rising RC wire delays. For instance, the RC delay of a 1 mm metal 1
line in 0.5 pm technologies was 15 ps while in 0.1 pm technology it
is 340 ps (without new materials). It can be cleatly seen that wiring

delay is capable of consuming the majority of the shrinking clock
cycle time in DSM designs. We now look at the reasons behind the
rapid increase in RC delay and possible methods of slowing this
trend.

Increasing line resistance is the main reason behind the increased
wiring delay in DSM. Resistance is inversely proportional to the
cross-sectional area of the wire. Due to the rising need for higher
densities on-chip, wiring pitches are dropping rapidly at about the
same rate as gate length. In an effort to keep resistance from
increasing too quickly, many processes are scaling line thickness (or
height) at a slower rate, which results in taller, thinner wires. For
instance, [1] predicts an increase in wiring aspect ratio (AR = height/
width) from 1.8 at 0.25 pm to 2.7 at 0.07 pm.

Besides the use of high AR lines, the other approach to reducing
resistance is the use of better conductors for on-chip interconnect.
Until recently, aluminum wires were used exclusively in back-end
processes. Recent literature [5,6] has demonstrated the use of
copper in sub-0.25 pm processes. The resistivity of copper
interconnect is approximately 30% smaller than that obtained using
aluminum wiring (2.2 pQ-cm vs. 3.2 uQ-cm).  Another key
advantage gained through the use of copper wiring is increased
resistance to clectromigration (EM) effects. Electromigration occurs
in metals when a large current density is being driven through the
line. Metal ions are physically moved down the wire by the large
current, resulting in opens in the line or shorts to neighboring wires.
It has been shown that scaling aluminum wires to the 0.18 pm
generation and beyond will cause severe restrictions in routing due
to EM [9]. Copper, however, has a much lower susceptibility to ion
transport from EM since it is a heavier metal. Results have shown
copper to have an EM lifetime that is 100 times longer than
aluminum wiring at the same current density [5].

Wiring capacitance is also increasing in scaled processes due to the
higher densities needed to route modern chips. For instance, line-to-
line spacing and insulator thickness are both shrinking, resulting in
an overall increase in line capacitance (this is true despite smaller
linewidths). Since the reduction of packing density is not an option
in DSM, the only way of reducing wiring capacitance is by using a
low-k dielectric instead of SiOz. SiO; has many natural advantages
that have made it the diclectric of choice in microclectronics.
However, its relative dielectric constant of 3.9-4.1 leaves room for
improvement by using advanced materials such as polyimides.
Significant research is ongoing in the area of low-k process
integration as preliminary work has suggested that gate delay and
power can be reduced by 39% and 47% respectively in a 0.25 pm
process with €=3.1 [10]. The ultimate goal in low-k dielectric
process integration is the use of xerogels, which are highly porous
materials with dielectric constants approaching that of air, €=1 [11].

4.2.2 Noise

As mentioned above, one of the methods to reduce resistance has
been to slowly scale line thickness, resulting in taller, thinner wires.
These high aspect ratio lines have a detrimental side effect in that
they result in a large amount of coupling capacitance. With an AR >
1, lines tend to have more parallel plate capacitance to neighboring
wires than to upper and lower wiring layers, which effectively serve
as ground planes. In addition, spacing between wires is shrinking
quickly in an attempt to maintain high packing densities, further
increasing  coupling  capacitance. As  evidence, line-to-line
capacitance between wires on the same level can be seen to make up
over 70% of the total wiring capacitance at lower levels even at 0.25
pum processes [12].

The impact of this rise in coupling capacitance can be seen in the
form of noise. In this paper, we will discuss two distinct forms of
noise in regard to DSM interconnect. — The first is delay
deterioration, which refers to the fact that total capacitance scen by a



gate is no longer a constant value [13,14]. Due to the rising
contribution of coupling capacitance to total load capacitance, the
Miller effect can have a large impact on actual delay times on a chip.
The Miller effect states that when both terminals of a capacitor are
switched simultancously, the effective capacitance between the
terminals is modified. For instance, if a wire A switches from 0 to
Vpp while an adjacent wire B switches from Vpp to 0, the effective
voltage swing between the 2 terminals is actually 2Vpp.  Since
Q=CV, the charge needed to switch wire A is now doubled with
respect to the case where wire B is static. Alternatively, this is seen
as a doubling of the “cffective” capacitance. Clearly the increase in
coupling capacitance is a potential timing hazard in that delay
becomes a function of neighboring signal activity, making static
timing analysis difficult.

The second form of noise we discuss in this paper is that of
crosstalk or signal integrity [12]. In this scenario, a static wire (called
the victim) is perturbed by switching activity on neighboring wires
(aggressors). In the worst-case, 2 aggressors switch in the same
direction simultancously, leading to an undesirable voltage spike on
the victim line due to capacitive coupling. This sort of noise can
cause false switching (especially in dynamic circuits) or voltage
overshoot effects, which may lead to enhanced device stress or
torward-biasing of p-n junctions. Crosstalk is highly sensitive to the
ratio of coupling capacitance to total capacitance, implying that
signal integrity will become a larger issue as interconnect dimensions
continue to scale.

5. Strawman Technology

Aiming to quantify the concerns raised in the previous section, we
now present substantiated projections of DSM  technology
parameters at both the device and interconnect level. Care is taken
to explain and justify these choices, and comparisons are drawn to
predictions in [1].

5.1 Device roadmap

Process | Tocll | Vas | Vi Ler
() @) ™ | ™ | (um
0.25 50 [40-50] 2.5 0.625 0.16
0.18 40 [30-40] 1.8 0.450 0.10
0.13 30 [20-30] 1.5 0.375 0.07
0.10 25 [15-20] 1.2 0.3 0.05
0.07 20 [<15] 0.9 0.225 0.035
0.05 15 [<10] 0.7 0.175 0.025

Table 1. Projected MOSFET characteristics in DSM

Table 1 presents the most important features of our strawman
technology for DSM CMOS devices. Our gate oxide thickness
projections are generally higher than those found in [1]. Due to
oxide reliability requirements, one should keep the clectric field in
the oxide below 5-6 MV/cm [4]. The aggressive numbers found in
the roadmap exceed this benchmark, especially at 0.13 pm and
beyond. In addition, oxides thinner than 20 A raise serious concerns
about leakage due to direct tunneling through such an extremely thin
layer [15]. These concerns are not likely to be resolved by the
0.13/0.1 pm generations as anticipated in [1]. Therefore, we predict
oxides that are free from tunnecling problems until the 0.07 um
technology node. Finally, T« values below 10 A are extremely
optimistic; this thickness represents only a few atomic layers of SiO.
We predict oxides to “bottom out” around 15-17 A due to leakage
and fabrication issucs.

Regarding voltage scaling, we select the high-performance Vpp
values from [1], rather than the low-power scenario. Also, V; is set
at Vpp/4 to provide sufficient current drive to keep performance
climbing [4]. Beyond 0.1 pum, such small V¢s may yield high
amounts of leakage current. In this case, several approaches may be
taken. A dual-V; process utilizes two different threshold voltages
within the same design. Low V. devices are used where speed is
essential while the bulk of devices (e.g. 90%) have a higher V; to
keep overall leakage current small [16]. A second approach would be
to use circuit techniques to raise the V; in idle circuit blocks. This
approach is similar to standby or sleep modes in current
microprocessors where the clock is disabled in low-activity regions in
order to reduce dynamic power consumption [17]. However, sleep
modes do not climinate static power and further work will be needed
in this area.

Finally, effective gate length is extrapolated from current trends
and also based on published reports of DSM devices. As can be
seen from the table, channel overlap length AL (= Lgeawn — Lef) and
Tox are scaling similarly so that overlap capacitance will be roughly
constant with scaling.  From baseline 0.35 pm processes, we
extrapolate the device capacitance parameters based on physical
relationships, such as Cjunction 1 (Naw)”.  Combined with the
characteristics described in table 1, BSIM3 models have been
developed to model DSM devices [18]. Default parameters are used
except for Tox, Vi, mobility, and capacitances. Resulting I-V curves
yield good fit (within 20% in linear region, 10% in saturation) with
measured results from 0.15 pm devices (T'ox = 40 A). Simulated
values of Iy for 0.25 to 0.1 pm processes show excellent correlation

with published data.

5.2 Interconnect roadmap

Process 0.25 0.18 0.13 0.1 0.07 0.05
(Hm)
Thickness 0.5 0.46 0.34 0.26 0.2 0.14
(Hm)
Width / 0.3 0.23 0.17 0.13 0.1 0.07
Space (um)
Sheet

Resistance | 9044 | 0.048 | 0.065 | 0.085 | 011 | 0.16
©@/o)

Tins (Mm) 0.65 0.5 0.36 0.32 0.27 0.21
Dielectric 3.3 2.7 2.3 2.0 1.8 1.5
Constant

Table 2. Interconnect characteristics for metals 1 and 2

Thickness | Width/Space Sheet Resistance Tins
(um) (um) (Q/o) (um)
2.5 2.0 0.009 14

Table 3. Top metal layer parameters for all generations

Tables 2 and 3 highlight key parameters from our interconnect
roadmap. Table 2 presents dimensions for the lower 2 levels of
metal for each process. Our interconnect hierarchy consists of
several pairs of identical metal layers that fall under the categories of
local, intermediate, and global wiring. The number of metal layers
increases from 6 at 0.25 pm to 9 at 0.05 pm for enhanced
connectivity. The first two levels of metal are used exclusively for
routing local signals between gates within a larger block of gates (e.g.
50K). In these instances, the wirelength is typically short and the
first concern is that of wiring density. Therefore, we predict a



continuing drop in lower-level wiring pitch. This will not only
provide additional local routing capability but will also allow for
smaller standard cell sizes as [19,20] have shown cell size to be set by
contacted wiring pitch.

The second concern at this level is noise. Due to the shrinking
pitches, larger coupling capacitances lead to enhanced noise. In
order to limit noise, we recommend the use of “flat” wiring where
the aspect ratio is capped at 2 [12]. Compared to predictions in [1],
an AR of 2 will yield 30% smaller coupling capacitance at 0.07 um
than AR = 2.7. 'The use of thinner wires in the “flat” approach can
be seen as a tradeoff between noise and resistance, where the lower
resistivity of copper is taken advantage of in order to limit
capacitances. This approach has been used in early copper designs
to limit capacitance and is especially beneficial at lower levels where
device resistance tends to be much larger than wire resistance (due to
short wirelengths) [16]. An additional point in noise reduction is the
scaling of insulator thickness, Tins. In order to prevent coupling
capacitance from becoming an even larger portion of total wiring
capacitance Tins needs to be scaled appropriately. Also, by reducing
Tins vias with reasonable AR’s can be used, allowing for casier
fabrication and lower resistance.

Copper is used for all sheet resistance calculations, with a
resistance of 2.2 HQ-cm. The reduction of dielectric constant with
scaling reflects the significant work being done on low-k materials to
replace SiOz as the insulator of choice in ULSI [21].  The
implementation of low-k diclectrics into processes represents a
significant step in realizing very high performance designs. Smaller
interconnect capacitances result in lower power dissipation as well as
smaller delay times, making low-k dielectrics a more beneficial
process advance than copper wiring. Our projections for low-k
dielectrics are fairly conservative in comparison to [1], especially
beyond 0.13 pm.

Table 3 shows projections for global interconnect throughout
scaling. In contrast to lower level metals, where average wirelengths
scale down due to shrinking gate sizes, global wires must actually
become longer.  For this reason, we sclect a large cross-section
global wirce that maintains a constant resistance of 44 Q/cm. This
low resistance value will allow for unattenuated distribution of power
grids, clocks, global busses, and other important signals on the top
layers of metal. The approach follows the concept of “fat” wires
suggested in [22]. Transmission line characteristics will need to be
well-modeled and controlled in this scheme, as time-of-flight delay
will be an important issue [23].

Intermediate metal layers not included in tables 2 and 3 provide
inter-modular routing and offer minimum pitches and thicknesses
between those previously presented. For instance, metals 3 and 4
have a minimum pitch that is approximately double that of metals 1
and 2.

6. Design Data

To supplement the analytical models and simulation tools to be
used in the analysis section, we obtained detailed design data from
modern ASIC’s. Empirical design data was compiled for thirteen
0.35 pum ASIC designs from Symbios Corporation. Average
wirelengths in the designs vary somewhat but tend to be in the range
of 200 to 300 pm. Average fan-out is consistently between 2.2 and
3. Designs regularly incorporated large macro blocks in addition to
standard cells. The percentage of standard-cell logic area to total
chip area ranged from 30-95% but logic area typically encompassed
about 70% of the chip. Data was also obtained showing average
wirelength for each fan-out in each design. This data is used in
section 7 to create a critical path model for future ASIC’s.

7. Analysis

In this section, we develop models for various performance
metrics (delay, noise, power) and apply them to DSM ASIC’s to
determine the size of a module which can be designed using the flow
in figures 1 and 2.

7.1 Delay
7.1.1  Defining gate/ interconnect delay

One of the primary goals in our analysis of DSM trends is to
determine the impact of interconnect in 0.1 pm technology. To
assist in doing this, we propose a well-defined method of assessing
gate delay vs. interconnect delay. Typically for a given process, gate
delay (tga) is determined using an unloaded (FO = 1, no significant
wiring load) ring oscillator made up of inverters. This is an clegant
way to determine tg as it is independent of device sizing since
increasing device width contributes equally to larger drive current
and load capacitance.

We propose a modified version of the ring oscillator concept to
determine gate and interconnect delay. First, 2-input NAND gates
replace inverters since they better represent on-chip logic gates. One
of the inputs in these gates 1s tied to Vpp, resulting in worst-case
low-to-high delays. Next, the fan-out of the gates is varied from 1 to
4 (fan-outs greater than 4 are not of practical interest). At this point,
gate delay is found for each fan-out individually. Finally, minimum-
pitch interconnect of length L., is added between each stage.
Average wirelength is a function of fan-out and is varied accordingly,
using empirical design data as a reference. At this point, a stage
delay (tsmge) is found for a given technology with fan-out ranging
from 1 to 4. Interconnect delay, tyie, 18 defined as the difference
between the stage delay and intrinsic gate delay. The basic approach
is shown schematically in figure 4.

Sizing of gates with interconnect loading becomes non-trivial as
extremely large devices could be used to make tyire negligible.
Likewise, the use of minimum-sized gates would yield a misleading
depiction of interconnect delay. Since this is not practical due to
arca and power considerations, we define an optimal driver size.
The optimal size is defined by a W/L ratio such that an increase in
W/L of 1 does not yield a 2% drop in stage delay. This criterion
was chosen to most closely approximate the knee of the delay vs.
device sizing plot obtained when sweeping W/1L.

7.1.2 Analytical approach

In this section, we discuss the first of two different approaches to
the delay analysis. A first-order analytical model is presented to
observe general delay trends in future ASIC’s. A full-scale
simulation approach that employs accurate device models and
distributed interconnect effects is described in the following section.

To the first-order, delay of a MOSFET is governed by a simple
relationship between capacitance, voltage, and current: Tg = CV/21LL
To study the scaling of delay through process generations, we
employ this expression by approximating the trends of each of the
variables involved. Several approximations are made and will be
discussed in turn.

Figure 4. Determination of gate/interconnect delay involves 2-
input NAND ring oscillators and average wirelengths



Our goal is to determine the maximum size of a block that could
be reliably designed using current design flows without encountering
significant DSM effects. After experimentation we arrive at a block
size of approximately 50,000 gates although other block sizes will be
discussed. In a block of this size, wirelengths are typically small and
line resistance is much less than the effective resistance of the
MOSFET drivers.  Therefore, we ignore the impact of wire
resistance in these calculations. We consider a single gate with a
fixed fan-out in 2 processes, with a scaling factor of S. By scaling
both channel length and width by S, we get a quadratic reduction in
module area assuming that wiring pitch is also reduced by S [19,20].
We assume that average wirelength is a fixed fraction of the module
side length so that L,y scales by S. Since Iy is relatively constant in
DSM processes, a reduction in channel width of S results in a
proportional reduction in Iy

Voltage swing, as discussed above, is also shrinking due to power
and reliability concerns. From table 1, we estimate the scaling factor
for Vpp as 0.75. Finally, we assume that the load capacitance is
made up of two components, interconnect and fan-out gate
capacitance. Interconnect capacitance, Cyie, 18 found by multiplying
the average wirelength by the capacitance per unit length. From 2-D
simulations that incorporate low-k diclectrics (table 2), we find the
capacitance per unit length to be dropping by about 15% per
generation, or a scaling factor of 0.85 [24]. Gate capacitance can be
evaluated by estimating that Toy is shrinking by 0.8X per generation
(from table 1). We set interconnect capacitance to be twice as large
as the fan-out capacitance based on 0.25 pm calculations (FO=2).
Note that we are neglecting device junction and overlap capacitances
in this analysis.

Normalizing CV/2I to 1 for the original process, the shrunken
process yields a CV/2I value of 0.65. This represents a stage delay
improvement of 35% from one generation to the next despite the
smaller current drive. Translating to clock frequencies, these results
predict a 54% increase for a generic process shrink. This analysis
brings up several important points. First, it seems possible to
maintain rising performance levels while scaling channel widths even
in the era of velocity saturation. Second, the voltage and current
components of CV/2I cancel cach other to some extent, leaving the
bulk of the delay improvement to reduction of load capacitance.
This is important because it highlights the most vital issues in DSM.
In order to keep on pace with performance projections, wirelengths
need to be reduced, low-k dielectrics need to be introduced, and
device capacitances need to drop. These are among the most
important factors contributing to faster designs.

Table 4 shows detailed results from this first-order analysis using
actual scaling numbers taken from our strawman technology. Gate
capacitance is determined using W/I, = 20 and a fan-out of 2. As
mentioned in the previous discussion, the sharp decrease in load
capacitance (Cgue + Cyire) compensates for a slow rise in Vpp/Tas to
yield overall speed improvements. A comparison is made to gate
delay predictions in [25], which uses 3-input NAND’s and several

Process Coate Cyire Vop/lasa | Frequency | [25]
(im) | FO=2
0.25 1 1 1 1 1
0.18 0.56 0.626 1.03 1.61 1.61
0.13 0.38 0.373 1.22 2.18 2.23
0.1 0.25 0.225 14 3.07 3
0.07 0.153 0.141 15 4.61 4.31
0.05 0.104 0.082 1.67 6.73 (5.77) 5.75

Table 4. First-order analysis results for delay scaling. 0.05 im
value in () is adjusted to match Vpp with [25].

empirical factors to account for device resistance and the use of
dynamic logic. Our simple analysis gives very similar results
regarding the scaling trends of gate delay in DSM.

7.1.3  Simulation approach

The previous approach is useful in determining trends and
important parameters in delay scaling. However, it makes several
assumptions that we will now remove. For example, the analysis
ignored the impact of global wires in clock cycle determination.
Since designs are getting larger, global wires become longer, which
means that they will necessarily take up an increasing portion of the
clock cycle. In addition, wiring resistance was ignored due to the
assumption that device resistance dominated. Also, only the gate
oxide component of device capacitance was treated. In this section,
we will look more closely at the factors involved in determining
ASIC performance using simulation tools.

We begin by characterizing a small ASIC library for each process
(0.25 through 0.1 pm) consisting of 2-input NAND’s with varying
fan-outs. As mentioned earlier, BSIM3 device models are used in
simulations.  According to the procedure outlined in 7.1.1 we
determine tgye, optimal device sizing (W,=W, in 2-input NAND’s),
and tyie.  After finding optimal device sizes at the 0.25 pum
generation, we use this W/IL ratio for all subsequent processes to
allow for better comparisons.

Figure 5 shows plots resulting from device sizing optimization for
0.25 and 0.1 um with a fan-out of 2. It can be seen that while the
gate delay is constant throughout, the total stage delay decreases
appreciably when increasing device sizes. In the limit, infinitely large
devices will not even notice the presence of a relatively short wire,
yielding a stage delay essentially equal to to. We find that the
optimal device size is around W/T. = 20. At this size, interconnect
represents 39 and 26% of the total delay at 0.25 and 0.1 pm
respectively. The fact that interconnect delay is actually decreasing is
somewhat surprising. The primary reasons behind this conclusion
are the presence of shorter average wires and new materials.

0.25 pm, L=230 um, FO=2

1804 = 4180
\ —=— Stage
1607 . --e--- Gate 7160
140+ \. A Wire 4 140
w120 ~— 4120
o —~—
< 100] *. —— . J100
© A
o 804 s 480
a L LY — L .
60 Cea 460
.
40 bt .. 440
20 4 12
00— T T — 0
10 20 30 40
Device Size (*L_.)
W, ,=2.5um min
(@)
0.1 ym,L =80 pm, FO =2
704 .\\ —=—Stage 170
---e--- Gate
60 \_ ° 460
- A Wire
—.
I 50 '--.\.\ 450
=N ]
%‘ 407 [ P Y e ® 140
g 304 fa 130
20+ Tiaa 120
A,
10 L A o q10
0 T T T — 0
1{) 20 30 40
W =1pum Device Size (*L,,;.)

(b)
Figute 5. (a) Device size determination for 0.25 pm, FO = 2
(b) Same plot for 0.1 um illustrates drop in interconnect delay



Previous studies reporting rises in interconnect delay have tended
to focus on a fixed line length. Due to shrinking gate pitches, local
wirclengths are expected to shrink with process scaling.  As
demonstrated in table 4 we forecast a decrease in average wiring
capacitance by a factor of 12 from 0.25 to 0.05 pm due to shorter
lines and low-k dielectrics. This point underlies our conclusion that
interconnect delay will not dominate within 50K gate modules of
tuture designs.

However, the scaling down of wirelength does not hold at the
global level. In contrast, these signals must necessarily get longer in
order to ensure connectivity in larger chips. Due to the use of
functional clustering (keeping modules that need to communicate
often near one another), extremely long global wires (I. = chip edge
length) can be minimized and excluded from critical paths. Recent
study has suggested that typical global wires might be closer to half
the chip edge length [26]. We use this as an approximate starting
point for a global wire in 0.25 pm (I. = 1 cm) and scale it up by 15%
for each process shrink. Simulation results show that at a constant
buffer width (fixed Igue), delay decreases from process to process
mainly due to the drop in voltage swing. Low-k dielectrics cancel
out the 15% expected increase in wirelength so that delay varies
roughly with Vpp according to CV/2L

A comparison between the approaches in 7.1.2 and 7.1.3 is
deferred until the impact of noise on delay can be considered. We
will also extend our model from the delay of a single stage to the
delay of an entire critical path.

7.2 Noise

The impact of noise on system performance was described in
section 4.2.2. In this part of the analysis, we modify the results of
section 7.1.3 to include delay deterioration effects and also discuss
the impact of crosstalk noise on DSM designs. The general result of
delay deterioration is increased stage delays due to higher effective
capacitance and larger power dissipation due to bigger drivers. Also,
the portion of total delay attributable to interconnect is increased.
Signal integrity is viewed as a reliability problem. It places limitations
on the routability of signals on lower-level, minimum-pitch wiring.
Increasing wiring pitch to accommodate crosstalk reduces layout
densities, which can be a problem in wire-limited designs.

7.2.1  Critical path

We begin by creating a generic critical path model that will allow
us to track ASIC clock frequencies through scaling. From empirical
design data, we have determined that in 0.35 pm ASIC designs a
critical path typically consists of about 14 stages. While we use a 2-
input NAND as the gate type for cach stage, we allow for different
fan-out conditions, which are determined from fan-out distributions
of the design data. Our model is broken down into blocks of 8, 3, 2,
and 1 stages with fan-outs of 1, 2, 3, and 4 respectively. In addition,
we include a global wire routed on the top metal layer, which is
buffered to reduce delay. Delay deterioration effects are not
considered on the global wire and a fixed buffer size is assumed
throughout scaling. Finally, 10% timing overhead is allotted for the
critical path due to clock skew, process variation (both device and
interconnect), and other phenomenon. This modeled critical path
closely reflects the characteristics of a typical path in a design.

7.2.2 Results

The noise analysis uses worst-case neighboring wire switching
activity to determine new delay values. The worst-case occurs when
two adjacent wires simultancously switch in the opposite direction as
the victim line. Since there is no wiring component to teye, the in-

2-input NAND, FO =2, W/L =23
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Figure 6. Evolution of stage delay relative to a fixed gate delay
with and without noise considerations

trinsic gate delay will remain the same. However, as anticipated the
larger effective interconnect capacitance due to Miller effect results
in larger tyire values. Results are shown in figure 6, which illustrates
the relationship between gate delay and stage delay for various
processes. Clearly the presence of delay deterioration increases the
portion of total delay attributable to interconnect. However, we still
foresee a drop in the ratio of interconnect delay to total delay even
considering noise effects. For example, considering noise effects tyiee
comprises 55% of the total delay at 0.25 pum but only 39% at 0.1 pm.
These values are far from the 80% forecasts commonly reported and
reflect the impact of shrinking average wirelengths on a chip.

In general, delay deterioration yields approximately an 80%
increase in tyie. This number corresponds very closely with the
contribution of coupling capacitance to total line capacitance, which
is about 75% throughout scaling. To compensate for the larger
cffective capacitance the optimal driver size is increased. These
larger devices contribute to enhanced power dissipation and may
also reduce layout density if drivers are made large enough. For a
fixed optimal device size of W/L = 23, we incorporate the new delay
numbers into the critical path model to determine expected ASIC
clock frequencies in DSM.  Global wire delay is taken from
simulations with a 2-stage buffering system and a fixed stage width
of 100 pm. Results are presented in table 5 and demonstrate similar
trends as [1] with a 100-150 MHz performance increase. Isolating
the logic delay component of the critical path, we compare its
evolution normalized to 0.25 pm with results from table 4. We find
that the inverse of logic delay scales as 1.5, 1.94, and 2.63 here
compared to the analytical results of 1.61, 2.18, and 3.07. 'The
discrepancies are due mainly to the inclusion of junction and overlap
capacitances as well as delay deterioration effects. Nonetheless, the
first-order analysis of section 7.1.2 yields qualitatively correct results
that are within 10 to 15% of the more rigorous approach of this
section.

Process | Logic | Buffer Clock Frequency NTRS
(um) Delay | Delay Skew/ (MHz) Frequency
(ps) (Ps) Process (MHz)
Variation
(Ps)
0.25 1975 205 242 413 300
0.18 1320 150 163 612 500
0.13 1035 120 128 780 700
0.10 750 110 96 1045 900

Table 5. ASIC petformance predictions including delay
detetioration effects




7.2.3 Crosstalk

Crosstalk noise, or signal integrity, can be considered a reliability
issue. Problems that can be caused by crosstalk include functional
errors due to false switching and enhanced device stress when
bootstrapping occurs (Vgs > Vpp). Crosstalk is of the utmost
concern when using dynamic logic families such as domino [27]. As
a reliability problem, the most straightforward way to deal with signal
integrity is the generation of accurate design rules. For instance,
bounds maybe set on the amount of tolerable crosstalk noise (e.g.
20% of Vpp). From this constraint, analytical models [28] can be
used to define a critical line length for different metal layers and
driver scenarios. This parameter, Lnoisc, is then compared to Lielyy,
which is defined as the maximum line length that can be used on a
given metal layer before buffering becomes beneficial [29]. We have
found that for typical driver conditions, crosstalk is a more severe
restriction on routing in lower level metals than delay (i.e. Lngise <
Lielay). In addition, Lycise 1s also typically smaller than the dimensions
of a 50K gate module within which it is desirable to connect the
majority of gates with metals 1 and 2. The conclusions of this
discussion are that noise can be a limiting factor in routing at the
lower metal layers, which may lead to a loss in routing density due to
possible increases in pitch, shielding wires, or the need to route in
higher layers.

7.3 Power
7.3.1  Importance of power

Low-power designs, especially microprocessors, have received a
large amount of attention recently as portable and wireless
applications gain marketshare. Also, even in the highest
performance designs power has become an issue since the extremely
high frequencies being attained (close to 1 GHz) can easily lead to
power dissipation in the many tens of watts. Dissipation of this
amount of power requires heat sinks, resulting in higher costs and
potential reliability problems. In this section, we discuss the reasons
why power has become a significant issue and describe the 3 types of
power consumption and how they can be expected to scale with
CMOS processes.

In high-performance ASIC’s there are three main reasons why
power dissipation is rising. First, the presence of larger numbers of
devices and wires integrated on a larger chip results in an overall
increase in the total capacitance found on a design. Second, the
drive for higher performance leads to increasing clock frequencies
and dynamic power is directly proportional to the rate of charging
capacitances (in other words, the clock frequency). Finally, the use
of scaled voltages to improve reliability, decrease delay, and
ironically, drop power consumption, leads to an increase in leakage
current. While decreasing supply voltages does result in significant
power savings overall, the static, or standby, current increases which
can be detrimental to low-activity designs that require very little
standby power consumption. An excellent overview of power issues
in CMOS ULSI circuits is given in [30] along with a discussion of
power modeling techniques in [31].

7.3.2 Dynamic power

Dynamic power consumption occurs as a result of charging
capacitive loads at the output of gates. These capacitive loads are in
the form of wiring capacitance, junction capacitance, and the input
(gate) capacitance of fan-out gates. The expression for dynamic
power was given previously and trends for several of the variables
Switching activity is a difficult
parameter to estimate although it can frequently be approximated in
the 0.1 to 0.2 range with reasonable accuracy.

In order to determine the impact of CMOS scaling on dynamic
power consumption, we develop a simplified model of a 50K gate
module which may exist in future ASIC’s. Given such information

have already been discussed.
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Figure 7. Evolution of dynamic power density with scaling

as packing density (devices/cm?), wiring pitches, average device size
(taken from section 7.2.2), and routing density (metal occupancy), we
calculate the dynamic power density through process scaling. We do
this by first estimating the size of a module, then calculating the
interconnect and device components of the total capacitance. Figure
7 summarizes the results and shows that power density is not
increasing appreciably despite the rise in clock frequency. This
analysis implies that dynamic power dissipation will increase
approximately proportionally to the chip arca. It should be noted
that power dissipation in the clock network, off-chip drivers, and
memory blocks are excluded from this analysis of a simple standard
cell module.

7.3.3 Static power

The dominance of CMOS in modern circuit design is due in large
part to its lack of static power consumption. This perceived benefit
is becoming less true as voltages are scaled in order to limit dynamic
power. Ideally, when the gate voltage of a MOSFET is below V;
there is negligible conduction. However, a small amount of leakage
current flows at these conditions due to the inability of the gate to
completely turn off the conducting channel. A good approximation
of the amount of static current is given by (I' = 50° C) [4]:

_V[

HA | W« 10%mV
am ®

It is scen that leakage current is an ecxponential function of
threshold voltage. The need for scaling V, to maintain current drive
has been discussed and results in a marked rise in leakage current as

I static = 10

we move into DSM. Leakage currents in the range of nA/pm
become serious when considering the large integration levels in
ULSI.  Static power consumption is given by Psuic = Isic VbD.
Table 6 calculates the leakage power density for a 50K gate module.
There is a 2500X increase from 0.25 to 0.1 pm, demonstrating that
leakage power is becoming a larger component of total power
consumption which should not be ignored. The rapid rise in Pgugic
calls for the use of multiple-V; processes or novel circuit techniques
to limit standby power consumption. Finally, the exponential
relationship between static power and V; is important since variation
in V¢ can be significant. Devices exhibiting Vs at the lower tolerance

Process | Vbp Vi Waevice Istatic Block Pstatic
(Hm) ™) ™) (Hm) (A / area (mW/
blocky | (mm?) | mm?)

0.25 2.5 0.625 5.75 3.03 2.5 0.003
0.18 1.8 0.450 4.1 151.8 1.43 0.191
0.13 15 0.375 3 677.3 0.83 1.22
0.1 1.2 0.3 2.3 3198 0.5 7.67

Table 6. Scaling of static power consumption within a 50K gate
module



limit of a process will exhibit considerably more leakage current than
a nominal device. In the same manner, static current is strongly
dependent on  temperature, with high operating temperatures
resulting in  significantly worsened MOSFET  subthreshold
characteristics. Poor control of cither Vi or operating temperature
may lead to wild fluctuations in static power consumption.

7.3.4  Short-circutt power

The final component of power dissipation is short-circuit power.
Finite rise and fall times at the input of gates means that both the
pull-up and pull-down networks of a CMOS gate are conducting
simultancously for a short period of time. During this time, current
is flowing between Vpp and ground, resulting in short-circuit power
dissipation.  Rescarch in this arca has demonstrated that well-
designed circuits exhibit short-circuit power that is less than 20% of
the dynamic component, with 5 to 10% a more typical value [32].
Well-designed circuits strive to maintain reasonable input and output
rise times so that short-circuit current cannot flow for an appreciable
amount of time. In summary, short-circuit power dissipation is a
manageable portion of the total power budget and can be
approximated as 10% of the dynamic power consumption.

8. Summary and Methodological Implication
Ultimately we are concerned with the impact of DSM effects on
future design methodologies. Our results indicate that interconnect
delay will be small (<25%) in blocks of 50K gates and will remain
reasonable (<40%) even when pessimistic noise considerations are
introduced. These results presume that Znes are adeguately driven to
compensate for capacitive loads and noise effects. Thus, design flows shown
in figures 1 and 2 may be used in blocks of 50K gates if they can
ensure accurate timing and noise analysis and sufficient cell sizing. It
appears that blocks of 100K gates will also be manageable although
power dissipation penalties will begin to be significant at that point.
Beyond 100K gates, size of these blocks is limited by several factors
dealing with interconnect. For instance, by making modules too
large wirelengths increase due to connectivity requirements within
the block. Longer wires translate to larger devices to drive the wires,
sacrificing arca and power. As a result we envision that future
integrated circuits will be implemented hierarchically with large
macro-blocks of approximately 50K to 100K gates. Significant
functionality, such as a 32-bit microprocessor, can be implemented
in such a block. In designs with 107 logic gates, this translates into a
well-defined layout with 100 to 200 modules in the core area.

9. Future Work

Parts of this work form the basis for the new Berkeley Advanced
Chip Performance Calculator (BACPAC).  This system-level
performance model improves upon previous work in [22,33] by
incorporating enhanced analytical models for delay, noise, power,
and area while also addressing the rising system-on-a-chip hierarchy
of future ASIC’s and microprocessors. The model is available at:
http:/ /www-device.cecs.berkeley.edu/ ~dennis/ BACPAC
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