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Abstract

Early research on the cyanobacterial clock focused on characterizing the

genes that are needed to keep, entrain, and convey time within the cell.

As the scope of assays used in molecular genetics expanded to capture

systems-level properties (i.e. RNA-seq, ChIP-seq, metabolomics, high-

throughput screening of genetic variants), so did our understanding of

how the clock fits within and influences a broader cellular context. Here

we review the work that has established a global perspective of the clock

with a focus on: (1) an emerging network-centric view of clock architec-

ture, (2) mechanistic insights on how temporal and environmental cues

are transmitted and integrated within this network, (3) the systematic

alteration of gene expression and cellular metabolism by the clock, and

(4) insights on the evolution of temporal control in cyanobacteria.
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1. Introduction

1.1. The Simplest Circadian Clock

Circadian control over biological processes is pervasive among eukaryotes and cyanobac-

teria, suggesting a strong evolutionary advantage for anticipating regular fluctuations in

the environment (63, 61, 10). This advantage has been experimentally demonstrated in

cyanobacteria, where cultures that have the same circadian period as external light sources

out-compete cultures with periods that differ (61, 19). In eukaryotes, several mechanisms for

timekeeping have been elucidated (63, 67). While the components of these clocks vary be-

tween species, all of the eukaryotic systems are thought to fundamentally keep time through

interlocking transcription / translation feedback loops, suggesting a common evolved net-

work motif (63). The cyanobacterial clock is unique in its architecture, in that transcrip-

tional feedback is not essential for the maintenance of time (85, 59). Nonetheless, the

cyanobacterial timing system still exhibits the fundamental properties or persistence, en-

trainment, and temperature compensation established for eukaryotic circadian clocks (13),

making it a valuable and simpler system to study circadian rhythms.

The majority of work on the cyanobacterial clock has been in Synechococcus elongatus

PCC 7942 (S. elongatus), which has several key properties including: a simple cellular

structure and genome size (2.7Mb, about 2700 genes) which reduces the complexity of

genetic interactions; natural competence enabling systematic genetic manipulation (72, 26);

and a powerful luciferase-based reporter system that can be utilized to quantify circadian

rhythms from hundreds to thousands of genomic variants concurrently (44, 42, 52, 74).

These properties and the standardization of high-throughput molecular assays that capture

systems-level attributes (i.e. RNA-seq, ChIP-seq, metabolomics) make it possible to not

only study the mechanism of the clock, but determine how it fits within and influences a

broader cellular context.
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1.2. Components of the Cyanobacterial Clock

Several reviews on the molecular mechanism of the S. elongatus clock have been published

(53, 35, 15). We will not go into the level of detail previously covered, but will briefly

summarize key components of the clock for reference. As previously mentioned, circadian

rhythms in S. elongatus can be quantified using a luciferase-based reporter assay, where

either the bacterial or firefly luciferase gene is placed under control of a circadian regulated

promoter, and its expression is measured over time as changes in bioluminescence (44). To

identify the genes that compose and influence the clock, random chemical and transposon

mutagenesis screens were performed on reporter strains and mutants with altered circadian

rhythms were selected and characterized (45, 26, 38, 71, 37). After extensive screening, only

19 genes have been shown to reliably alter circadian rhythms when knocked-out or over-

expressed (Table 1), suggesting that the circadian phenotype is determined by a relatively

small number of genes, and is fairly robust to genomic perturbations.

The core circadian oscillator in S. elongatus is encoded by three neighboring genes,

kaiA, kaiB, and kaiC, two of which are expressed on a single message as kaiBC (29). Their

products were identified as parts of the clock early on, as inactivation of any of them abol-

ishes rhythms. KaiC is an autokinase, autophosphatase, and ATPase; in complex with

KaiA and KaiB, KaiC displays a daily rhythm of phosphorylation at residues Ser431 and

Thr432 (60, 95, 69). KaiA stimulates KaiC autophosphorylation and KaiB opposes KaiA’s

stimulatory activity leading to KaiC dephosphorylation (90). The 24-h KaiC phosphory-

lation pattern can be reconstituted in vitro by merely combining the three Kai proteins

and ATP, suggesting that the phosphorylation cycle is the fundamental timekeeping mech-

anism in cyanobacteria (59). However, the low ATPase activity of KaiC, about 10-30 ATP

hydrolyzed per monomer per day, also oscillates in a circadian manner, is intrinsically

temperature-compensated, and determines circadian period length, suggestive of a time-

keeping role that may be separable from the cycle of KaiC’s phosphorylation state (84).

KaiC phosphorylation
states: KaiC cycles
through four
possibilities of
Ser431 and Thr432
phosphorylation: ST
(none), SpT
(Thr-phos), pSpT
(both), pST
(Ser-phos).

Synchronization of the oscillator to the external environment is mediated in large part

by CikA (circadian input kinase A) and KaiA, both of which have been shown to indirectly

sense light through the redox state of the pool of plastoquinone: a co-factor whose status

varies with photosynthetic activity (32, 94, 40). The binding of oxidized quinones by KaiA

causes it to aggregate, leading to a decrease in KaiC’s autophosphorylation efficiency (94).

How the binding of quinone by CikA impacts entrainment has not been as thoroughly

investigated, but CikA has been shown to modify the phosphorylation state of KaiC, and

is less stable when bound to quinone (32). The clearest evidence for CikA’s involvement

in entrainment is the failure of cikA-null strains to reset the clock after a 5-h dark pulse,

a potent resetting signal in WT cells (71). Alterations to the ATP / ADP ratio (which,

like cellular redox state, varies with photosynthetic activity) also affect entrainment. Phase

resetting in the in vitro oscillator can be achieved simply by altering this ratio, presumably

by directly affecting the autophosphorylation efficiency of KaiC (68).

Entrainment and light sensitivity defects have been observed in ldpA-, pex-, and prkE-

null strains, but the roles of these genes in the clock are not well established. LdpA (light

dependent period A) copurifies with CikA and KaiA, and like those proteins also binds

a redox-active cofactor, suggesting that it is involved in entrainment by a photosynthesis-

sensing mechanism (31). This idea is supported by the circadian phenotype observed in

ldpA-null strains, in which the period is 1 hour shorter and does not vary with light intensity,

as does circadian period in WT (37). Knockouts of either pex (period extender) or prkE

(phase resetting kinase E) result in an altered phase response of the clock after a dark pulse
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(78, 51). The Pex protein contains a DNA-binding domain, and binds the kaiA promoter in

vitro (1). The resetting defect in a pex-null background may be explained by a misregulation

of kaiA gene expression. It is unclear through what mechanism PrkE functions, but it may

be mediated through CikA, as they were shown to interact in a yeast two-hybrid assay (51).

Temporal information from the cyanobacterial oscillator is transmitted to downstream

genes via the histidine protein kinase SasA (Synechococcus adaptive sensor A), whose au-

tophosphorylation is stimulated by interaction with KaiC (33, 79). Phosphorylated SasA

in turn transfers a phosphoryl group to RpaA (regulator of phycobilisome association A)

(21, 2), a transcription factor that directly regulates the expression of approximately 100

genes, as determined by ChIP-seq (55). Moreover, RpaA indirectly regulates the expression

of nearly all genes in the genome as shown by the complete loss of rhythms of S. elongatus

transcripts in an rpaA-null strain as determined by RNA-seq (55). Disruption of sasA also

results in severely damped gene expression rhythms (33, 79). Surprisingly, the phosphory-

lation state of RpaA, and subsequently its activity, have been shown to be dependent on

CikA, which was primarily thought to be involved in entrainment (21). Furthermore, the

transcription factor RpaB appears to influence the RpaA phosphorylation state (16), and

binds to DNA binding sites that overlap those of RpaA, perhaps occluding its binding to

promoters including that of kaiBC (22, 55). As RpaA is emerging as the integration point of

circadian and environmental input into the regulation of gene expression (16), much of this

review will focus on its mechanism of phosphorylation, and global impact on transcription

and metabolism.

Additional genes influence the circadian control of gene expression, but their mechanisms

are not well characterized (Table 1). LabA (low amplitude and bright) and the product

of a paralogous gene, LalA (labA-like A), have both been shown to affect the amplitude

of rhythms (81, 82), presumably through altering the redox state of the cell via FMNH

metabolism (82); however, no direct association between these proteins and the known

clock components has been observed. CpmA (circadian phase modifier A) was identified

as affecting phasic expression of the kaiA, psbAI and psbAII promoters (38). Deletions

of cpmA are characterized by a severe growth phenotype, suggesting that the lack of the

cpmA gene product may disrupt general cellular metabolism.

2. A Network-Centric View of the Clock

The dominant representation of the clock has been as a linear architecture that consists of

(1) an input pathway that reacts to cellular and environmental cues and entrains (2) the core

oscillator, which subsequently controls cellular transcription through (3) an output pathway

(53) (Figure 1A). Recent findings have begun to dissolve this construct, and suggest that

the clock is better represented as a highly connected network of proteins where input and

output are dependent upon overlapping interactions (73). To illustrate the high degree of

connectivity between components, we list the binding partners for all clock genes in Table

1 and schematically show the known network of clock gene products in Figure 1B.

2.1. Dissolving the construct of separable input and output pathways

The first evidence of a highly integrated clock network came when CikA, traditionally

thought of as an input protein, was found to be important for clock output, showing that

the same protein could be involved in both processes. The prevailing understanding of clock

4



output and RpaA-mediated transcriptional control operated under the linear paradigm that

KaiC stimulates phosphorylation of SasA, which phosphorylates and activates RpaA, which

regulates the expression of the majority of genes in the genome. This concept changed when

Gutu and O’Shea characterized the circadian phosphorylation profile of RpaA in vitro and

in vivo (21). Here, they recapitulated findings that phosphorylation of RpaA by SasA in

vitro is enhanced in the presence of KaiC (33). More significantly, they demonstrated that

CikA acts as a phosphatase on RpaA in vitro, and this activity is highly stimulated in

the presence of KaiBC. Through examination of phosphomimetic alleles that “lock” KaiC

into a specific phosphorylation state, the authors concluded that the pSpT-phosphostate

of KaiC stimulates SasA phosphorylation, whereas the pST-KaiC-KaiB complex stimulates

dephosphorylation of RpaA by CikA, supporting a simple model of circadian RpaA acti-

vation wherein SasA and CikA exert opposing effects to produce an oscillation of RpaA

phosphorylation. This study alone illustrates the dependence of output on multiple, coor-

dinated interactions: CikA with RpaA, SasA with RpaA, CikA with KaiB and KaiC, SasA

with KaiC.

While several genes have been identified that influence entrainment, the details of clock

input are not as well understood. To better characterize what genetic interactions are

important to both input and output, and how sensitive the network is to alterations in

these interactions, we performed a second-site suppressor mutagenesis screen on a cikA-null

strain (73). As a cikA deletion mutant exhibits defects in both clock output and entrain-

ment (2.5-h decrease in period, low amplitude oscillations, lack of resetting ability after a

dark pulse (71)), we sought to identify mutations that could rescue either (73). We re-

covered two independent, single-nucleotide mutations in sasA (traditionally only attributed

to clock output) that restored normal rhythms and, surprisingly, also the ability to reset

circadian phase after a 5-h dark pulse in a cikA-null background. These properties were

maintained even when the kaiBC promoter was removed from SasA-RpaA control, suggest-

ing that suppression of cikA-null phenotypes was not simply explained by an attenuation

of the transcription-translation feedback loop. This result showed that clock entrainment

is sensitive to alterations in the biochemical properties of the clock output protein SasA,

and conceptually, further connected input and output.

The strongest evidence that input and output are linked comes from KaiA/ KaiB/

KaiC / SasA cooperative binding studies (86, 7). KaiB and SasA compete for binding on

a region of KaiC termed the B-loop (86). As previously mentioned, KaiB binding to KaiC

stimulates KaiC dephosphorylation, and SasA binding leads to SasA autophosphorylation

and subsequently the activation of RpaA. Tseng et al. showed that KaiB - KaiC binding is

stimulated by KaiA, which leads to a subsequent decrease in SasA - KaiC binding through

competitive inhibition (86). This result shows how an altered interaction between an input

sensing protein (KaiA) and other proteins in the network could indirectly alter output

dynamics. We expect that this effect is reciprocated in the sasA mutants identified in

the second-site suppressor screen mentioned above. The phase resetting input may have

been rescued in a cikA-null background by altering the dynamics of the KaiB and SasA

competition with KaiC, and subsequently the interactions of KaiA with the oscillator.

Chang et al. elucidated the nature of this competition with the extraordinary discovery

that KaiB is a metamorphic protein that switches between two structural conformations (7).

Although the sequence similarity between KaiB and the N-terminal domain of SasA has long

been recognized (33), crystal structures showed that KaiB adopts a unique fold (the ground

state, gs-KaiB) distinct from the thioredoxin-like fold of SasA (25, 17, 34). Chang and
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colleagues determined via NMR spectroscopy that KaiB also has a structural conformation

identical to the N-terminal fold of SasA, termed the fold-switch state (fs-KaiB), which can

be stabilized with a single point mutation. When KaiB is locked into the fs-KaiB state,

it has a competitive binding advantage for KaiC over SasA, which results in a decrease in

SasA kinase activity and an increase in CikA phosphatase activity as measured by RpaA

phosphorylation levels (7). The slow transition of gs-KaiB to the fs-KaiB state introduces a

time delay that allows KaiA-activated KaiC phosphorylation to mature before KaiB binds

and induces KaiC dephosphorylation by sequestering KaiA. These findings reveal KaiB as

a key link between the oscillator and the CikA/SasA/RpaA output system, and implicate

KaiB as a potential post-translational point of feedback from the output apparatus on the

clock.

Observations that entrainment and resetting ability, traditionally defined as a function of

the input pathway, are influenced by alterations in input, output, and the Kai oscillator itself

demonstrate the high degree of interconnection between clock components and the temporal

modulation of circadian phase, and point to intermolecular interaction kinetics as a defining

feature of circadian clock activity. However, transcriptional feedback of clock output on

the expression levels of the kai genes also affects phase setting and clock robustness. As

previously mentioned, time is kept in eukaryotic systems through interlocking transcription

/ translation feedback loops (TTFL) (63), but this mechanism was expected to be less

important in cyanobacteria because a solely post-translational oscillator (PTO) is sufficient

to keep time in vitro (59). Indeed, evidence suggests that the TTFL in S. elongatus is not

essential for timekeeping by the Kai PTO, but negative feedback from the Kai oscillator

maintains Kai proteins at levels necessary for robust oscillations and phase stability (5).

Hosokawa et al. proposed that the TTFL modulates the KaiC:KaiA ratio such that the

PTO is characterized by lower amplitude and shorter period at subjective dawn (28). This

attenuated state of the PTO, when the ratio of KaiC to KaiA is at trough level, is more

sensitive to dark-induced phase resetting than the state present at subjective dusk, when

the relative level of KaiC peaks. The TTFL is also required for maintaining phase synchrony

in a dividing population; circadian oscillations in a growing culture of cells harboring only

a PTO rapidly lose synchrony of oscillations (83). Thus, although transcriptional feedback

regulation is not an essential determinant of clock network function, it appears to play an

important supportive role in preserving clock properties in the cellular context.

2.2. Temporal Output through an RpaA hub

The discovery that SasA and CikA have antagonistic roles in RpaA phosphorylation pre-

sented a significantly clarified model of circadian output; however, other data paint a more

complex picture. RpaA phosphorylation and transcriptional rhythms persist in the absence

of CikA, implying that RpaA dephosphorylation can occur through additional mechanisms,

possibly via autophosphatase activity or that of SasA. Furthermore, a substantial portion

of cellular RpaA is continuously phosphorylated in the absence of KaiC in vivo, suggesting

that the dephosphorylation of RpaA, and subsequent decrease in its transcriptional activ-

ity, is more dependent on signals from the Kai oscillator than is RpaA activation (6). This

view is in contrast to the dominant output model that the oscillator induces transcriptional

activation rather than repression. Intriguingly, cells that express a KaiC variant unable

to undergo phosphorylation cycling, poised at the stage where we now realize KaiB and

SasA compete for KaiC binding, still exhibited transcriptional rhythms of gene expression,
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albeit with a 48-h rather than 24-h period (87). Nakahira et al. showed that there is a

global down-regulation of gene expression when kaiC is over-expressed (58), supporting this

paradigm shift. However, Ito et al. showed that only genes whose expression peaks at dusk

are repressed by kaiC over-expression, while dawn-peaking genes are up-regulated (30). Xu

et al. tested the effects of kaiA over-expression, which leads to KaiC hyper-phosphorylation,

and found the reciprocal global expression changes to those seen when kaiC levels are in-

creased: dusk genes are up-regulated, dawn genes are down-regulated (96). Given these

new results, they proposed a “yin-yang” regulation model of gene expression, wherein the

opposing states of transcriptional regulation are dependent on two different states of the

oscillator. Mechanistically, however, it was still not clear what constitutes the “active” state

of the oscillator that transduces temporal information to downstream elements, and if this

signal is activating or repressive.
CLASS 1
PROMOTER: Peak
expression level is at
dusk.

CLASS 2
PROMOTER: Peak
expression level is at
dawn.

Paddock et al. sought to define the specific signaling state(s) of the oscillator by mea-

suring reporter gene expression in strains that carry KaiC mimics of each of the four KaiC

phosphorylation states (ST, SpT, pSpT, and pST), and comparing these values to those in

strains lacking KaiC. They defined this metric as Kai-complex output activity (KOA) (62).

Surprisingly, only one phosphomimetic of KaiC shows significantly altered gene expression

levels relative to a kaiC-null mutant (i.e. has a high KOA). In strains lacking the oscillator,

expression from the canonical class 1 (dusk-peaking) promoter kaiBC is locked at the peak

level of WT oscillations, whereas expression from the class 2 promoter purF (dawn-peaking)

is locked at the trough. Expression of phophomimetics of the ST, SpT, and pSpT states all

preserved this pattern typical of no KaiC. However, the KaiC-ET variant (mimicking the

pST state) locked class 1 promoter activity low and class 2 activity high, a reversal of the

clockless pattern. In WT, high KOA coincides with early subjective dawn, at the trough

of class 1 promoter expression and peak of class 2 promoter expression. At this time the

pST state is the most prevalent phosphoform of KaiC. Maximal KOA was observed only

in the presence of KaiB, further supportive of the idea that the output activity of KaiC

arises from interactions with a broader network of players. These results were recapitulated

by a simple mathematical model wherein P-RpaA represses KOA at dusk, with peak KOA

coinciding with the peak of class 2 promoter activity at dawn. A simplified model of Kai

output activity is shown in Figure 2A. It should be noted that all phosphoforms of KaiC

are detectable during circadian cycles in WT in vivo, suggesting that the increases and

decreases in the pST state account for the sine waves of expression from class 1 and class 2

genes.

Kai-complex Output
Activity (KOA): The
difference in gene
expression between a
clockless state and
one where KaiC is
locked in a given
phosphostate.

This elegant study demonstrated that the output signal from the oscillator is indeed

negative for the majority of genes, occurs at subjective dawn (coinciding with the pST state

of KaiC), and represses the default high expression of class 1 genes while simultaneously

activating default low-expressing class 2 genes. Furthermore, this work hints at the role

of other players in the output pathway. An increase in KOA was detected from the purF

promoter even when RpaA was absent, and although P-RpaA tracks reliably in antiphase

with peak KOA levels in WT, the phosphorylation state of RpaA did not correlate with

the changes in gene expression that were observed using KaiC phosphomimetics. These

results are indicative of the presence of a KaiC-dependent, RpaA-independent mechanism

that affects gene expression. Nonetheless, locking the clock at peak KOA correlates with

rpaA-null phenotypes of glycogen degradation and growth impairment during light:dark

(LD) cycles (9), illustrating that a high Kai output value has cellular effects similar to the

removal of RpaA activity (Figure 2B,C).
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2.3. The Balance of Power: Integrating the Clock and Environmental Cues in
Cellular Processes

Although there is a clear advantage for the cell to be able to anticipate regular external

fluctuations (such as diel changes in light and temperature) (61), it also needs to be able

to respond to unpredictable environmental changes. How the cell integrates information

from both the clock and the environment to control the expression levels of genes has been

an important, outstanding question in the field. Increasing evidence suggests that this

integration occurs through the complex dynamics of RpaA and the related transcription

factor RpaB.

Two-component signaling pathways, comprising a histidine kinase and a cognate re-

sponse regulator protein, are key to cellular signaling in bacteria (75). Phosphotransfer

from the environmental-sensing histidine kinase to an Asp residue on the receiver domain

of the response regulator (RR) activates or represses binding of the RR to regulatory nu-

cleotide sequences on the chromosome. In cyanobacteria, the NblS-RpaB two-component

system, which is essential for viability, is the most widely conserved and most prominent

player in the global transcriptional regulation of stress responses. In addition to its roles in

heat, cold, salt, and osmotic stress (56), RpaB has also been implicated in control of reg-

ulatory targets affecting cell size and morphology (57), suggesting that, like RpaA, RpaB

controls a wide range of genes. Furthermore, the initial identification of RpaA and RpaB

as regulators of energy transfer from the light-harvesting phycobiliproteins (2) adds to the

breadth of roles that these RRs play in cellular physiology.

RpaB has been shown to specifically recognize the HLR1 (high-light response) DNA-

binding site (23). Using chromatin immunoprecipitation (ChIP), Hanaoka et al. showed

that RpaB binding to HLR1 is dependent on light intensity, such that it binds and represses

transcription under normal conditions (low light), and dissociates and allows transcription

under high light (23). Exploring the dynamics of RpaB further, Moronta-Barrios and

colleagues revealed that exposure to high light stress induces dephosphorylation of RpaB

(56). RpaB phosphorylation cycles only in LD conditions, indicating that the RpaB cycle

is driven by environmental cues rather than the circadian clock. However, evidence for

intersection with the clock system arose in a study of regulatory interactions, which demon-

strated phosphotransfer in vitro from SasA to both RpaA and RpaB, as well as another

response regulator, SrrA, related to the NblS/RpaB pathway (39). This finding raised the

possibility of cross-talk between the SasA-RpaA clock output system and RpaB, which was

subsequently solidified by Espinosa et al. (16). They showed that overexpression of the

N-terminal receiver domain of RpaB alone substantially decreases the RpaA phosphory-

lation ratio, and alters the periods of both class 1 and class 2 reporters, showing a clear

dependency between these two systems. Moreover, the pattern of LD-driven P-RpaB is

altered when KaiC is absent and there is no clock.

The intersection of RpaB with the SasA/RpaA clock output system is not restricted to

modulations of RpaA phosphorylation levels. RpaB has also been shown to bind regulatory

elements that overlap RpaA binding sites in several promoters including kaiBC and purF

(16). The competition between RpaA and RpaB for binding at these promoters elucidates

the transcriptional mechanism of negative output regulation at the kaiBC locus and is

likely responsible for the RpaA-independent repression of purF observed in Paddock et al.

(62). In this manner, RpaB integrates environmental information into clock output while

not directly perturbing the oscillator itself. Whole-genome ChIP analysis of RpaB should

uncover the extent to which RpaA and RpaB share binding targets and lend additional
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insight into the interconnections between these pathways. It is likely that other connections

will be uncovered that link environmental signaling pathways to the core circadian regulon

as the broader cellular network is studied further.

3. How the Clock Fits within a Broader Cellular Context

While significant advances have been made in our understanding of the maintenance and

transference of temporal information in S. elongatus, the physiological and metabolic rele-

vance of a functional clock has been largely unexplored. It is clear that control of the clock

over cellular processes is extensive, but which processes and to what degree are still open

questions. Initial insights can be gleaned from temporal transcriptomics data, a global char-

acterization of RpaA binding by ChIP-seq, and new work that examines circadian rhythms

in metabolism. Here, we discuss these experiments and their implications.

3.1. Global Transcriptional Control

Initial microarray and luciferase reporter studies revealed that the majority of S. elonga-

tus genes exhibit circadian fluctuations in their expression levels (48, 30), and that these

changes are highly correlated to rhythmic changes in the super-helical density of the chro-

mosome (93, 88). While these findings point to a possible global regulatory mechanism

of the clock through the systematic alteration of chromosome topology, they do not re-

veal the underlying process by which the clock achieves it. Work by Takai et al. showed

that, as expected, global transcriptional control is RpaA-mediated, as the inactivation of

RpaA eliminates circadian oscillations from a wide range of promoter-driven biolumines-

cence reporters, and total bioluminescence decreases significantly at promoters controlling

dusk-peaking circadian genes (79). However, it was not clear from this work whether RpaA

directly regulates the expression of all genes, or acts indirectly through the regulation of

other transcription factors or genome compaction rhythms.

Significant insight was gained when Markson et al. characterized the global gene ex-

pression profile of an rpaA-null strain as well as the genomic binding sites of RpaA as

measured by ChIP-seq (55). Their data showed that RpaA binds to only about 110 loci

in the genome, and the expression levels of only 84 genes are modulated by 2-fold or more

in an rpaA-null mutant. Genes in RpaA’s direct regulon include four sigma factors and

two transcription factors, which presumably in turn control the rhythmic expression of the

majority of cycling genes in the genome. Interestingly, they observed that the deletion of

rpaA arrests the global transcription profile in a dawn-like expression state (Figure 3A).

That is, genes down-regulated in the mutant are highly enriched in transcripts that peak

at dusk, while up-regulated genes are highly enriched in transcripts that peak at dawn.

These data support the previously described claim that RpaA-mediated regulation can be

either positive or negative (62). Given that 69 of the 84 genes that change more than 2-

fold were down-regulated, RpaA appears to be important to drive the expression of many

dusk-peaking transcripts. This conclusion is supported by the finding that expressing a

constitutively active form of RpaA (RpaA D53E) in an rpaA-null background leads to a

rapid shift from a dawn-like to a dusk-like expression state (Figure 3A) (55).

Global gene expression profiling has been done for other cyanobacterial species. Like

in S. elongatus, the majority of genes in Prochlorococcus exhibit circadian fluctuations in

expression levels when cells are grown in an LD cycle (99). However, less than 10% of
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ELIMINATING RHYTHMS WHILE KEEPING THE CLOCK

It has become clear that distinct “clockless” mutants are not uniform but exhibit a spectrum of global

attributes. Deletions of kaiA, kaiB, or kaiC individually render cellular processes arrhythmic, but each

results in distinct global transcriptional profiles, and in the case of kaiB -null strains, a severe cell division

defect resulting in hyper-elongated cells. A deletion of rpaA, while causing arrhythmic transcription, has

severe pleiotropic consequences on cell growth and metabolic regulation. The recent identification of a

transposon insertion strain, crm1, that lacks rhythms of both transcription and KaiC phosphorylation, yet

has WT levels of RpaA, provides a background that may be preferred for studies in which an arrhythmic

strain is desired that retains a complete circadian clock and whose transcription profile is not as lop-sided

as an rpaA-null strain (6). The transposon insertion is located immediately upstream of the rpaA gene in a

short ORF encoding a 62-residue polypeptide, dubbed crm for circadian rhythmicity modulator. Expression

from the kaiBC promoter is locked at the WT trough level and is complemented by ectopic expression of

the crm ORF. Unlike an rpaA deletion mutant, the crm1-null strain does not exhibit a growth defect in LD

cycles.

Synechocystis PCC6803 transcripts cycle in LD as determined by microarrays, and like

RpaA’s direct targets in S. elongatus, these cycling transcripts are mostly dusk-peaking

(46). Perhaps the primary role of the clock in cyanobacteria is to temporally modulate

the expression of genes that function in the dark through repression and de-repression of

RpaA activity. The expansion of clock control over additional cellular processes in species

like S. elongatus and Prochlorococcus may have emerged through the absorption of global

transcriptional regulators into the RpaA regulon.

3.2. Global Metabolic Control

Extensive research has been performed on the metabolism of cyanobacteria, and both phys-

iological and biochemical observations indicate that diverse metabolic processes display

persistent 24-h rhythms in the absence of external stimuli; these processes include peroxire-

doxin oxidation/reduction, oxygen evolution, and biosynthesis and degradation of glycogen

(14, 98, 64). Unfortunately, how the clock controls metabolic processes is still poorly under-

stood, as few studies have provided a genetic link between metabolic observations and clock

output, and most experiments have been conducted in non-physiological conditions (con-

stant light: LL). Glycogen metabolism is one of the few metabolic systems where rhythmic

activity has been genetically linked to the clock and studied in both LL and LD contexts.

Furthermore, the regulation of glycogen metabolism by the clock is conserved in higher

eukaryotes; the mammalian clock has been shown to regulate liver glycogen synthesis (11),

and glycogen metabolism is known to cycle with sleep cycles in mammals and flies (66).

GLYCOGEN: The
primary carbon
storage polymer in
cyanobacteria.

It has been known for some time that glycogen in cyanobacteria accumulates during the

day and degrades during the night under LD growth (76). Recent work shows that the cir-

cadian clock directly influences the orchestration of glycogen and other carbon metabolism

when cells are grown under both LL and LD conditions (9, 64). Glycogen content in S.

elongatus grown under LL oscillates with 24-h rhythmicity, and this rhythm is lost in a kaiC -

null mutant that lacks a functional oscillator (64). However, when glycogen was tracked
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for 72 h under LD growth conditions, accumulation oscillated in both WT and kaiC -null

strains, showing that environmental light cycles can drive metabolic oscillations even in the

absence of the clock. Nonetheless, the accumulation of glycogen during the day period in

the kaiC -null strain occurred earlier, was significantly more rapid, and resulted in an over-

all higher glycogen content than in WT (9). Thus, while environmental cycles can drive

rhythms, there is a significant input from the circadian clock as to how these rhythms are

modulated. Metabolomics measurements revealed that the kaiC -null mutant significantly

over-accumulates primary carbon metabolites in the Oxidative Pentose Phosphate Pathway

(OPPP) and glycolysis, such as fructose-6-phosphate, in the morning hours of an LD cycle

(9). Several genes in the OPPP are direct RpaA targets (Figure 3B), and two of the most

strongly down-regulated genes identified in rpaA-null strains are zwf and gnd, which code

for enzymes that catalyze the two NADPH-producing steps of the OPPP (55, 41). The

enzyme encoded by zwf, glucose-6-phosphate dehydrogenase, is also the rate-limiting step

for entry of carbon into the OPPP, and the control of zwf strongly influences flux through

the pathway (97). The detection of increased OPPP activity in kaiC -null strains also sup-

ports the hypothesis that the KaiABC complex acts as a repressor on SasA/RpaA-mediated

output, specifically during the day period (62). Without repressive output from the clock,

RpaA is free to be active during the day and activates genes of the OPPP, resulting in

an increased concentration of primary carbon metabolites. Unfortunately, the metabolic

consequence of OPPP activation is less clear, as a separate set of metabolites were detected

as highly depressed in kaiC -null strains, but their identities are unknown (9).

Although kaiC -null strains grow normally under LD conditions, rpaA- and sasA-null

strains do not (79) (Figure 2C). Understanding why rpaA and sasA mutants die in LD

may elucidate what types of cellular processes are important for survival under diel con-

ditions. Indeed, RpaA’s control over the Oxidative Pentose Phosphate Pathway (OPPP)

and glycogen degradation may be linked to the LD sensitivity of rpaA (and to a lesser

extent, sasA) mutants. The OPPP shares several enzymes with the Calvin Cycle, and the

balance between these two pathways is strictly controlled by the allosteric regulation of

these enzymes and a small protein, CP12, which is found in all plants and cyanobacteria

(18, 80). When active, CP12 sequesters the key Calvin Cycle enzyme phosphoribulokinase,

which slows the activity of this pathway (18). Maintaining a strict balance between the

OPPP and the Calvin Cycle in cyanobacteria is important because of their shared enzy-

matic steps (36). The shift towards the OPPP during evening hours allows it to become

the primary source of NADPH from degradation of stored glycogen when photosynthesis

is inactive (97). Interestingly, it has also been shown that the deletion of either zwf or

gnd genes in cyanobacteria result in a decrease of viability under LD growth conditions

(70, 12). Additionally, rpaA mutants have attenuated glycogen degradation at night, and

only degrade about half of their stored glycogen reserves over a 12 h period in the dark (9).

Glycogen degradation exhibits a similar phenotype in KaiC-pST phosphomimetic strains

where the clock is locked at maximum KOA, reinforcing the observation that KaiC-pST

represses RpaA activity (Figure 2B). Experiments have also shown that an inability to store

or degrade glycogen leads to loss of viability specifically under LD growth (20). However,

it is unclear if additional metabolic pathways are controlled by RpaA, and are important

for viability at night, and why OPPP activity is important for nighttime viability.

Studies to elucidate the metabolic properties affected by circadian rhythms highlight

both the unique metabolic pathways used by photosynthetic organisms, and the lack of

good mass spectral compound libraries for cyanobacteria. Efforts should be made to collect
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mass spectra of compounds that are relevant to this specific class of organisms, as these data

will significantly improve metabolic engineering and modeling efforts. While much work on

the control of metabolism by the clock remains to be done, a picture is forming that places

the circadian oscillator as important for repression of SasA-RpaA output activity during

the day, and active RpaA output as important for night-time metabolic processes. Future

work should focus on both the biological relevance of temporally separating these classes of

metabolic pathways.

4. New Perspectives on Clock Evolution

4.1. Phenotypic Resiliency of a Flexible Network

There is an interesting distinction between clock conservation in eukaryotes and prokaryotes.

In eukaryotes, all characterized clocks have the same network architecture of an interlocking

transcription and translation feedback loop, but are highly variable in the proteins used to

build these loops (63). In cyanobacteria, all clocks pull from the same set of proteins to

keep time, but use them in different configurations. The diversity of prokaryotic clock

architectures, as inferred from bioinformatic analysis, mirrors the range of genome sizes,

environmental niches, and cellular physiologies found in cyanobacteria. While S. elongatus

kaiC and kaiB homologs are found in almost all cyanobacterial species for which a genome

sequence is available, not all S. elongatus clock genes, including the core oscillator gene

kaiA, are present (4). The absence of these genes in a given species does not necessarily

signify the absence of a functional clock. Synechococcus WH7803 does not have a cikA

homolog, but shows clear circadian rhythms of cell division that persists for four days in

constant light (77). Prochlorococcus lacks homologs of two key S. elongatus clock genes,

kaiA and cikA, but still shows diel rhythms of expression for 80% of the genes in the genome

(99). However, these rhythms do not persist in constant light conditions, suggesting that

Prochlorococcus keeps time via an “hourglass” mechanism that is reset each diel cycle (27).

This simplified clock may be sufficient in Prochlorococcus species that are very specialized for

static environmental niches (3). Conversely, some rhythmic genera, including Synechocystis

and Anabaena, harbor multiple copies of the kaiB and kaiC genes, but it is unclear if

these paralogs are involved in running a clock (89). This wide range of clock configurations

suggests a high degree of flexibility in the gene network that underlies circadian rhythms in

cyanobacteria. By flexibility, we mean that interaction parameters within the network can

easily evolve to accommodate alterations to the network (loss or gain) and still maintain

a selected phenotypic output. This flexibility was experimentally demonstrated in the

cikA suppressor mutagenesis screen described above, where the phenotypic consequences

of a cikA knockout (2.5-h decrease in period, entrainment defects) could be rescued by a

single mutation in sasA (73). We expect that this flexibility is a property of the highly

interconnected gene network, as the loss or mutation of one gene can be compensated for

by altering the dynamics of overlapping interactions and functions of other genes within

the network.

Whatever mechanism enables the network to be resilient to the loss of core clock genes

may also enable the apparent general robustness of the circadian phenotype to genomic

perturbations. This robustness is implied by the fact that only 19 genes have been found

to have significant effects on the circadian phenotype after extensive screening of random

and targeted mutants (Table 1). It should be noted, however, that these screens were

generally done on whole gene knockouts in constant light, and a broader range of genes
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KAI GENES IN NON-CYANOBACTERIAL SPECIES

There are many putative homologs of the kai genes present in prokaryotes outside the cyanobacteria.

Archaea lack homologs of kaiA and kaiB but possess several kaiC -like genes; the cir genes from the halophilic

Archaeon Haloferax volcanii are rhythmically expressed in LD conditions (54). Legionella pneumophila

harbors kaiBC homologs that may function in stress response (49). As yet, no non-cyanobacterial prokaryote

has a confirmed bona fide circadian clock that fulfills the criteria observed in eukaryotes, but as functional

studies penetrate the rapidly expanding wealth of genomic data, the future promises to yield fascinating

insights into the roles of clock-like genes in non-circadian cellular processes.

that influence phenotype may emerge under different screening conditions. If we assume

that disruptive genetic mutations correlate to altered cellular and metabolic states, the

rarity of such mutations would suggest that the clock is insensitive to many physiological

perturbations. This physiological robustness is further supported by the persistence of the

clock in dividing cells: S. elongatus doubling time can be as short as 5-6 h (43). That is

not to say that the clock is operating in a vacuum within the cell, as it is clearly sensitive

to changes in cellular redox state (as detected by the oxidation state of the plastoquinone

pool (40)), and energy abundance (as detected by changes in ATP/ADP ratio (68)), as

previously described.

4.2. Models for How the Clock Improves Cellular Fitness

The ubiquity of circadian rhythms in eukaryotes and cyanobacteria suggests that there is a

clear fitness advantage for anticipating regular fluctuations in the environment. This benefit

has been demonstrated in S. elongatus where cells containing normally functioning clocks

quickly outcompete arrhythmic mutants when co-cultured in LD cycles (61). Interestingly,

this advantage is lost in constant light conditions, and rhythmic cells actually show a de-

crease in fitness relative to arrhythmic ones. This finding suggests that while the clock

provides some value to the cell, its value is “extrinsic”; that is, the clock gains its adaptive

worth only under specific environmental conditions, and does not have an inherent benefit

to the physiology of the organism otherwise (92). Ouyang et al. showed that this value

is maximized when the free running period of the clock matches the period of an external

light cycle (61). They demonstrated that circadian clock mutants that had either long or

short periods would outcompete WT cells if co-cultured in an LD cycle that matched their

respective intrinsic periods. However, the mechanism by which the cell gains an advantage

by matching external light cycles is not clear. Three models have been proposed to explain

this gain in fitness conferred by the clock: the “diffusible inhibitor model”, the “cell-to-

cell communication model”, and “the limiting resource model”. Here we summarize these

models.

The diffusible inhibitor model postulates that cyanobacteria secrete a diffusible

molecule in a rhythmic fashion that can inhibit the growth of other cells. This model

assumes that an inhibitor would be secreted during the day period and subsequently cells

would become susceptible at night, or vice versa. If the circadian rhythm is absent or out

of phase with the environmental cycle, the times of secretion and sensitivity would not
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align correctly, resulting in the inhibition of a circadian mutant in co-culture with WT

cells. This model has been tested by measuring the growth rates of two strains cultured in

chambers separated by a semi-permeable membrane (50). At 0.2 µm, the membrane pores

were large enough to allow small molecules and proteins to pass through. It was found that

the growth rate was statistically indistinguishable for both WT and an arrhythmic mutant

when they were cultured in neighboring chambers separated by a 0.2 µm pore membrane

(50). Although it is possible that an inhibitor was not able to pass between the culture

vessels, this evidence seems to refute a diffusible inhibitor model. An alternative proposed

hypothesis is that the inhibitor is not diffusible, and is instead bound to the cell surface.

The cell-to-cell communication model postulates that through molecule diffusion

and some mechanism such as quorum sensing, or a yet undiscovered cell surface interaction,

cyanobacteria can coordinate their rhythmic activity within a population (91). It is known

that some cyanobacteria have homologues for quorum sensing genes, but research on cell-

to-cell communication has been limited and experimental evidence for this model is lacking.

The limiting resource model suggests that the clock provides an advantage in using

some limited environmental resource by phasing the metabolism to an optimal part of the

daily cycle for resource collection and/or utilization. Even though there are no significant

differences in growth rates between WT and clock mutants when grown separately, simu-

lated competition experiments suggest that very small growth differences can account for

the observed fitness advantage of clock-containing cells in LD (24). This advantage may be

condition dependent, as circadian timing may control some metabolic or transport process,

and perturbation of process timing may give no detectable phenotype until cells compete

for a specific resource. This situation may be similar to that of a competition between an

enzyme and a mutant variant, where substrate binding is weakened and enzymatic activity

is identical. If substrate is abundant in this example, then both WT and mutant enzymes

will work at their maximum rates. However, if the mutant and WT enzyme are incubated

together they will both work at their maximum rate until substrate becomes limiting for

one of them due to a lower binding affinity.

Future studies to address any of the given models should begin with a more compre-

hensive understanding of both transcription and physiology in LD cycles as well as the

transcriptional and metabolic processes that are directly regulated by the circadian clock.

Although some work has investigated the metabolism and gene expression of cyanobacteria

under diurnal growth conditions, there is scant information available for S. elongatus, where

the clock is the best studied.

5. Considerations for Future Experiments

Our detailed understanding of the prokaryotic circadian clock stems from 20 years of insight-

ful research from many laboratory groups with complementary expertise. As informative as

this early work has been, there is room for improvement with new tools and hindsight, as

well as exciting opportunities to gain a holistic understanding of the clock. It is becoming

increasingly clear that the clock is built on a highly integrated network of proteins. Further

experiments are required to fully probe the nature and breadth of this network. Single

gene knockouts are blunt genetic tools that may miss potentially important interactions,

especially in S. elongatus where a significant portion of the genome is expected to be essen-

tial for viability. Subtler perturbations to genes through random mutagenesis, or through

systematically varying gene dosage may elucidate a broader network of interactions. Addi-
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tional advantages may come through mutational studies in a sensitized background, like the

cikA-null strain used in (73), or in double knockout screens. The effects of clock perturba-

tion on the broader cellular context also need to be characterized in greater detail. Assays

that measure systems-level properties (like gene expression levels or metabolic profile), are

becoming cheaper and easier to use. Future mechanistic studies should use these assays

to investigate the impact of altered clock protein dynamics on the cell as a whole. These

data will help assign a deeper biological significance to individual molecular interactions,

by directly connecting them to cellular consequences. By making these connections, we can

begin to truly understand the value of the clock to the cell.

SUMMARY POINTS

1. Input and output functions of the circadian clock are products of highly connected

network interactions among clock components.

2. A single state of the Kai oscillator, corresponding to the pST phosphostate of KaiC,

is responsible for signaling a negative output on transcription on the majority of

phase class 1 genes.

3. Clock output is integrated with environmentally-sensitive signaling pathways to

provide modulation of transcriptional responses.

4. The transcription factor RpaA is a nexus for circadian control of global transcription

and controls genes for metabolic processes at night.

5. The clock provides an adaptive fitness advantage during LD cycles.
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Table 1 Genetic effectors of circadian rhythms
Gene How it was Discovered Knockout Phenotype Interaction Partners
kaiB EMS (45) and Comp Screen (29) Arrhythmic (45, 29) KaiA(86), KaiC(8), CikA(7)
kaiC EMS (45) and Comp Screen (29) Arrhythmic (45, 29) KaiA(65), KaiB(8), SasA(33),

CikA(32), ATP / ADP (68)
kaiA EMS (45) and Comp Screen (29) Arrhythmic (45, 29) KaiB(86), KaiC(65),

LdpA(31), quinone (40)
ldpA TN Mut Screen (37) Per -1h, Light insensitive KaiA(31), CikA(31), SasA(31),

FeS Cluster(37)
pex KaiC Mut Sup Screen (47) Per -1h, DNA: kaiA Promoter (1)

Abnormal Resetting (47, 78)
prkE Y2H Screen with CikA (51) Abnormal Resetting (51) CikA(51)
cikA TN Mut Screen (71) Per -2.5h, No Phase Reset, KaiC(32), KaiB(7), RpaA(21),

Low Amp (71) LdpA(31), quinone(32)
sasA Y2H Screen with KaiC (33) Per -3h, Low Amp (33) KaiC (33), RpaA(21),

LdpA(31), RpaB(39)
rpaA Response Reg KO Screen (79) Arrhythmic (55) CikA(21), SasA(21),

DNA: kaiBC Promoter(55)
rpaB Similar to RpaA (22) Nonviable (22) SasA (39), DNA: kaiBC Promoter(22)
labA KaiC Mut Sup Screen (81) Low Amp, Per - WT (81)
cpmA TN Mut Screen (38) Shifts Phase of some

reporters 10h (38)
crm TN Mut Screen (6) Arrhythmic (6)
clpX TN Mut Screen (26) Period Increase (26)
clpPII TN Mut Screen (26) Period Increase (26)

nht1 Y2H Screen with CikA (51) Per +1h when over exp. (51) CikA(51)
ircA Y2H Screen with CikA (51) Phase +8h when over exp. (51) CikA(51)
cdpA Y2H Screen with CikA (51) Phase +6h when over exp. (51) CikA(51)
lalA Similar to LabA (82) Dec Amp when over exp. (82)

Abbreviations: EMS - EMS Mutagenesis Screen. Comp Screen - Complement Screen. TN

Mut Screen - Transposon Mutagenesis Screen. Mut Sup Screen - Mutation Suppressor

Screen. Y2H Screen - Yeast Two Hybrid Screen. Response Reg KO Screen - Response

Regulator Knockout Screen. Per - Period. Amp - Amplitude. Over Exp - Over Expressed.
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Figure 1

The clock is a highly integrated network of proteins.

(A) The clock has traditionally been thought of as separable, sequential processes: input,

oscillator, output. (B) Recent findings have shown these processes share many proteins and

are highly dependent on each other. A better clock representation is as a highly integrated

network of proteins. Solid lines represent verified, physical interactions between network

components. Dashed lines represent suspected interactions. This figure is a schematic

representation of the data in Table 1.
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Figure 2

Transcriptional and metabolic rhythms are regulated by the KaiC-pST phosphostate.

(A) Peak Kai complex oscillator activity (KOA) coincides with the pST state of KaiC and

occurs circa subjective dawn, repressing class 1 and activating class 2 promoter output. In

addition, the pST state of KaiC exerts a repressive effect on RpaA phosphorylation, further

amplifying the effects of KOA on the promoter outputs. Gray bars represent subjective

night. Panel A is adapted from Paddock et al. (62). (B) Model of glycogen degradation

during a 12-h dark period in WT, ∆kaiC, ∆rpaA, and KaiC-ET strains. KaiC-ET is a

phosphomimetic of the pST state, and is labeled as “KaiC-pST*” in panels B and C. The

WT and ∆kaiC strains exhibit normal glycogen degradation and end the night period with

a similar terminal glycogen content. The ∆rpaA and KaiC-pST* strains exhibit a similar

phenotype to each other in that glycogen degradation slows earlier in the evening and both

strains degrade less of their overall glycogen content relative to WT cells. (c) Model of a

dilution series to test strain viability under LD growth conditions. Darker circles indicate

more robust growth. WT and ∆kaiC do not show any growth phenotype when grown

under LD conditions. The ∆rpaA and KaiC-pST* strains show significantly attenuated

growth under the same conditions. Panels B and C were adapted from Diamond et al. (9).

Metabolic and physiological experiments indicate that KaiC-pST* phenocopies ∆rpaA, thus

locking the clock at peak KOA has similar effects to a removal of RpaA activity.
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Figure 3

Direct targets of RpaA are dusk-peaking and affect glycogen metabolism.

(A) Heatmap showing the expression of 76 genes that change more than 2-fold in ∆rpaA

strains. The columns indicate the expression of these genes at morning and evening circa-

dian time points as well as in a ∆rpaA and ∆rpaA::rpaA(D53E) strain, which has a mutation

that simulates constitutively active RpaA. The column on the left of the heatmap indicates

if a gene has a normal circadian expression peak at dawn (red) or dusk (blue) based on

data from Vijayan et al. (88). The expression data indicate that genes controlled by RpaA

are normally activated in the evening and repressed in the morning. Overexpression of

the constitutively active form of RpaA shifts the genes to an evening-like expression state.

Correlation with the circadian timing of genes indicates that RpaA acts most strongly on

dusk-peaking transcripts, and primarily activates dusk transcripts while repressing dawn

transcripts. (B) Metabolic pathway diagram summarizing reactions in Glycolysis, Glyco-

gen Metabolism, and the Pentose Phosphate Pathway. Reactions driven by genes positively

regulated by RpaA are indicated in green, whereas reactions driven by genes repressed by

RpaA are indicated in red. Mapping RpaA transcriptional regulation to these pathways

shows the positive effect of RpaA on the oxidative phase of the Pentose Phosphate Pathway.

Expression data and RpaA target genes in panels A and B were adapted from Markson et

al. (55).
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