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for Periodic Solutions of  a Differential-Delay Equation (*). 
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Summary .  - The singularly perturbed di]#rentiat.delay equation 

~ ( t )  = - x(t) + l ( x ( t -  1)) 

is studied. Existence o] periodic solutions is shown using a global continuation technique 

based on degree theory. Ye t  small s these solutions are proved to have a square.wave shape, 

and are re~ated to periodic points o] the mapping ]: R ~ R.  When f is not monotone the 

convergence o] x(t) to the square-wave typically is not uni]orm, and resembles the Gibbs phe- 

nomenon o] t~ourier series. 

O. - I n t r o d u c t i o n .  

In  recent  years the  differential-delay equation 

(o.:t)~ ~(t) = - x(t )  + / ( z ( t  - 1)) 

with scalar variable x H R ,  nonlinear i ty  /: R ~ R, and paramete r  s > O, has b e e n  

proposed as a mathemat ica l  model for several problems in different areas of science. 

In  optics~ for example,  equat ion (0.1)~ with the trigonomc~cric nonlineari ty  

(0.2) ](x) = #1 +/ t2  sin (/~ax + tt4) 

where #j H R, ] = 1, 2, 3, 4, axe parameters ,  arises in the s tudy of an optically bistable 

device. See for example [13, 14, 21, 29, 31, 32, 33]. Equa t ion  (0.1)~ with a non- 

l ineari ty  ] of the form shown in Figure I has been proposed as a model  for a var ie ty  

of physiological processes and conditions including product ion of blood cells, respira- 
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t ion,  and  cardiac a r rhy thmias .  See for example  [22, 26, 27, 37, 38, 39, 40, 61] where, 

in mos t  cases, one of the  model  funct ions 

(0.3) 

o r  

](x) = #x ~ exp [--  x] 

_ # x  

(0 .4)  l (x)  1 + z  �9 

with pa rame te r s  # > 0 and  v > 0 is considered. Equa t ion  (0.1)8 also arises in popula-  

t ion models  [2, 23, 30] where again ] has  the  fo rm depicted in Figure  1. 

T f 

�9 I N 
l ag 

Fig. 1. Typical nonlinearity ](z), with ](a)-= a. 

Note  here t h a t  the  assump~ion of a uni t  t ime  delay X =- i in (0.1)8 is mere ly  a 

normalizat ion.  I n  fact ,  if one rescales the  t ime  t by  set t ing 

t = s s  and  ~ ( t ) = ~ ( s ) ,  

t hen  equat ion (0.1)~ is equivalent  to 

dS(s) _ ~(s) + ](~(s - -  ~)) where ~ = e -1 . (0.5h ds 

Thus one sees t h a t  the  singular pe r tu rba t ion  case s -+ 0 § in (0.1)8 is equivalent  to 

the  case of large delay X -+ c~ in equat ion (0.5)~: mos t  of the  results of this paper  

concern this  case. 
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Many authors have studied equation (0.1)~ and similar equations. Local IIopf 

bifurcations were analyze4 in [46]; see also [7]. In [4, 8, 24, 35, 36, 53] periodic 

solutions were found through various topological and analytical techniques. See 

also [47, 48, g9, 50] where a variety of equations are treated in this spirit. Numerical 

studies can be found in many of the applied works referenced earlier, as well as 

in [6, 17, 56, 57]. Chaotic solutions were proved to exist in [28, 55, 60], for some 

classes of /. l~esults on global dynamical behavior are found in [58, 59]. Following 

this, a further description of the global picture as a Morse decomposition is given 

in [41, 42]. A variety of singularly perturbed delay equations is treated in [3, 5, 

9, 20, 51]; in particular, the basic results of COOKE [11] and COOKE and 3/IEYE~ [12] 

concern linear equations. A general reference for singular perturbations of all types 

is the book of O'MALLEY [54]. 

The results of this paper have been announced without proof by the same authors 

in several other papers [41, 43] (See also [9]). Further results are presented in [44]. 

The reader may find these shorter presentations helpful while reading this paper. 

Formally taking the limit s -~ 0 + in equation (0.1)~ leads to the difference equation 

(0.6) x(t) = / ( x ( t  - 1)) 

which one may also write as a discrete system 

(0.7) x ~ + l = / ( x . ) .  

A fundamental problem, which we study in this paper, is to determine how the 

dynamics of the differential equation (0.1)~ mirror the dynamics of the (presumably 

simpler) discrete system (0.7) when e is small. Indeed, while the discrete system 

has been extensively studied [10, 18, 19], not much is known about the differential 

equation as e ~ 0 +. More specifically, suppose a0e R is such that  /n(ao)= ao for 

some n>2 ,  but ]J(ao)=/= ao if 1< ]  < n. Define a function 

xo(t)=- aj if j < t < ]  + 1  

where the points at are given by the iterates 

a~----#(ao) for 0 < j < n .  

If the function Xo(t) is extended periodically, so that  

xo(t + n) = x0(t) 

for all t, then xo(t) is a solution of the difference equation (0.6) of period n. One can 

ask whether, for e positive and small, the differential equation (0.1)~ has a periodic 

solution xdt) with period near n, such that xdt ) approaches Xo(t ) in some SenSe as 
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approaches zero. In  this paper, we shall s tudy this question for the case n = 2, 
t h a t  is, when J(ao) = a~ and J(a~) = ao for some points a0:/: a~. 

The si tuation we s tudy  could typical ly  arise through a period-doubling bifurca- 

t ion from a fixed point  a = a(#) of a paramctr ized function ](x, #). I f  one has 

](a(#), #) = a(#) for some function a(g) of the parameter  # varying in an interval,  

then  consider the derivat ive 

e(#) = L(x,/~)L=o(/x) 

evaluated  at  the  fixed point  a(#). If  there  exists a parameter  value # = / x .  at  which 

the function 1 § e(#) changes sign, say 

e(#) > - - 1  if # < / ~ ,  

e(/~) < - - 1  if # > # ,  , 

then  it  is known tha~ a branch of period-two points {ao, a,}, as described above, 

must  bifurcate f rom the  point  (x, #) = (a(#,), # . ) .  Indeed,  under  a generic condition 

on the  funct ion J the bifurcat ing points ao and a~ form, locally, a smooth one- 

parameter  family which lies on one siRe only of the  critical pa ramete r  value re.. 

In  such a case one has 

a~(#) < a(#) < ao(#) where lim aj(#) = a(# . )  , j = O, 1 i 
/x- > g .  

either for all /x ~ (# . , /~ .~§ ~) (supercritical bifurcation) or else for all/~ e (/~,-- (~,/~,) 

(subcritical bifurcation),  for some d > O. The  details of this bifurcat ion are given, 

for example,  in the  book of COLLET a n d  E c I c ~ A ~  [10]. In  part icular,  the  model 

nonl inear i ty  

] ( x ,  # )  = # - -  x ~ 

is shown to undergo a supercritical period-two bifurcation at  (a(/~,), # . )  = (�89 ~). 

(In fact,  an infinite cascade o f  period-doubling bifurcations occurs, giving rise to  

points of period n = 2, 4, 8, 16, ...; see F~ ,mE~BA~ [18, 19]. Our modest  efforts 

here are devoted to s tudying those points of period n = 2.) 

The basic hypotheses  we impose on the  funct ion / are mot iva ted  by  the si tuat ion 

to the right of the supercritical bifurcat ion above. (Note, however,  t ha t  in our 

s tudy here of equat ion (0.1)8 the funct ion J is fixed: there is no bifurcat ion para- 

meter  ft.) A typical  assumption on J is the existence of a fixed point  x = a at  which 

f ( a )  < - - 1 ;  by  means of a linear t ranslat ion one has a = 0 wi thout  loss, and so 

(o.s) ] (o )=o  and 1'(0)<--1 
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are assumed. In  addition, we generally assume the negative feedback condition 

(0.9) xl(x)  < O, x :/= 0 

for x in some sufficiently large interval  of interest  about  the origin. (Clearly (0.8) 

implies (0.9) near  zero, at  least.) Finally,  the existence of period-two points 

a t <  0 < ao, ](ao) = al and I(al) ---- ao 

und possibly some stabil i ty conditions on these points (Ior the discrete map f) is 

sometimes assumed. ~ono ton ic i ty  of I between ao and al is not required;  indeed, 

out  most  interest ing results concern the  non-mono%one case. Figure 2 depicts the 

graph of a typical  funct ion ] of interest .  

](x) 
/ \  

0g 

Fig. 2. Nonlinearity f(x) normalized so f(0) = 0. 

The main results of this paper  occupy Sections 3 and 4, and describe the 

asymptot ic  behaviour  of the  periodic solutions x~(t) us s -* 0 + under  the  assumptions 

on i outl ine4 in the preceeding paragraph.  (The existence of the periodic solutions 
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n~(t) was proved  by  HADELE~ and T o ~  [24]; see also CHow [4] and KAPLA~ 

and Y o ~  [35, 36] for some special cases and related equations. In  Section 1 we 

show there  is a cont inuum of such solutions extending from a I topf  bifurcation point  

= Aol>  0 to s = 0.) Following a prel iminary est imate  on the period of n~(t) 

given in Theorem 3.1, the na ture  of the convergence of x~(l) to the period-two step 

function no(t) (which we denote by  sqw (t) for ~ square wave ~>) is invest igated in 

detail  in Section 4. In  particular,  our results confirm phenomena observed in 

numerical  and exper imenta l  studies by  other  authors.  Namely,  when ] is monotone 

between ao and a~ the  co~lvergence of z~(t) to z0(t) is very  regular (in the sense tha t  

the graph of x~(t) resembles a square wave as e ~ 0+), bu t  tha t  if ] is not  monotone 

there,  then  z~(t) often exhibits a non-uniform convergence to no(t) reminiscent  of 

the Gibbs phenomenon of Fourier  series. 

The nature  of this Gibbs-like eonvergences is as follows. The solution xs(t) con- 

verges to the step function Xo(t) uniformly on compact  subsets of R - - Z  (where Z 

denotes the integers). However,  near integer points t = j, where Xo(t) jumps~ x~(t) 

can overshoot the values x0(t) ~ no, al by  an amount  which does not become small 

ao~ 

ao 

al 

q 2 
) t  

Fig. 3. The Gibbs phenomenon for sm~ll s. 
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as s--> 0+: there  exists ei ther  a 0 . >  a o such tha t  for each ~ < 1 

lim sup max m~(t) > a o ,  > ao 
e - + O  I t - - l l < ~ 6  

or else there  exists a~ ,<  a~ such t h a t  for each 6 < 1 

lim inf rain x~(t)  < a~ .  < a~ . 
~-~o Itl<6 

Figure 3 depicts such a solution m~(t). Theorem 4.2 deseribes the convergence on 

R - - Z ,  while the more delicate convergence near integer points is described in 

Theorem 4.1 and Corollaries 4.1 an(t 4.2. 

Although this Gibbs phenomenon does not  occur if the funct ion ] satisfying 

conditions describecl earlier is monotone for a~<m<a0,  we prove in I~roposition 4.1 

tha t  i t  must  oecur for many  (non-monotone) functions f for which ]([a~, ao]) proper ly  

contains [a~ ao]. The analyt ical  device which allows one to describe the  s t ructure  

of x~(t)  near  the jumps in xo(t ) ,  and so prove these results, is u pair of t ransi t ion 

layer  equations 

(0.10) y ( t )  = y ( t )  - -  ] ( z ( t  - -  r))  , 2(@ =- z ( t )  - -  ] ( y ( t  - -  r))  . 

For  an appropriate  choice of the parameter  r > 0, there  is a solution (y ( t ) ,  z ( t ) )  such 

tha t  both  Ix~(- -  st)  - -  y ( t ) l  and ]x~(1 _L er  - -  s t )  - -  z( t )I  a r e  small, uni formly on compact  

t-intervals, for sequences en-+ 0 +. I n  addition, 

lira (y(t), z ( t )  ) =- (no,  a l )  
t---> - -  oo 

lira ( y ( t ) ,  z ( t ) )  = (a~, a0) 
t---~ oo 

tha t  is, (y ( t ) ,  z ( t ) )  is a heteroclinic orbit  joining the critical point  (no,  a~) o f  the  system 

(0.10) to the critical point  (a~, a0). Such solutions of the transi t ion layer  equations 

thus describe the  fine s t ructure  of m~(t), in neighborhoods of width O(e), about  the 

jump points  of me(t). Fu r the r  studies of the transitior~ layer system (0.10) are found 

in [52]. I a  [5] a t ransi t ion layer  equat ion was used to prove similar results for a 

nonlinear integral equation. 

In  Sections 1 and 2 we prove some general results valid for larger ranges of e. 

In  this case we shall typical ly  write equat ion (0.1)~ in the equivalent  form 

~ ( t )  = - ~,x(t)  + ;4(z(t - 1)) 

where A = e -1. ~ o s t  of our results in these sections concern the  global t topf  bifurca- 

tions f rom the origin x = 0 at  a sequence of pa ramete r  values A = 2~ satisfying 

... < 2_2< 2-~< 0 < 2o< 21< }~<  .... 
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The local bifurcation from each of these points was described by ~r S C m T T  

and SMITH [46]. We prove tha t  the local t topf  branch emanat ing from the point 

(x, 4) ---- (07 Jl~) lies on a cont inuum 27~ o, ~ periodic solutions extending for all A > ~,~ 

if m > 0, and all ,% < 2~ if m < 0. The sets Z~ are pairwise disjoint and the integer m 

is related to the rate at  which solutions oscillate. The solutions on 2:0 have con- 

secutive zeros spaced a distance greater than  one apart,  and repeat after their  second 

zero: they  are all (( slowly oscillating ~ periodic solutions and in many  cases are 

observed numerically. The solutions on Z'~ for m V= 0, in contrast,  oscillate more 

rapidly and seem generally to be unstable. Section 1 deals with the slowly oscillating 

periodic solutions. Zo, while in Section 2 we s tudy Z~ for m =/= 0. The results of 

Section 2 will not  be needed for the remainder of the paper. 

The appendix contains proofs of several facts related to the location of eigen- 

values of the linear problem. 

One issue which we have not  addressed in this paper, for reasons of space, is 

the problem of determining for which parameter  ranges our results apply to the 

specific nonlinearities (0.2)7 (0.3) and (0.4) in the applied models. This is t reated 

in a companion paper [45] by the same authors. 

1. - The  ex i s tence  o f  a g lobal  c o n t i n u u m  o f  periodic  so lut ions .  

We shall be interested in this section in finding a cont inuum of periodic solutions 

of a parametrized family of differential-delay equations of the form 

(1.1h ~(t) = - ~x(t) + ~ ] ( x ( t -  1 ) ) ,  ~ > o .  

We shall also explore some other aspects of equation (1.1 h which relate the 

dynamical  behaviour of solutions (1.1)z to the orbits {x,} of the discrete dynamical  

system 

(1.2) x.+l  = t ( x ~ )  

obtained by i terat ing the map ]. 

I t  will often be necessary to consider an initial value problem for (1.1 h.  I f  

~ C[O, 1] is a given continuous function, / is continuous, and A > 07 one can 

easily prove there is a unique function x(t) which is continuous on [0, co), continuously 

differentiable on [1, co), and satisfies 

2(@ =--,~x(t)  + )~](x(t--1)) for all t~>l ,  
(l.3h 

x][O, 1] = ~ .  

We will denote the unique solution x(O of (1.3)~. by  x(t; ~, ~). Of course x(t; A,~) 
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also depends  o n / ,  b u t  f will usua l ly  be fixed. The  solut ion x(t; i ,  ~) is ob ta ined  b y  

s tep  b y  s tep in t eg ra t ion  on in te rva l s  of l eng th  one. 

Our  first  resul t  concerns  invaxian t  in te rva l s  for  equa t ions  (1.1)~ and  (1.2). 

P~0POSlTI()~ ~ 1.1. - (i) Let /: R -~- R be a continuous ]unction and let 4 > O. ,Let 

I c R be a closed (possibly infinite) interval such that /(I)  r I .  I ]  cf e C[0, 1] satisfies 

(1.4) 9~(t) e I /or all t e [0, 1] 

then the solution x(t; )~, q:) o/ (1.3)z satis/ies 

x ( t ; 4 ,  q ~ ) e I  /or all t > l .  

11 in  addition ~(1) e i n t  (I), where ((int >> denotes interior, then x(t; 1, q~) e i n t  (I) /or 
all t ~ l .  

(ii) Further,  define the set 

(1.5) I . =  A / - ( I )  ; 
~t=0 

necessarily I v is a closed connected subset o/ I .  I /  I~=/= 0,  then the above solution 

o/ (1.3 h with (1.4) satisfies 

dist  (x(t; 4, ~), I~) -+ 0 as t ---> c~ 

where <( dist  >> denotes the distance / tom a poin t  to a set. 

P z o o F .  - (i) W i t h  ~ and  x(t) -~ x(t; 4, F) as in the  s t a t e m e n t  of the  proposi t ion ,  

le t  

to = sup (t e [1, oo): x(s) e I for all s e [1, t]} 

and  suppose t h a t  t o<  c~. F o r  defini teness suppose t h a t  I ---- [D, C] is a compac t  

in te rva l .  F r o m  (1.3)~., (1.4), the  def ini t ion of to, and  the  invar iance  p r o p e r t y  1(I) _r I 

one obta ins  

d (exp [ds]x(s)) = ~ exp [~s]/(x(s -- 1 ) ) <  ~ exp [ds] C (1.6) d-~ 

for  all s ~ [1, to ~- 1]. I n t e g r a t i n g  (1.6) f rom 1 to t e [1, to ~-, 1] and  no t ing  x(1) = 

~- ~(1) < C gives 

(1.7) x(t) <~ C -k exp [--  4(t - -  1)](x(1) - -  C) ~< C .  
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A similar a rgument  shows x(t) >~D if t G [1, to + 1] and so x(t) ~ I for this range of t. 

Bu t  this contradicts the definition of to. Hence to = c~. 

I f  in addit ion q(1) G int  (I), then  the second inequal i ty  in (1.7) is strict  for each 

t~>l. And similarly x ( t ) >  D~ so x ( t )G in t  (I) ~or each t~>l. 

(ii) Again for definiteness assume I = [D, C] is compact.  The sets ]~(I) form a 

nested decreasing sequence of compact  intervals (or points), so one m ay  write 

where 

l~ote t ha t  

where 

/~(I)  = [ 9 ~ ,  r  n > 0 ,  

D -= Do<DI<~D2<~.. .<C2<CI<Co= C. 

i . =  [D., 0~] 

D .  = lira D~ and C .  = lim C=. 

Suppose i t  is shown tha t  for some n~>0 one has 

(1.s). 

or what  is equivalent  

Then cer ta inly 

dist (x(t), ]~(I)) -> 0 as t --> ~ ,  

D~ ~< lim inf x(t) ~<lim sup x(t) < C~. 
t--> oo t - > c o  

D.+1 < l im  inf ](x(t)) <l im  sup ](x(t)) < C.+: 
t--> oo t--> oo 

so tha t  for each 6 > 0 t he r e  exists T >  1 such tha t  

(1.9) D . + : - - 5 ~ / ( x ( t - - 1 ) ) < C ~ + :  + ~ for all t > T .  

Integrat ing the equali ty in (1.6) from T to t, using (1.9), and let t ing t -~ oo gives 

D~+:-- (~ < ~ m  inf x(t) < ~im sup x(t) < Cn+: + (~. But  (~ is arbi t rary,  hence 

d:st (x(t),/~+:(Z)) -~  0 as t -+  o o .  

Thus (!.8)~ implies (1.8)n+:. As (1.8). a lready holds for n = 0 by  par t  (i) above, 

by  induction it  holds for each n > 0 .  Bu t  this proves 

dist (x(t), I~) -+ 0 as t -+ c~ 

as required, 
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I f  [ is an infinite in te rva l  (and also I ~ r  0 in pa r t  (ii)), then  M1 the  above  

a rguments  are valid with only minor  changes. [] 

R E ~ A ~ :  1.1. - I f  I , =  O in Proposi t ion 1.1, then  either fl,(I) ---- [D~, co) for 

large n, where D~ -~ ~ ,  or else ],(I) ---- (-- ~ ,  C~] where C~ -+ --  c~. I n  the  former  

case one can show lim x(t) = ~ while in the  la t ter  case lim x(t) ---- - -  ~ for any  solu- 
t - * c o  t---> ~ 

t ion of (1.3h satisfying (1.4). 

CO~0I~LARu 1.1. - Let /, 2, I and I~ be as in Proposition 1.1. I] x(t) is a periodic 

solution o] (1.1 h satis]ying 

x(t) ~ I ]or all t s R 

then one has 

x(t) ~ I~ ]or all t e R . 

Further, i] x(t) is non-constant, then 

(1.1o) x(t) ~ int  (I~) for all t ~ R .  

PROOF. -- Tha t  x(t) ~ I~ for all t is an  immedia te  consequence of the  periodici ty  

of x(t) and of (ii) of Proposi t ion 1.1. 

I f  x(t) is non-constant ,  t hen  X(to)eint  (I~) for some to~R.  By replacing x(t) 

with the  solution x(t -7 to-- 1) if necessary,  we m a y  assume wi thout  loss of genera l i ty  

t h a t  to----1. Bu t  then  ~ ( 1 ) e i n t  (I~) where ~ ~ x[[0, 1], hence b y  (i) of Proposi-  

t ion 1.1, with I ~  replacing I ,  one has x ( t ) ~ i n t  (I~) for all t > l .  As x(t) is periodic, 

(1.10) is proved.  [] 

I~E~ARK 1.2. -- Suppose ]: R- ->  R is a cont inuous funct ion for which ](1)c I ,  

where I ~ [1), C] is a compact  interval .  Define a new funct ion ] b y  

I ](D) i f x < / ) ,  

f(x) = /(x) if 1 ) < x < V ,  

1(~) if x~>V. 

B y  Corollary 1.1 a n y  non-cons tan t  periodic solution x(t) of 

( 1 . 1 1 ) t  ~ ( t )  = - -  2x(t) ~- )./(x(t --1)) , ). > 0 

takes  values only in the interior of I~---- 5 in(R) c_ [D, C] and hence satisfies 
n w 0  

D < x ( t )<  C for all t .  



44 JoH~ )iALLET-PA~ET - I~OGE~ D. I~USSBAtY~: Global continuation, etc. 

But  then  x(t) is also a solution of (1.1)~. Thus if one only studies periodic solutions 

of (1.1)~ tak ing  values in [D, C], i t  suffices to look for  periodic solutions of (1.11)~.' 

I~EYiARK 1.3. -- Suppose ]: Z --> I is continuous,  where Z -~ [D, C] is a compac t  

interval .  F u r t he r  suppose t h a t  I ~ =  {a} for some a ~ I .  I t  is easy then  to see 

t h a t  for any  X o e I  one has x~e]~(I)  and hence lira x ~ =  a, where x~ is defined b y  

(1.2). W h a t  is no~ so obvious is the  following converse. 

P]~oPosmm~o~ 1.2. - Suppose ]: I ~ I is continuous where I is a compact interval. 

Suppose /urther that there exists a ~ I such that 

(1.12) l im x,  ~ a 
~ - - +  o o  

whenever xo~ I and x ~ :  ]~(Xo) is the n-th iterate o] xo by the map ~. 
c o  

I~ = [7 l~(I) is simply I ~  = { a } .  

Then the set 

PEOOr. - Firs'~ note  t h a t  f has  a unique fixed poin t  in 1, n a m e l y  x = a. The 

existence of a fixed point  is clear, as ](i) c I ;  t h a t  a n y  fixed point  x of ] mus t  in fact  

equal  a follows f rom (1.12) upon i tera t ing t h a t  point :  x =-]~(x) : x~-+ a implies 

x : a. A similar a rgumen t  shows fur ther  t h a t  x : a i s  the  u n i q u e  fixed point  of 

the  composed funct ion ]o] in I .  Thus 

] ( x )  = x e I r  x = a ,  

and 

/ i f ( x ) )  = x ~ I ~ x  = a .  

I#ext observe t h a t  ] maps  the  set I~  onto itself; this  is clear f rom the definition 

(1.5) of I~ .  As I~  is a n o n e m p t y  connected compact  set, it mus t  contain a f x e d  

point  of ], t h a t  is, the  poin t  a ~ I~ .  As before,  denote  

I v : [D~, C~] where D ~ < a < C ~ .  

We wish to p rove  t h a t  Do---- Co. 

As x--~ a is the  unique fixed point  of ] in I ~ ,  one has  t h a t  

(1.13) 

/(x) > x if Do < x < a ,  

and 

] ( x ) < x  if a < x < C .  
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I n  the  same way,  for the  composed funct ion one has  

(1.14) 

IU(z))>x i fZ)~<x<a,  

and 

1(t(x))<x if a<x<O~. 

F r o m  (1.13) one has  ](x):/: C~ ii a < x < C ~ .  But  C~eIr = ](I~), so there  exists 

some ~ e [D~ ~ a] such t ha t  ](~) = C~. Similary,  there  exists i? ~ [a, C~] with ](~) = 

= D~. Thus 

so there  exists  $ e [~, a] such t h a t  ] (0  = V. Bu t  then  ]( /(0)  = D~ < ~, so ~ e [a, C~] 

b y  (1.14). Thus $ ~ [~, a] (3 [a, C j ,  imply ing  $ = a, and  

O~-= ](](~)) = ](](a)) = a .  

In a similar fashion one has a = Ca, thus proving that C~ = D~. [] 

A consequence of Proposi t ions 1.1 and  1.2 is t ha t  if the  poin t  a a t t r ac t s  all 

orbits  xn of the  discrete sys tem (1.2) wi th  ini t ial  condit ion x o e I  for a compact  

in terva l  I satisYying ](I) c I ,  t hen  x =- a is an equi l ibr ium solution of the  differential- 

delay equat ion (1.1)~ which a t t r ac t s  solutions wi th  init ial  conditions t ak ing  values 

only in I .  :~ore precisely~ the  following result  holds. 

COROL~,A:au 1.2. -- .Let ], I = [D~ C] and a be as in Proposition 1.2. 

satis]ies 

D<~v( t )<C ]or all t ~ [ 0 , 1 ]  

zr m e r 1] 

and ~ > O, then one has ]or the solution el (1.1 h 

lira x(t; ~, q~) = a . 
t - -> c o  

RE~iA~IC 1.4. -- One is t e m p t e d  to relax the  condition (1.12) in Proposi t ion 1.2~ 

and  replace it  wi th  a condit ion such as 

(1.15) lim dist (xn, K) ---- 0 

where K c I is a compac t  interval ,  and  <~ dist }> denotes  the  distance h~om a point  

to a set. ]~owever~ the  na tu ra l  conclusion, t h a t  I~  c K~ is unfor tuna te ly  false in 

general.  For  example ,  if ] is a funct ion mapp ing  I ---- [0, 1] onto itself~ and  satisfying 



in addit ion tha t  J(m) = �89 whenever  � 8 9  then  one easily sees tha t  (1.15) holds 

with / i : = [ 0 , � 8 9  Bu t  I ~ = I  is not  a subset of K. 

Whether  the  corresponding generalization of Corollary 1.2 holds is another  mat-  

ter. Tha t  is, if ~s(t)~I for all t ~ [ 0 ,  1], does 

lim dist (x(t; ,~, ~o), K) = 07 
b--> c o  

This question remains open. 

a ~ (1, 0) 

I:~EMARK 1.5. - -  One may  ask whether  a generalization of Proposit ion 1.2 holds 

with (1.12), bu t  for compact  sets I other  t han  intervals. This, unfor tunate ly ,  is 

also false in general. For  example,  if S ~ denotes the unit  circle in the  complex 
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Fig. 4. The eounterexample of Remark 1.5. 

plane, define l:  %1~  $1 by  ](exp [2zi0]) = exp [2z i~ /0]  for  0 < 0 < 1 .  Then f~(x0) --> 
c ~  

- - ~ a = l  for any  x o ~ S  1, yet  [~ l~(S 1) = S 1 as ] maps S 1 onto S 1. 
q ~ - - O  

A slightly more complicated example can be constructed on the  closed uni t  

disc D 2 in the plane. Note tha t  D -~ can be wri t ten  as a union of circles, any  two of 

which have only the  point  a ~ (1, 0) in common;  see Figure 4. Map each circle 

onto itself by  a map of the  kind above .  This gives a continuous map I of D 2 onto 
o o  

itself, for which In(x0) -~ a for any  Xo6 D ~. Again N ]'*(D~) = D 2 so the  conclusion 

of Proposit ion 1.2 fails. ~-o 
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Similar exumples can be constructed on the sphere S ~ and m a n y  other spaces. 

The examples here and in Remark  1.4 thus indicate the hypotheses of Proposit ion 1.2 

are, in some sense, best  possible. 

We shall be interested in periodic solutions of (1.1)~ which oscillate about  a fixed 

point  a of ]. Wi thou t  loss of generali ty we may  take a---- 0; for if a r 0 we may  

introduce ~ ~ x - - a  and define ](~)-~ I(x + a ) -  ](a). Then ](0)----0, and equa- 

tion (1.1)~ is equivalent to the equation 

dt 

Generally, then, we shall assume ](0) ~- 0. In  contrast  to Proposition 1.2 and 

Corollary 1.2 however, we shall not assume this fixed point  is at tract ive.  In  fac~, 

we will often require ~hat If(0)] > 1, so tha t  x ~- 0 repels iterates x~. I n  addition, a 

negative ]eedbaek condition xf(x) < 0 will be assumed for certain values of x on either 

side of zero. Typically, this condition causes solutions of (1.1)~. to oscillate about  

x ~ - 0 .  

We s~ate precisely several hypotheses which ] can satisfy. Conditions (H1) and 

(H2) will usually be assumed. In  addition, condition (H3), which strengthens (H1), 

will occasionally be assumed. 

(T~I) The ]unction ]: R -> R is continuous. There exist positive constants A and B 

such that 

and 

] ( [ -  B, A]) ~ [-- B, A] 

xI(x) < O i] x e [-- B, A],  x r O . 

~urther ](x)~ ] ( - -B )  i] x < - - B  and ] ( x ) :  ](A) i] x>~A. 

(~2) The function ]: R -+ R is continuous, satis]ies /(0) ~- O, and is diMerentiable 

at x ~ 0 with 

- - / ' (0)  ~f k > 1 .  

Further, ] is monotone decreasing (1) on some neighborhood o] x = O. 

(~3) The ]unction f: R -~ R satis]ies (1=[1). In  addition, there exist positive con- 

stants a and b satis]ying a < A  and b<B,  such that i] Xo~ (0, A] and x ,  : ]n(xo) 

is the n-th iterate o] xo under ], ]or each n >O, then 

Ylm x~n ~ a and lim x~n+l ---- - -  b .  

~- ->  c o  ~---> p c  

(~) We say a function ] is monotone decreasing on an interval I in case x 1 < x~ implies 
f(xl) >](x2) and that ] is strictly decreasing on I if x 1 < x~ implies ](x~)> ](x2), for x~, x.2 e I 
We also make ~he analogous definitions of monotone increasing and strictly increasing. 
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If  i satisfies all the conditions in (I t l)  except the last sentence (i.e., t ha t  1@) is 

constant  on ( - - 0 % - - B ]  and on [A, oo)), then  we may  define a new funct ion f by  

](-- B) if x < - -  B ,  

l@) if - - B < . x < A ,  

1(A) i f  x >  A . 

Clearly f does satisfy ( t t l ) .  l~emaxk 1.2 shows that every non-constant periodic 

solution of 

~(t) = - ,~x(t) + ,~f(x(t - - 1 ) ) ,  ,l > o 

satisfies - - B  < x(O < A for all t, hence is a periodic solution of (1.1)~.. As these 

are the solutions we shall be interested in, we lose no generality by considering the 

modified function f in place of I. That  is, the final sentence of hypothesis (]~1) 

essentially imposes no additional restriction on I for our purposes. To emphasize 

this, we state the following result. 

PROPOSITION 1.3. -- Let / satis]y (tI1). Then  any  periodie solution o /equat ion  (1.1)~ 

satis]ies 

- -  B < x ( t )  < A ]o r  a l l  t . 

Hypothesis (•3) implies t ha t  ](a) ~ - -  b and ](-- b) ~- a. Further ,  the set (-- b, a) 

at tracts  iterates of any  nonzero Xoe [ - -B,  A] under  the discrete dynamical  system 

(1.2); compare this assumption with the  hypotheses of Proposition 1.2. Observe 

t ha t  the iterates x~ : ]~(Xo) alternate in sign, due to the  negative feedback condition 

x/(x) < 0 of (H1). A function satisfying (1~3) could typical ly arise in a paxametrize4 

family ](x, i~) in which the fixed point x = 0 underwent  a period doubling bifurcation 

as the derivative ]~(0,/~) passed through - -1 ,  as described in the introduction. 

We shall s tudy a subclass of periodic solutions of (1.1)~. 

D E F I N I T I O N  1 . 1 .  --  A periodic solution x(t) of (1.1)~ is called a slowly oscillating 

periodic solution if there exist numbers q > 1 and ~ > q + 1 such tha t  

and 

x ( 0 )  = 0, 

x(t) > 0 when O < t < q ,  

x(t) < 0 when q < t < ~ ,  

x(t + ~t) = x(t) for all t .  

(Of course x(q) = x @  = 0.) 
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L q 2 

t 

Fig. 5. A slowly oscillating periodic solution. 

(( Slowly ~ in Definition 1.1 refers to the fact tha t  the separation of zeros of x(t) 

is greater than  the t ime lug. Note tha t  x(t) is assumed to repeat after two zeros. 

Also note tha t  when ] satisfies ( t t l ) ,  then all i t s  zeros are simple, so tha t  2(q) < 0 

and 5(0) ~ 2 (~)>  0. Figure 5 illustrates a slowly osciliuting periodic solution. 

We shall now convert the problem of finding slowly oscillating periodic solutions 

of  equation (1.1)~ with hypothesis ( t t l )ho ld ing ,  to an equivalent problem of finding 

fixed points of a map Tz from a space K~ tO itself. Such fixed points will then  be 

found by �9 topological techniques. 

I f  x(t) is a slowly oscillating periodic solution of (1.1)~ for some ~ > 0, then one 

can see t ha t  x(t) is uniquely determined�9 b y  (,~, ~) where ~ ~ xl[o , 1]. I f  the s e t / ~  

is defined by  

K = {~e  C[O, 1]: y~(O) = 0 and ~(t)>O for  all to[O,  1]} 

then  (~ ~) ~ (0 7 c~) •  Actu~lly~ more can be sa id  when (H1) holds. I f  ~ is the 

second positive zero of x(t) (as in Definition 1.1)7 then  x(t ~- ~t) z x(t)~ so ~hat 

d ( e x p  [~t]x(t)) = 2 exp [ ~ t ] ] ( x ( t -  1)) = ~ exp [~t]](x(t -~- ~ --  1))~>0 if O ~ t ~ l .  
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I t  follows tha t  9 e K~ where 

(1.16) K~ = {%0 e K :  exp [2t]%0(t) is monotone increasing on [0, 1]}. 

Conversely, suppose (2, 9 ) e  (0, oo)•  and let x(t; 2, 9) be the solution of the 

initial value problem (1.3)~.. I f  9 is not identically zero, then  9 ( 1 ) >  0. In  this 

case define 

q = q(2, 9) --= inf {t > 1: z(t; 2, 9) = O} 

to be the first zero of x(t; 2, 9) in (1, co), if such exists. From the negative feedback 

condition x/(x)< 0 of (H1), and because ~ e/iS., one can easily show tha t  

(1.17) 

If  a set / '  is defined by 

(1.18) 

:~(t/; 2, r < 0 .  

= {(;., 9) e (0, oo) •  r e~;~} 

then (1.17) implies tha t  the function q(2, 9) is defined on an open subset of F, and 

is continuous on this domain of definition. 

I f  q(2, 9) is defined for some (2, ~o)e f ' ,  then  (1.1)~ and (I=[1) imply 

d (exp [2t]x(t; 2, 9 ) ) < 0  if q = q(2, 9 ) < t < q  4- 1 
dt 

Thus z ( t ; 2 , ~ o ) < 0  if q < t < q  + 1 .  We may  now define 

~(2, 9) = inf { t >  q(2, 9) + 1: z(t; 2, 9) = O} 

to be the next  zero of x(t; 2, ~v) beyond q(2, 9), if such exists. As before, ~ is a simple 

zero of x(t; 2, 9), and the function ~(2, 9) is defined on an open subset of / ' ,  and 

is continuous on this domain. Further ,  because x(t; 2, 9) < 0 if q < t < ~, one sees 
that 

d (exp [2t]~(t-[- ~; 2, q))>O if O < t < l .  (1.19) d-t 

EquatioH (1.19) allows us to define a map T~.: K~ -+ Kx for each 2 > 0 as follows. 

If  9 e Kx and ~(2, 9) is defined, then  set 

(1.2o) (~q ) ( t )  = x(t + ~(2, 9); 2, ~o) for o < t < l .  

If  ~(2, ~v) is undefined (in particular if 9 is the zero function), then set 

(T~)( t )  = o f o r  o < t < l .  
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More or less s tandard  arguments  show tha t  T~ is a continuous compact  map from K~ 

into itself, In  fact  if we define T ( 2 ,  ~) = T~(?), then  T :  F -~ K is continuous and 

compact.  One sees tha t  under  hypothesis  (It1), there  is a one-to-one correspondence 

between slowly oscillating periodic solutions of (1.1)~ and nontr ivial  fixed points 

of T~.. Tha t  is, x( t )  is a slowly oscillating periodic solution if and only if T~(q0) = 

where 9 e/ i :~--{0} is the initial value ~ z xJ[0, 1]. 

Le t  us define then  

(1.21) X'=  {(,%, ~ ) e  (0, oo) •  9 e K e - -  {0} and T~(~o) ---- ~0} 

which represents the set of all such solutions. The main result of this section, Theo- 

rem 1.1 below, asserts tha~ X contains a cont inuum 2:0 which extends from a Hopf  

bifurcat ion point  (2o,0) th roughout  the  range 20< 2 < co. Before stat ing T h e o -  

rem 1.1 we must  define the  bifurcat ion point  2o. 

If  ]'(0) is assumed to exist, and equat ion (1.1)~. is linearized about  x = 0, one 

obtains 

(1.22)~. it(t) = - -  2x( t )  - -  t k x ( t  - -  1) ,  where k = - - / ' ( 0 ) .  

I f  one seeks a solution x(t)  = exp [~t] (for $ complex) of (1.22)z, then  one is led to 

the characterist ic equat ion 

( 1 . 2 3 )  = - -  2 - -  2 k  e x p  [ - -  $ ] .  

I f  one assumes k > 1 (as in (H2) for example),  then  the results of the appendix (see 

also [46]) show tha t  (1.23) has a solution 

I-- ~72 0 

with real pa r t  zero, for some 2 = 2o > 0. 

are unique under  the condition 

The values of vo and the parameter  20 

Indeed,  vo and 2o are obtained by  solving 

(1.24) cOSVo-- k ' roe ,~z , 2o __ Yo 

V k  2 -  1 

Observe tha t  because r e <  ~z, the eigensolution x(t) z sin vet of (1.22)~~ has consec- 

ut ive zeros spaced a distance ~Z/Vo > 1 apart ,  hence is a slowly oscillating periodic 

solution of (1.22)~~ The parameter  value 2o m ay  be characterized as the  only value 

of i > 0 for which (1.22)~ has such ~ solution i this is a consequence of the  results 



52 JOIIN 1V[ALLET-PAICET -I~OGEI~ D. I~TussBAUM: Global continuation, etc. 

of the appendix. Further ,  it is proved there  tha t  when 2 = 20 the solutions ~ = -Five 

are simple roots of the  characteristic equation (1.23)x and they  cross the  imaginary 

~-axis transversally as 2 increases; also, when 2 = 20 equation (1.23)~ has no other 

roots o n , h e  imaginary  axis. TheSe results and the :Hopf  bifurcation theorem in [25] 

show tha t  if ](x) is C ~ uear x = 0, then one obtail!s a local t topf  bifurcation of 

periodic solutions of (1.1)~. from (2, x) = (20, O). One expects %hat these solutions 

are slowly oscillating periodic solutions, and so the bifurcation point  (2o, 0) should 

belong to the  closure of 27 in (0, oo) X/{. This is indeed the case, as the following 

theorem shows. :Ira fact  ~here i s ~  global t topf  bifurcat ion:from (2o, 0), giving rise 

to an unbounded cont inuum X0_c Z. 

THEOgE~ ]:'i: -- Assume tha t]  satis]ies ( H i )  and is di]lerentiable at x L--0: with 

f ( O ) ' :  1~ I where k > l .  .Let the set ~_c::(0, c0) x K  be #elined by (1.21) and 2 0 > 0  

be given by (1.24). Then one has the to]lowing. 

(i) There exists ~ > O such that i] (2, ~v) e Z, then ~>~ and IIq~ll < A (with A 

as in hypothesis ( m )  and I] t[ denoting the norm). 

(ii) The closure ~ o] X in (O, c~) xT2 is 

2 = _r u {(20, o ) ) .  

(iii) Zet Zoc_~ be the maximal connected component o] Z containing (20:,0). 

Then Zo is an unbounded subset o] (0, ~ )  • 

(iv) For each 2 > 20 there exists a slowly oscillatingperiodic solution x(t) o] (1.1)~ 

such that (2, q)) e Xo, where q~ -~ x][O, 1], and - -  B < x(t) < A ]or all t. 

REMARK 1 . 6 , -  As noted in the introduction, the fact  tha t  equation (1.1)~ has 

slowly Oscillating periodic solution for each 2 > 20 was proved in [24], and the local 

I topf  bifurcation was studied in [46]. 

Before giving the proof of Theorem 1.!, we shall present  several lemmas. The 

first of these is used to extend the domain  of definition of T from F to all of 

(0, oo)• As there are difficulties in t rying to use directly the  definition (1.20) 

of T to do this, a different approach is needed. 

LEHMA 1.1. -- Therc::exi?ts a continuous retraction ~ o] (O, oo) XJK onto _P (where I ~ 

is given by (1.18)). This retraction has the ]orm 

(1.25) ~(2, ~) = (2, Oz(~v)) ]or all (2, ~v)e (0, c~) X ~: 

where 0;!(0) {o}. 
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P~ooF. - I f  Kx is defined by  (1.16), note  tha t  for any  real numbers  ~ and fi the  

sets K and K~ are homeomorphic  b y  a homeomorphism h~,~: X~-> ~:~ defined b y  

(1.26) (h~,p~)(t) = exp [(a--/~)t]q~(t), O < t < l .  

The inverse of h~,z is h~,~. 5?ore tha t  the formula (1.26) in fact  defined an extension 

of h~,~ to a homeomorphism from K onto JY; we denote the extended maps by  H~,p. 

One can easily check tha t  the  map ~o: JY-->~o defined by  

(Oo~0)(t) = m ax q ( s )  for 0 ~< t< l  
O~<s~<t 

is a cont inuous re t ract ion of /~ onto K0 and tha t  ~1(0) = {0}. Define a continuous 

re t ract ion of K onto X~ by  

Then (1.25) defined a continuous re t ract ion ~: (0, c~) x K  -+ ~ ;  observe tha t  ~71(0) = 

= {0} .  [ ]  

In  our case the existence of ~o is easy. Yore  generally, the  existence of a retrac- 

t ion f rom a Banaeh  s p a c e  Y onto an a rb i t ra ry  non-empty  closed convex subset of Y 

follows f rom a deep theorem of DI~GUNDJI [15]. 

Wi th  the  aid of Lemma  1.1 define an extension G of T by  

G(X, ~) = T(~o(~, ~)) ,  

and define G~.: ~ - ~ / i : z  by  

G~(q) = G(Z, ~) .  

One easily sees t ha t  the  set of fixed points of G~ is precisely the  same as the set of 

fixed points of T~, and hence 

2: = {(2, ~) ~ (0, c~) X/IT: Gz(F) = ~ and F is not  the zero function} . 

To prove tha t  2: o is unbounded  (in par t  (iii) of Theorem 1.1) we shall use Theo- 

rem 1.2 in [49]. First  we need to recall some definitions, l~ecall t ha t  if :Y is a 

topological space and g: Y--> Y a continuous map w i th  fixed point  Yo, then  Yo is 

an attractive f ixed po in t  if there  exists an open neighberhood U of Yo such tha t  for 

every  open neighborhood V of Yo, there  exists an integer n = n(V) such tha t  fl(y) e V 

for all ]~>n and y e U. The fixed point  Yo is called an ejeetive ]ixed point  if there  

exists an open neighborhood W of Yo such tha t  for every  y ~ W --  {Yo} there  is an 

integer  n = n(y) such tha t  g"(y)@ W. 
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Given the fact  (proved in the appendix) t ha t  the characteristic equat ion (1.23) 

has only roots with negative real par t  if 0 < 2 < ,~0, the following 1emma is a 

s tandard result (see [25]) in the stabil i ty theory  of differential-delay equations. 

As a special case, it implies tha t  0 ~ / s  is an a t t rac t ive  fixed point  of G~: JY-->~ 

if 0 < 2 < 2 0 .  

LElg~A 1.2. -- Assume  that ] satisfies (HI)  and is di]]erentiable at x = 0 with 

] ' ( O ) = - - k .  Assume  that 0 <  2 <  )~o with 4o as in  (1.24) i f  k >  l and 2o-~oo  i] 

0 ~ k < 1. Then there exists (5 > 0 such that ]or every ~ > 0 there is a number T~ > 0 

such that 

sup Ix(t; 2, ~)l < 
t>~ T~ 

whenever cro, 1] satisties II 11 < 8. 

If,  on the other  hand  4 > 40, then  0 is an ejeetivo fixed point  of T , : / i : ~ - * / i : , :  

This is proved by  ]tADELE~ and To~vux  in Lem m a  11 of [24]. Some checking is 

necessary because Hadeler  and Tomiuk use different parameters  f rom ours, b u t  

this is most ly  a question of notat ion.  

:Next, recall  tha t  our re t ract ion Q~.: X~ ~ X ,  is chosen so tha t  ey*(0) = {0}. Using 

this fact  and the fact  tha t  for any  ~ 6 / g  one has G~.(~) = ~ ( ~ ( ~ ) ) ,  one sees tha t  

e ject ivi ty  of ~P~ implies eject ivi ty of G~., so one obtains the following result. 

LE~_~A 1.3 (See Lemma 11 of [24]). - Assume  that ] satisfies ( g l )  and is di]]eren- 

tiable at x = 0 with ]'(0) = - -  k, where k > 1. Assume  that 2 > 2o with 4o as in  (1.24). 

Then 0 ~ J~ is an ejective ]ixed point  o] G~. 

The next  lemma gives most of par t  (i) of Theorem 1.1. 

LEM~A 1.4. -- Assume  that ] satisfies (H1) and is di]/erentiabte at x = O. Then 

there exists ~ > 0 such that i] x(t) is a slowly oscillating periodic solution of (1.1)4 ]or 

some 2 > O, then 2>(~. Henee 

Z c [b, oo) •  

P~ooF. - We know from Proposit ion 1.3 tha t  every  slowly oscillating periodic 

solution x(t) of (1.1)4 satisfies 

- - B < x ( t ) < A  for all t 

where A and B are as in ( t t l ) .  Because ] is differentiable at  the  origin, there  exists a 

constant  t9 such tha t  

tt(x)l <.C21x ] if - -  B < x • A .  
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Let x(t) be a slowly oscillating periodic solution of (1.1 h for some ~ > 0 with 

first zero q and second zero ~, and set 

M+ = m a x  x(t) and M _  = m a x  Ix(t) l. 
O~t~q  q ~ t ~  

The assumptions of ] imply from (1.1)z tha t  2(t)~<0 on [1, q] and 2( t )>0 on [q + 1, 

~], so 

(1.27) M+ = max x(t) and M_ = max Ix(t)], 
O~t~l q ~ q + l  

and periodicity gives 

M + =  m a x  x( t ) .  
~<t~<~ + 1 

Integrat ing (1.1)% from q to t gives 

t 

x(t) = f ; .  e x p  [;,(s - t )] /(x(s  - 1)) as 
q 

which implies 

so tha t  

Ix(t) 1 < (1 - exp [i(q - t)]) ~gM+ if q < t < q  q- 1 

(1.28) M _  < (1 - -  exp  [ - -  ~]) ~ g M + .  

A similar argument  shows M + 4  ( 1 -  exp [--~])Y2M_, and combining this with (1.28) 

gives 

(1.29) M + 4  (i --  exp [-- A])~D2M+. 

But  if (~ > 0 is chosen so tha t  ( 1 -  exp [--(5])%Q2<1, then  (1.29) is impossible for 

0 < ~ <  (~ and M + > O .  [] 

I t  will be convenient to obtain an a priori bound on the minimal  period of any 

slowly oscillating periodic solution; the following lemma does that .  

LEM~A 1.5. - Assume the hypotheses o] _Lemma 1.4. There exists a number Q ~ 0 

such that i] x(t) is a slowly oscillating periodic solution o] (1.1 h /or some ~ > O, then 

the minimal period ~t o] x(t) satisfies 

~ <g2 . 

The number Q depends only on ]7 and not on ~, 
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P~ooF. - Let  the notat ion be as in the proof of Lemma 1.4, and suppose x(t) 

is a slowly oscillating periodic solution of (1.1)x for some ~ > 0. Zemma 1.4 therefore 

implies X > & 

From (1.1)~ one has 

d (exp [ t ( t -  1)]x(t))<0 if l < t < q  
dt 

and hence 

(1.30) x( t )< .exp[ - -2 ( t - -1 ) ]x (1)<.exp[ - - (5 ( t - -1 ) ]M+ if l < t < q .  

Equat ion (1.30) implies 

0<x(t)  <exp  [-- 5(q --  2)]M+ if q - - l < t < q ;  

using this fact and integrating (1.1)z from q to t e [q, q -~ 1] gives 

t 

exp [~(t - -  q)][x(t)] = f 2  exp [~(s --  q)]]/(x(s --1))[ ds< 
q 

<(exp [~( t -  q)] - 1 )  exp [ -  ~ (q-  2)]9M+. 

This an4 (1.27) imply 

(1.31) M _ <  exp [-- 6(q --  2)] f2M+. 

A similar argument  shows M+ < exp [-- (~(~ --  q --  2)] tgM_ ~ and combining this with 

(1.31) gives 

M+<exp [-- 6(~ -- 4)]Q~M+. 

Because M + >  0 one has exp [--(3(~--4)]f22>1, hence 

as required. [] 

Our last lemma shows tha t  Z_c (0, ~ ) x ~  remalns bounded away from (0, ~ ) •  

x{O} except possibly at  the point (~o, 0). 

L]~xigA 1.6. - Assume the hypotheses o] Lemma 1.4, set k = -  f(O), and let J c_ 

c_ (0, ~ )  be any compact set. tZurther, i ] k  > 1 let )~o be as in (1.24) and assume that 

to ~ J. Then there exists x = s(J) > 0 such that if x(t) is a slowly oscillating periodic 

solution o] (1.1);. ]or some ~ e J,  then max Ix(t)] > s. Consequently one has 
t 

(1.32) _r_ 2_c {(~o, 0)}. 
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P~ooF. - Suppose for some J there is no s. Then it  is easy to show there  is a 

sequence of slowly oscillating periodic solutions x~(t) of (1.1)~ for some sequence 

t~e  J ,  such t ha t  m a x  ]z~(t)] -+ 0 as n -~ c~. Define y,(t) b y  
t 

where llx,~ll = m a x  lx~(t)l ; then  
t 

x.(t) 

y=(t) : IIx~ll 

(1.33) ~ ( t )  = - -  ),~y,~(t) - -  A . k y . ( t - - 1 )  ~- ,~ . l~(y , ( t - -1) ,  Ilxd) 

where R is the continuous funct ion defined by  

ky ~- ~-~](@) if ~ V: O, 

(1.3~) R ( y , ~ ) =  0 i f ~  O. 

Also, l e t  q~ and  ~ denote the first and  second zeros of x.(t).  

By tak ing  subsequences one can now assume 

(1.35) 

)~,---~ ~ e J 

q. --> q and  

y~(t) -+ y(t) 

qn--~ q ~ 

and 9~(t) -~ 9(t) uniformly on compact sets 

for some 2, q and {, and  some continuously differentiable funct ion y: R --> R. These 

claims follow f rom L e m m a  1.5, f rom an appl icat ion of Ascoli 's t heo rem tO ys(t) 

upon observing in (1.33) t ha t  y~(t) and ?).(t) are bo th  uni formly  bounded,  and  b y  

tak ing  the  l imit  in (1.33) where one uses l!x.tl --> o. In  fact ,  one fur ther  sees t h a t  

(1.36) ~(t) = - -  Ay(t) - -  l k y ( t  --  1) 

(1.37) y(t)>O on (0, q) and  

(1.38) y(t  ~ ~) = y(t) for all t ,  

(1.39) q>~l and  ~ -  q > l ,  

and  
m a x  [y(t);  = 1 .  

t 

for all t ,  

y(t)<0 on (q,~), 

The s tandard  theory  for l inear differential-delay equations [1, 16, 25] implies 

t ha t  (1 .36)cannot  have  a periodic solut ion unless the Characteristic equat ion (1.23) 

has a root  wi th  real  pa r t  zero. I t  is p roved  in the  appendix  t ha t  if this  is so, and  

A > 0  and k>~0 (as is the case here), then  necessari ly k > l  and  A =  An for some 

m > 0  where 

v / ~ ,  ~ = 9 0 + 2 ~ m  



58 JOKN 1V[ALLET-PAI%ET - I~OGEI~ D. I~USSBAUYs Global continuation, etc. 

with v0e (~/2, ~) as in (1.24). And further,  for 2 ---- 2~ the only roots of the charac- 

teristic equation (1.23) on the imaginary axis are a pair of simple complex conjugate 

roots 

$ : =j=ir,~. 

Thus, the theory of linear differential-delay equations implies tha t  for 2 ~ 2,, the 

only periodic solutions of (1.36) are linear combinations of sin v~t and cos v~t. And 

formulas (1.37), (1.38) and (1.39) imply tha t  y(t) is a multiple of sin r~t, t ha t  ~'m<<.~, 

hence m -  0. But  then  2- - - - /o~J ,  contradicting (1.35). 

Because 27 consists of those (2, ~) for which 2 ~> ~ and G~.(~) ---- ~ ~- 0, it  follows 

tha t  ~, - -X_c (0, co) • _c (0, oo) x/i:. And the above results show further the 

inclusion (1.32). [] 

We now present the proof of Theorem 1.1. 

PRooP oP Tn-EO~EM 1.1. -- (i) The claim tha t  2 > ~  is simply Lemma 1.4. I f  

(2, ~) e E then  ~0 = xl[0 , 1] where x(t) ~- x(t; 2, q~) is a slowly oscillating periodic 

solution of (1.1)~. By Proposition 1.3 one has - - B <  x ( t ) <  A for all t, hence 

< A if 0 < t < l ,  hence H I] < A. 

(if) and (iii) These parts of the theorem ure a specialization of Theorem 1.2 

of [49] to our situation. Le t  

By  Lemma 1.6, for each 2 > 0 with 2 r to there exists ~(2) such tha t  the map G~ 

has no nontriviM fixed points in 1~(~). Hence the fixed point index iK(G~, B~(~)) 

is defined (see [50] for a summary of the properties of the fixed point index). To 

apply Theorem 1.2 of [49] here it  suffices to show 

(1.40) [ 1 if 0 < 2 < 2 o ,  

(1 .41 )  i.~(G~, B~(~)) = ! 0 if  2 > 20 �9 

But  Lemma 1.4 in [49] implies (1.40) because 0 is an at tract ive fixed point of G~ 

(by Lemma 1.2 above); and Corollary 1.2 in [47] (also Theorem 1 in [50]) implies 

(1.41) because 0 is an ejective fixed point of Gz (by Lemma 1.3 above). 

(iv) As Zo_c (0, o o ) •  is unbounded, and each (2, ~ ) e  Zo satisfies (i) of this 

theorem, and (20, 0 ) e  270, one sees there exists (2, ~ ) e  X0 for each 2 > 2o. And as 

noted, each (2, ?) e 27 with ~ r 0 corresponds to a slowly oscillating periodic solution 

of (1 . lb .  [] 

I f  the function ](x) is odd, it  is natural  to look for slowly oscillating periodic 

solutions x(t) of (1.1)4 such tha t  

(1.42) x(t ~ q) =- - - x ( t )  for all t 
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where q is the first zero of x(t). Following SAVPE [56, 57], we shall call such a solu- 

t ion an S-solution. If  ] is odd and satisfies (H1), then  one has B = A. For  ~p ~ Kx 

and A > 0, define S~(t0 ) by  

(Szq~)(t) = - - x ( t  + q(A, ~); A,q:) for 0 < t < l  

if q(A, 7) is defined, and 

(S~qD)(t) = o for 0 < t < l  

if q(A, ~) is undefined or if ~ = O. The S-solutions thus correspond to nonzero fixed 

points of S~. Define 

8 --  {(A, ~) e (0, oo) x s  ~ e k e -  {0} and s~(~) = ~ } .  

B y suitably modifying the lemmas leading up to the proof of Theorem 1.1, one can 

prove the  following analog of this theorem for S-solutions. 

THEOREI~f 1.2. -- Assume that ] is as in Theorem 1.1. In  addition, assume that ] 

is an odd ]unction, so that B ---- A in (H1). Then the conclusions oJ Theorem 1.1 hold 

with X, Xo, and ~( slowly oscillating periodic solution ~) being replaced with 8, 8o, and 

(~ S-solution ~ respectively. 

2. - Global continua of  rapidly oscillating periodic solutions. 

Consider again the characteristic equat ion 

(2.1) $ + 2 + Ak exp [-- ~] = 0 

of the  l inear equat ion (1.22)~.; we assume tha t  k > 1, and tha t  2 ve 0 is real  bu t  not  

necessarily positive. I t  is proved in the  appendix (see also [46]) t ha t  (2.1) has a 

solution ~ with real par t  zero if and only if ~ = Am for some integer m, where 

(2.2) ~,~ = ~0 @ 2~m 

~k ~- 1 

and re satisfies (1.2~). Moreover, if A----Am then  equation (2.1) has exact ly  two 

solutions with zero real par t ,  namely  

= -biv~ where ~ ~ v0 -b 2zm 

and tha t  bo th  of these are simple roots of (2.1). Finally,  it is shown that  for A near 

An there  is a unique solution ~ = ~.~(A) of (2 .1)near  i ~ ,  t ha t  ~(A) varies analytical ly 



60 JOHN NfALLn~-PA~E~ - ROGE~ D. N u s s ~ U ~ :  Global  c o n t i n u a t i o n ,  etc. 

as a function of ,~, and tha t  $~(A) together with its complex conjugate $~(,t) cross 

the imaginary axis transversally. In  fact one h a s  

~ ( ~ )  = i ~  and  sgn ().~) l~e ~'(2~)  > 0 

where ~'~(~) denotes the derivative of ~(~)  with respect to )~. 

I t  follows from the above facts and from the ~ o p f  bifurcation theorem for dif- 

ferential-delay equations (see [25]) tha t  the nonlinear equation 

~(~) : - ~x(t) + ~](x(t  - 1 ) )  

has a one-parameter family of periodic solutions near (), x) ~ (,~, 0), where ] is 

assumed to be C ~ in. a neighborhood of x = 0 and satisfy [(0) = 0 and ]'(0) = - -k .  

A basic question is whether this family,  which is given only locally by  the I{opf 

bifurcation theorem, can be extended to an unbounded connected set of periodic 

solutions. Fo~ m : 0 such an extension is provided by the set Xo obtained in Theo- 

rem 1.1. We shall reduce the problem for general m to the case m = 0 by  employing 

a change of variables which can be found in [34] and which is a t t r ibuted to K. L. 

Coo~E. 

Consider a parametrized family of differential-delay equations of the form 

(2.3)4 2( t )  = ~ g ( x ( t  - -  z V J ,  x ( t  - -  zY~), . . . ,  x ( t  - -  zYn)) 

where A e R and each N~ is an integer. Suppose for some A tha t  x( t )  is a periodic 

solution of equation (2.3)4 of period p. F i x  an integer m and define a function ~(t) 

and real number  ~ by  

where co is given by  

~(t) : x(cot) and  ,T = ~co 

A simple calculation now shows that ~(t) satisfies 

d~( t )  _ ~ g ( 5 ( t  - -  N1) ,  ~ ( t  - -  1 ~ ) ,  . .  ~ ( t -  2~n)) 
d t  "' " 

That  is, 5(t) is a solution of the differential equation (2.3)5 with the new parameter  

value ~. Also, if co :/= 0 then ~(t) is periodic with period pilco[, and if p is the minimal 

period of x( t )  then  p/[co] is  the minimal period of ~(t). 

We shall use this change of variables to obtain branches of <( rapidly oscillating ~> 

periodic solutions from the branch Xo of slowly oscillating periodic solutions. To 

do this we need the following ]emma. 
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LEIVI~A 2.1. -- Assume that ] satisfies (~[1) and is di]]erentiable at x = 0 with 

f(O) - ~ -  k, where k > 1 . . L e t  ~ be as in Theorem 1.1. For each (2, q~)e ~ define 

~(~, ~v) to be the minimal  period o] the slowly oscillating periodic solution x(t; ~, ~v) o] 

equation (1.1)~.. I n  addition, set 

2~ 
~(~o, O) = -  

~o 

where 20 and ro are as in (1.24), so that FI is a well-de]ined /unction 

~: 2 = z u  {(~o, o)} -+ (0, ~ ) .  

Then ~ is a continuous /unction on the space X. 

PROOF. - As noted in Section 1, if (2, ~v) e 2: then  the slowly oscillating periodic 

solution x(t; 2, ~v) satisfies 2(~(2, ~v); 2, ~v)> 0, ~md this implies ~he function ~(~, ~) 

is continuous at  (t, ?). Therefore, it  remains to prove tha t  ~ is continuous at  the 

point (lo, 0) e 2 - -  X. 

Suppose there exists a sequence (am, ~o~) e X such tha t  ( ~ ,  ~,) -+ (Ao, 0) but  

~ (~ ,  ~ )  does not approach 2Z/Vo. By  taking a subsequence and using Lemma 1.5 

to bound ~(~ ,  ~ )  one can assume without  loss ~hat 

27I 
(2.4) q(a. ,  ~ . )  ~ qo and ~(a~, ~ )  -+ ~ o # - -  

~o 

where, as in Sectioa 1, q(2, ~) denotes the first positive zero of x(t; 2, qv). The limits 

qo and qo satisfy qo> l  and ~o>1 + qo. Denote 

x~(t) = x(t; ~ ,  ~ )  and IIx4 = m~x Ix~(t)l, 

note tha t  ][x.It ~ 0, and set y ~ ( t ) :  x.(t)/llx~ n. As in the proof of Lemma 1.6 one 

may  take limits of some subsequence of y~(t) to obtMr~ a C 1 function y(t) satisfyir~g 

(2.5) ~(t) -= -- ~oy(t) -- ~oky(t -- 1) for all t ,  

y( t )>0  on (0, qo) and y ( t )<0  on (qo,~o), 

y(t -~ ~to) = y(t) for M1 t ,  

and 

m a x  Jy(t) r = 1 .  
t 

Clearly, the minimal period of the function y(t) is qo. 

When ~ ~ Ao the only roots Of the characteristic equation (2.1) on the imaginary 

axis are the simple roots $ : 4-fro. Therefore, by  the theory of linear differential- 
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delay equations the solution y(t) of (2.5) must  have the form y(t) = K sin (v0t + 0) 

for some /i~ ee 0 and 0, and so the minimal period q0 of y(t) equals 2~/Vo. This, 

however,  contradicts (2.4). [] 

Assume now tha t  J and Xo_c 2 are as in Theorem 1,1. ~'ix an integer m (which 

may  be negative) and for each (2, ~v) e 2:o define, as above ~(t) ~ x(o)t) and ~ = 2o 

where 

,o = m{(2, ~) + 1 .  

Let  q~ = 5[[0, 1] denote the initial condition of 5(t) in C[0, 1] and define a map 

by  sett ing 

@~: ~ro-+ iIt• G[0 , 1] 

~ ( 2 ,  , )  -- (L ~). 

Let  Z~ denote the image of the  map ~b~, namely the set 

(2.6) 2:. , --  ~ ( & ) .  

Lemma 2.1 implies tha t  ~b~ is continuous, so Z~ is a connected set. As noted above, 

each {~, ~ ) e  Z~ with ~ #  0 gives rise to a solution x(t; ~, ~) of equation (1.1)i of 

period ~(2~ ~)/]m~(2, ~) + 11 (note tha t  ~(2, 9) > 2, so the  denominator  is not zero; 
also note tha t  A <  0 is possible). One also sees tha t  (2, 0) e X~ if and only if 2 = 2~, 

the  quant i ty  given by  (2.2), so tha t  ~U,~ must  agree with the local I topf  bifurcation 

at  (2~, 0) for (2, ~) near (2.,, 0). We leave to the  reader to show that  if (~, ~) e Z~ 
then  

(2.7) ~ < 0  i f m < O ,  

(2.8) 2 > 0  if m > O ,  

and 

(2.9) - - B < ~ ( t ) < A  for all t e [ 0 , 1 ]  

and tha t  21~ is an unbounded subset  of R • C[O, 1]. 

TI~Ol~E~ 2.1. - Assume that f satisfies (It1) and is di]ferentiable at x = 0 with 

f'(O) ----- - -  k, where k > 1. t 'or each integer m define the set X~ c_ R • C[0, 1] by (2.6). 

Then Zm is an unbounded connected set, and (2, O) e Z~ if and only if  2 = 2.~ where 2~ 

is given by (2.2). ~or each (~, ~) ~ ~ one has (2.7), (2.8), and (2.9), and if ~ ~= O, 
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then x(t; ~, ~) is a solution of equation (1.1)~ with minimal  period p satisfying 

(2.1o) 

(2.~) 

and 

(2.1~) 

1 1 
Im-~l < p < Im § �89 if  m < o ,  

p > 2  if r e = O ,  

1 1 
m - ~ � 8 9  < p < -  m if m > 0 .  

The sets 2/,~ are pairwise disjoint. I /  m > 0  and ~ > ~,,, then equation (1.1);. has at 

least m + 1 distinct periodic solutions~ while i / m  < 0 and A < )~,  then it has at least 

Im[ periodic solutions. 

PROOF. - The first par t  of the theorem h~s already been proved. The bounds 

(2.10)~ (2.11)~ ~nd (2.12) on the minimal period p follow immediately from the 

formula p ~ ~t(A, ~)/Im~(A, ~) § 1I noted above, ~nd the fact t h s t  ~(A~ ~) > 2 for 

()., ~s)e 2/0. These bounds also imply tha t  the sets Z~ are pairwise disjoint: one 

can easily check thgt  the intervals of values p given in (2.10), (2.11), ~nd (2.12) for 

various integers m are pairwise disjoint. Finally,  the connectedness, nnboundedncss 

and disjointness of the 2/~, the bounds (2.7), (2.8), and (2.9) for (X, ~ ) e 2 / ~ ,  and 

the ordering 

... < ~ ~< i_~< 0 < Ao< A~< )~< ... 

imply the last sentence in the s ta tement  of the theorem. [] 

Figure 6 depicts schematically the branches X~. 

li~lI 

Z1 

20 A 2~ 

Fig. 6. The global Hopf branches 2:,~. 
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t~E~A~K 2.1. -- I f  m #  0, t hen  any  nontr ivial  solution x(t; 4, (p) for (4, q~)e Z. ,  

has period p < 1. Such a solution m ay  be described as (, rapidly oscillating ~), in 

contrast  to the  slowly oscillating solutions obtained when m = 0. Global families 

of  rapidly oscillating periodic solutions, ana logous  to the  families 27,, have  been 

obtained for a class of differential-delay equations including many  of the form 

~(t) = [&x(~ - 1 )  + Z~x(t - 2)]t(x(t)) 

using the Fuller  index. See CHow and MALLET-PAllET [8]. 

I~EMAI~K 2.2. -- Wi th  only slightly more effort,  Theorem 2.1 can be sharpened. 

We claim tha t  Z,. is a closed subset of R x C[O, 1] and t h a t  ~b.~: Zo--> 2:~ is a 

homeomorphism of Z~o onto X~ for each integer m. To see this, observe first that ~ 

is one-to-one when considered as a map from 2: into R • C[O, 1]. For  suppose tha t  

(2.13) 

for some points (4, q) and (0, ~) in 2 .  I f  q),~(4, ~0) = 0, t hen  one easily concludes 

tha t  (4, q) = (0, ~) = (40, 0), so assume tha t  q)~(~, q) # 0. Le t  x(t) -~ x(t; 4, of) and 

y(t) = x(t; g, y), ex tended  to R as periodic functions. Then  equation (2.13) implies 

that 

~ = X c o = ~ = o a  

and 

(2.14) 5(t) = x(cot) = y(t) = y(at) for all t 

where co ~ 0 and g # 0 are given b y  

co = m~(4, ~o) -F 1 and ~ = m~(o, ~o) -F 1 .  

Because ~(4, q) > 2 and ~(a, ~) > 2, one sees t h a t  ~o # 0 and ~ # 0 have the same 

sign, so one m a y  define the  positive quan t i ty  z = a/co. Indeed,  by  relabelling if 

necessary one can assume that 

(2.15) 0 < z < l .  

Also note  tha t  

(2.16) x(t) -= y(ut) for all t ,  

by (2.14). 
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By differentiating (2.16) and using the fact  t ha t  ~ ~ zg, one obtains f rom the 

defiuing differential-delay equations for x(t) and y(t) t ha t  

dy(ut) 
Y d t )  = - ~ x ( t )  - ~ / ( x ( t  - 1 ) )  - d t  

and this yields 

(2,.17) 

-- Xy(ut) -- ~ ] ( y ( u t -  1)) 

](x( t - -  1)) = ](y(ut - -  1)) for  all t .  

Sett ing t = 1 in (2.17), one finds 

(2.18) ](y(:~-- 1)) = 0 hence y(~ - -  1) = 0 ; 

and because y(t) is a slowly oscillating periodic solution of equat ion (1.1), one 

concludes from (2.15) and ( 2 . 1 8 ) t h a t  ~ ~ 1. I t  follows immedia te ly  tha t  2 ~ a 

and x ( t ) =  y(t) for all t. This proves tha t  q)., is one-to-one. 

To complete the proof of our claim, suppose tha t  q)~(a~, ~ )  = (5~, q~) for some 

sequence ( ~ ,  ~ )  ~ S,  and t ha t  (5~, ~ )  --> (~, ~) for some (5, ~) ~ R x  C[0, 1]: I t  

suffices (because we know r  is continuous on the closed set Z) to prove tha t  there  

exists a convergent  subsequence of (g~, W.). Let  x~(t)-= x(t; ~,, 9J~) (extended pe- 

riodically) and ~ ( t ) =  x~(co.t), where 

(2.19) co~ = m~t((~, cf~) + 1 ,  

so 5 ~ =  a~co. and q~.= ~][0,  1]. By  using Lem m a  1.5 to bound ~(~., q~) above, 

one may  take a convergent  subsequenee in (2.19) to yield con-+ co for some co. As 

~ ( ~ ,  q ~ ) >  2, one has co :/: 0 and hence the l imit  ~ - +  ~/co exists. Proposit ion 1.3 

now implies tha t  - -  B < x~(t) < A for all t. As Xn(t) is a soh t ion  of equat ion (1.1)o. 

and ~ is a bounded sequence, it  Yellows tha t  &,~(t) is uni formly  bounded.  Thus 

Ascoli's theorem implies tha t  for a fur ther  subsequence ~,  converges uni formly to 

some ~v e C[0, 1]. As remarked,  this completes the proof. 

There is another  change of variables for periodic solutions of paxametrized dif- 

ferentiM-delay equations which will prove ex t remely  useful in s tudying asymptot ic  

propert ies  of equat ion (1.1 h in Section 4=. Consider a differential-delay equat ion  

of the form 

(2.20) ~(t) = g(x(t), ~ ( t -  1), x ( t -  2), ..., x(t (~ - 1 ) ) )  

for some integer n. One could th ink of s as a small positive parameter  related to 

the paramete r  ~ by  s - -  ~-i; however,  it  is not  essential here  tha t  e be small. Le t  

x(t) be a periodic solution of equat ion (2.20) for some s # 0, of period p, and define 

r e R  b y  

p ~ n(1 -~ st) . 
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Define functions y j ( t ) ,  where the subscripts j are t aken  mod n ,  by  

. ,  

Then one can ver i fy  tha t  the y~(t) satisfy the system of n equations 

(2.2i) ~(t)  = - -  g(y~(t),  y j_ l ( t  - -  r),  y j_2(t  - -  2r), ..., y j_( ._ l ) ( t  - -  (n  - -  1)r)) . 

Note  tha t  the parameter  s is absent  f rom (2.21), having been replaced with the 

parameter  r. 

Applying this change of variables to equat ion (1.1 h with s : 2 -1 and n ~ 2, 

one finds 

(2.22) ~)(t) = y ( t )  - / ( z ( t  - r ) )  , ~( t )  = z ( t )  - ] ( v ( t  - r ) )  

where y(t) = yo(t) = x ( "  st) and z(t)  = yl( t )  = x ( � 8 9  ~ st). If  ] is au odd funct ion 

and x(t) is an S-solution, then  z ( t ) - ~ -  y( t )  and the  system (2.22) reduces to the 

single equat ion 

~(t) = y(t) + ( y ( t -  r ) ) .  

If  / satisfies the  conditions of Theorem 1.1, then using this change of variables one 

can obtain from the set 27o a connected set of periodic solutions of the system (2.22), 

bifurcating from the  zero solution at  the value ro ~ Xo(~r/Vo--1). 

3. - Asymptot ic  est imates  for the period as s --> 0 + and derivation of  the transition 

layer equations.  

In this section we begin the s tudy of the asymptot ic  behaviour  of slowly oscil- 

lating periodic solutions of 

(3.1)~ ~ ( t )  = - x(t) + / ( x ( t  - 1 ) ) ,  ~ > 0 ,  

as s - *  0 +. Observe tha t  this is just  equat ion (1.1 h with s = ~-1; we write our 

equat ion in this equivalent  form to emphasize the fact  tha t  we are in teres ted in 

the case when s is small. In  Theorem 3.2 we shall prove tha t  if ] satisfies hypotheses 

(HI)  and (IL2), t hen  the distance between consecutive zeros of any  slowly oscillating 

periodic solution is 1 + 0(s). Such solutions, therefore,  have minimal  period 2 ~- O(s). 

An impor tan t  role in our work will be played by  Theorem 3.1, which provides 

informat ion about  the  shape of slowly oscillating periodic solutions and (see l~e- 

mark  3.4) other  kinds of periodic solutions. In  Proposit ion 3.1 we shall use our 
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es t imate  on the  period to derive a pair  of (~ t ransi t ion layer  equations ~) associated 

with  equat ion (3.1)~. I n  Section 4 these t ransi t ion layer  equations will p lay  a centra l  

role in obtaining ve ry  precise results  about  the  asympto t i c  fo rm of solutions of 

(3.1)~ for small  s. 

We s ta r t  our work wi th  a simple calculus lemma.  

tl t~ t~ fl 

.... ) t 

Fig. 7. The function x(t) of Lemma 3.1. 

LE~:~IA 3.1. - Let x:  [~, fl] -* R be a C ~ ]unction such that x(~) ~- x(fi) = 0 and 

x(t) ~ 0 when a ~ t ~ ft. Suppose  that c is a posit ive number  and that there are numbers  

t ~  t2 ~ t~ in  (a, fl) such that 

and 

x(t~) < x(t~) lot  ~ = 1, 3 ,  

x(t~) < c .  

V f' V 

Then  there exist numbers  t l ~  t 2 ~ t~ in  (~, fl) such that 

x(t~) < x(t~)<o ann ~(t~)>lO /or j = 1, 3 ,  

and 

x(t~)<x(t2) and ~(t~) = O. 

Pnoo~.  - This l e m m a  is obvious if one graphs x(t); see Figure 7. Al ternat ively ,  
f 

select t~e [tl, t3] such tha t  

x(t~) = min (x(t): t~<~t<t3} . 
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Let  s~e In, t~] and s~ a [t~, fl] satisfy 

and 

x(sl) --  max {x(t): a < t < t~}, 

�9 = m a x  { x ( t ) :  

I f  x(s~)<e define t'~= s~; otherwise define 

t~ = inf  {t e [a, t~]: x(t) = e } .  

I f  x(s3) <<. v define t~ = s3; otherwise define 

= i n f  {t  e ItS,  x ( t )  = 

We leave to the reader  the verification tha t  t~, t~ and t~ so defined satisfy the condi- 

tions of the lemma. [] 

:Numerical studies (see the references in the introduction) have clearly suggested 

tha t  slowly oscillating periodic solutions x(t) of (3.1)~ m ay  have complicated graphs 

with multiple relat ive extrema,  especially when the nonlineari ty  ](x) in the differential 

equation is not  a monotone function of x. Nevertheless,  th roughout  par t  of its cycle 

the solution x(t) is often nicely behaved:  there  m ay  be numbers  - -  d < 0 < c such 

tha t  x(t) oscillates about  zero in a (( nice ~> (i.e., monotone)  way  for those values of t 

such tha t  - -  d < x(t) < e. The following definition and theorem make this concept 

precise. 

: DEFIbKTI051 3.1. - Le t  x(t) be a slowly oscillating periodic solution of equat ion 

(3.1)~ with (as in Definitions 1.1) first and second zeros q and ~: F ix  numbers  

- -  d ~ 0 ~ c. We say tha t  x(t) satisfies _Property M between - -  d and e if 

(1) x is monotone  increasing on [0~ al]; 

(2) x ( t )>e  if z ~ < t <  ~ ;  

(3) x is monotone decreasing on [v~, as]; 

(4) x ( t ) < - - d  if a~< t <  v2, and 

(5) x is monotone increasing on [~2, q], 

where the numbers  (~1~ ~1~ (~ and % are defined as follows. 

Q~ ~ (q, ~) such tha t  

x(el ) = max  (x(t): 0 < t < q }  > 0 

and 

Select ~1~ (0~ q) and 

x(~)  = rain {x(t): q<t<.~} .< O. 
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If x(@~) > e define 

and 

(~ = inf {t e [0, q]: x(t) =- c} 

~1 = sup  (t e [0, q]:  x(t) = c} ; 

if X(~l)< c define a~ = ~1 = ~1. Similarly,  if x(~)  < - - d  define 

a2 -~ inf {t e [q, ~]: x(t) = - -  d }  

and 

~ = sup {t ~ [q, ~]: x(t) = " ~ } ,  

and if x(Q2)/>--d define a2 = w2 = p2. Note tha t  even though Q1 and ~2 m ay  not  

be uniquely determined,  the concept of P rope r ty  M is well defined. Also note  tha t  

if a l =  ~1 (or (~2= w2), then  condition (2) (or (4)) is satisfied vacuously.  

T 
~ m 

I 

I 

I 

I 

I 
I 

I - -  

I 

J i 

I I 

J I 

I I 
! I 

q 

I 

I 
I 

= I 

,, H , ,  > 

Fig. 8. A slowly oscillating periodic solution sarisfying Property M. 
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Figure 8 depicts a solution satisfying Proper ty  M between - - d  and c. The 

following theorem implies tha t  the slowly oscillating periodic solutions obtained in 

Section 1 satisfy P rope r ty  M for some - - d  and c independent of e. 

TEEO~E~ 3.1. -- Suppose that A and B are positive numbers and ]: [-- B, A] ---> R 

is a continuous ]unction such that 

(3.2) x]@) < 0 i/ x ~ [-- B, A] and x :/: 0 .  

Suppose ]urther that there are positive numbers c < A  and d < B  and a constant 7 > 1 

such that 

(1) ] is monotone decreasing on [ - -d ,  c]; 

(2) ](x)>c i] - -B<<.x<- -d ,  and ] ( x ) < - - d  i] c < x < A ,  and 

(3) I](](x)) ] > y]x[ whenever - -  d < x < c and the composition ](](x)) is de]ined (i e ,  

when ](x) e [ ~  B, A]). 

,Let a > 0 and suppose x(t) is a slowly oscillating periodic solution o] equation (3.1), 

which satisfies - - B < x ( t ) < A  ]or all t. Then x(t) satis]ies Property M between - - d  

and c. 

PROOF. - Assume, by  way of contradiction,  t ha t  some slowly oscillating periodic 

solution x(t) does not  satisfy P rope r ty  M between - - d  and c. For  definiteness 

assume tha t  the conditions of P roper ty  M are not  satisfied o n  the  interval  [0, q]. 

We first note  tha t  there  exist  triples of numbers  t l <  t2< t3 in (0, q) which satisfy 

the  hypotheses  of Lemma 3.1 with [c 6 fi] ~ [0, q]. This is a consequence of the 

assumption tha t  P roper ty  M f~ils. If- for example x(t)  is not  monotone on [0, a~], 

t hen  there  must  exist  t e (0, 01) such tha t  &(t) < 0. For  small enough (~ > 0 one then 

has 0 < t - -  (~ < t 4- 8 < 01 and c > x ( t - -  (5) > x(t ~- 8), so one can define t~=  t - -  (~ 

t2 = t § (~, and t3 = a~. Similar choices of tj work if x(t) is not  monotone  on [vl, q]. 

If, on the  other  hand,  P roper ty  M is violated because x(t) < c at  some t e (g~, ~1), 

t hen  one m a y  set t~ = ~ ,  t3 = T~, and let  t2 be the  location of t h e  min imum of 

x(t) in ((~, ~) .  

t t av ing  established the existence of such triples t~< t, < t3, we define the set S 

to be the collection of all poin ts  Iike t2. More precisely, let  

S = 

Of course 

{t e [0, q]: x(t) < c, and there  exist tl and t3 in (0, q) such tha t  tl < t < ta 

a n d  x(t,) > x(t) for  i = 1, 3}. 

the  points tl and ta in the definition of S depend on t. Define 

(3.3) ~ = inf {x(t): t r S} 
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and note tha t  ~ > 0 because  2(0) > 0 and :~(q) < 0. Also note tha t  ~ < c. Now fix 

t ~  S so that 

(3.4) x(h) < 7~ 

and let h <  t2< ta be as in the definition of S. These points t~, j ~ 1, 2~ 3, will s tay 

fixed for the  remainder of this proof. 

Lemma 3.1 now implies there are points t~ < t~ < t~ in (0, q) such tha t  

(3.5) x(t:) < x(tj)<~c for j = 1, 3 ,  

(3.6) x(t~) < x(t,) , 

(3.7) ~ ( t ~ ) = o  and ~(tj)>O for j = 1 , 3 .  

Equat ions  (3.1)~, (3.5) and (3.7) imply 

(3.s) o < x(t:) = t ( x ( t : - l ) )  < x ( t ; ) < t ( ~ ( t ' , - l ) )  for  j = 1, s 

and hence t j - - 1  e (-- (T--q) ,  O) for j = 1, 2, 3, because x ( t ~ - - l )  < 0 b y  (3.2). Set 

sj = t j - -1 .  We now observe tha t  the triple s l <  s2< sa satisfies the hypotheses  of 

Lemma 3.1, but  for the function - -x( t )  in the interval [ - - ( q -  q), 0], and with d 

in place of c. Indeed,  assumptions (1) and (2) in the  s ta tement  of this theorem 

together  with (3.5) and (3.8) above easily imply tha t  

and 

(3.9) 

x(sj)  < x(s2) < 0 for j = 1, 3 ,  

- -  d < x(sD . 

Applying Lemma 3.1 a second time, this t ime to - - x ( t ) ,  produces points s~< 

< s'~< #3 in ( - - ( q -  q), 0) satisfying analogs of (3.5), (3.6) and (3.7), namely 

--  g<x(s~) < x(s',) for j = 1, 3 ,  

(3.10) x(s,)<x(s~) < O, 

(3.11) 2(s'~)=0 and 2(sj)<0 for j = 1 , 3 .  

Setting rj = sj § ~ -  1 and arguing as before shows the points r l <  r2< r3 are in 

(0, q) and satisfy the  hypotheses  of Lemma 3.1; in particular, 

(3.12) x(r~) < c .  
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; ! ! 

Thus there are numbers r t < r 2 < r a in (0, q) such tha t  

! ! 

(3.13) x(r~) < x(r~)< o 

and. 

for j = l ,  3 ,  

! 

(3.14) x(r~) < x(r~) 

so r~ e S. 
! 

We are now in a position to obtain a contradiction. Because r~e S, we know 

from (3.3) tha t  

f (3.15) x(r~) > ~ . 

On the other hand,  by  using the monotonicity property (1) of ] in the s ta tement  
[ l f 

of this theorem, and the properties of t2, t~, s2, s~, r2 and r: in equations (3.6) through 

(3.12), and (3.14), we obtain 

(3.16) x(t2) >x(t'2) : ](x(t~--l)) : ](x(s~))>](x(s~)) -~ 

= 1 ) ) )  = 

l~owever, property (3) in the s ta tement  of this theorem, and equations (3.13) and 

(3.15), imply 

(3.17) ](](x(r'~)) ) > yx(r~) > ~ 

so from (3.16) and (3.17) we obtain x(t~)>y~. This contradicts (3A). [] 

RE~A~K 3.1. -- I f  the function ] satisfies hypotheses ( t t l )  and (H2), then  the 

conditions for Theorem 3.1 are fulfilled for some numbers c < A  and d<B.  

RE~A~K 3.2. - I f  condition (1) in Theorem 3.1 is strengthened to assume tha t  

(3.18) ] is strictly decreasing on [--d,  e], 

then  one obtains the stronger conclusion tha t  in addition to x(t) satisfying Prop- 

er ty  M between - - d  and c, 

x(t) is strictly increasing on [0, al], strictly 4ecreasing on [~1, a2], and strictly 

increasing on [~2, q]. 

We shal prove this stronger conclusion for the intervals [0, r and [%, q], as the 
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proof for [q~ g2] and [~2, q] is analogous. Suppose the conclusion is false; define sets 

Tz= {t e [0, ~] :  there exists toe [0~ 31] with to#  t and x(to) = x(t)} , 

T~ = {t e [~l, q]: there exists toe ITs, q] with to# t and x(to) = x(t)}, 

a n d  

T= T~ w T2 . 

By assumption T =/= 0. Let  

(3.19) $ = inf (x(t): t e T} 

and note tha t  ~ > 0 because ~(0) > 0 and ~(q) < 0. 

t~ < t2, such that 

x( t )  = x(t~) if t~<t<t2 , 

x(tl) < ~ 

(3.20) 

and 

(3.21) 

Select numbers t~, t2e T, with 

where ? is as in the s ta tement  of Theorem 3.1. Note tha t  Theorem 3.1 and the 

definition of T imply the existence of t~ and t~, and the definitions of a~ and T1 imply 

that 

(3.22) x(t~) < c .  

The differential equation (3.1)~, and equation (3,20) imply tha t  

(3.23) s2(t) ---- 0 = -- x(t) + / ( x ( t - - 1 ) )  if t~<t<t2 .  

Equations (3.22) and (3.23), and condition (2) in the s ta tement  of Theorem 3.1, 

and the strict monotonici ty condition (3.18) imply tha t  x ( t - - 1 )  is constant  for 

t~<tdt~, and satisfies - - d <  x ( t - - 1 ) <  0 there. Therefore one obtains 

s:~(t--1) ---- 0 ---- - - x ( t - - 1 )  + / ( x ( t - - 2 ) )  if t i < t < t 2 .  

A repetition of the argument just given implies further that x(t -- 2) ---- x(t -~ ~I -- 2) 

is constant for t1<t<t2: with a value 0< x(t--2)< c. One concludes that t1-~- 

+~l--2eT, and so 

(3.2~) x ( t l - -  2) = x(tl + ~t -  2)>~ 
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by equation (3.19). However, using (3.24) and condition (3) in Theorem 3.1 gives 

x(tJ = t(x(t~-- 1)) = t( l (x(t~--  2))) >~x( t~--  2,) >y~. 

This contradicts (3.21). 

RE~ARK 3.3. - If conditioll (1) in Theorem 3.1 is further strengthened to assume 

that  

] is differentiable on (--d, e), with ] ' (x)< 0 there,  

then the corresponding stronger result that  

and 

~(t) > o on [0, al) u (~ ,  ~] 

~ ( t ) < 0  o n ( ~ l ,  as) 

s obtaino4. We omit the proof of this. 

A 

- - B  

> t 

Fig. 9. A slowly oscillating periodic solution with monotone ]. 
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The next  result describes an important  special case of Theorem 3.1 which occurs 

when the nonlinearity / is monotone throughout  the range of a slowly oscillating 

periodic solution. Such a periodic solution then  possesses a monotonici ty property.  

See Figure 9. 

COROLLARY 3.1. -- Suppose that A and B are positive numbers and/:  [-- B, A] --> R 

is a continuous ]unction such that x/(x) < 0 i / x  e [-- B, A] and x ~ O. Suppose ]urther 

that ] is nonincreasing on [-- B, A] and satis/ies l/(/(x))] > Ix I whenever x e (-- B, A), 

x :~ O, and /(x) e [-- B~ A]. Also suppose that 

l im in] I/(/(x))l > x .  
(3.25) i~,~o Ixl 

Then i /x( t )  is any slowly oscillating periodic solution o/equation (3.1)~/or some ~ > O, 

and i/ - - B < x ( t ) < A  /or all t, there must exist @le (0, q) and @.~e (q, ~) such that x(t) 

is monotone increasing on [0, @1], is monotone decreasing on [@1, ~]  and is monotone 

increasing on [@2, q]. (As be/ore~ q and ~ are the ]irst and second zeros respectively 

o/x(t).) 
This result holds in particular i / / sat is] ies  hypotheses ( t t l )  and (tt2)~ is monotone 

decreasing on [-- B, A], and satis/ies lf(/(x))l > Ixl i / x  e ( -  B, A) and x =/: O. 

P~ooF. - Let  c~ and d n be increasing sequences of positive numbers satisfying 

(3.26) c~ -+ M+ , d~ -+ M_ , 

(3.27) ](c,) < - -  dn and /(-- dn) ~> c~ 

where M+ < A  and M _ < B  are the positive numbers 

(3.28) M+ = max x(t) and M = -- min x(t) .  
t t 

Such sequences are easily constructed; for example le~ (e,} be any  strictly increasing 

sequence which approaches M+. If  each d~ is then  chosen less than~ but  sufficiently 

near the quant i ty  rain {--/(on), M_}, then  one can verify tha t  the required condi- 

tions (3.26) and (3.27) hold. In  so doing the inequalities 

(3.29) /(M+) <.-- M_ and /(-- M_) > M+ 

are needed. They are easily proved. For  example, if x(t) at tains its min imum at  @, 

then  ~(@)~ 0, so we have from the differential equation and monotonici ty of ] 

t ha t  - -  M_ = x(@) =/(x(@ --1)) >~/(M+). The second inequali ty in (3.29) is proved 

similarly. 
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Having established the existence of cn and d~, one checks tha t  the hypotheses 

of Theorem 3.1 hold for these quantities.  In  particular~ (3.25) is needed to show 

the quant i ty  y = y~ of condition (3) satisfies y~ > 1. The solution x(t) thus satisfies 

P rope r ty  M between - -  d~ and c~ for each n. This is easily seen to imply our result. [] 

RE~)A~K 3.4. -- The definition of P rope r ty  M can be extended to include func- 

tions other  than  slowly oscillating periodic solutions. Le t  x(t) be u continuous reM- 

valued function defined for M1 t c R,  and let e and d be positive constants. Let  us 

unders tand by  an interval  J of real numbers  to be ei ther the empty  set, a single 

point,  or an in terval  (of ei ther finite or infinite length) in the usual sense. We say 

tha t  x(t) satisfies P rope r ty  M between - - d  and c if it  is possible to write 

c o  

R =  U J~ 

where each J~ is an interval  in the above sense, the sets J~ are pMrwise disjoint, 

J~  lies to the left  of J .  whenever  m < n, and such tha t  whenever  J~V: 9 exact ly  

one of the following occurs: 

(1) x(t)>c for M1 teJ ,~;  

(2) x(t) is monotone increasing in J,~ and ~ d < x( t )<  e for all t e J . ;  

(3) x(t) is monotone decreasing in J .  and -~ d < x(t) < e for all t ~ J . ,  or 

(4) x ( t ) < ~ d  for all t ~ J , ;  

and tha t  further ,  if Jn is of type  (2) or (3) above, then  ei ther  J~ has infinite length, 

or else x(t) assumes both  positive and negative values for t e J~. 

I t  is not  hard  to see tha t  this definition of P rope r ty  M is the  same as the  one 

given in Definition 3.1 for slowly oscillating periodic solutions. Numerical  studies [2, 

6~ 14~ 17, 22, 33~ 39, 40] suggest t ha t  for certain functions ] satisfying the hypotheses 

of Theorem 3.1, equat ion (3.1)~ has solutions x(t) which are not  slowly oscillating 

periodic solutions~ bu t  which do satisfy the p roper ty  tha t  any  two consecutive 

zeros q. and q.+l of x(t) satisfy q~+l--qn> 1; and in addition, - - B < x ( t ) < A  for 

all real t. Although we do not  prove the  existence of such solutions in this paper,  a 

slight extension of the  proof of Theorem 3.1 shows tha t  such solutions, if they  exist, 

satisfy P rope r ty  M between - - d  and c. 

Solutions satisfying Proper ty  M also occur for the <~ transi t ion layer  equations ~> 

associated with equation (3.1)~. These are impor tan t  in describing the  asymptot ic  

behaviour  of solutions of (3.1)~ as s -* 0 +, and will be discussed in Proposit ion 3.1 

and in Section 4. 

Before establishing another  main result of this section it  will be convenient  to 

give a lemma. 
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LEM~A 3.2. - Suppose that A and B are positive numbers and ]: [ - -B ,  A] --> R 

is a continuous ]unction such that x](x) < 0 i] x e [-- B, A] and x =/: O. Assume that 

there exists .(2 > 0 such that 

]](x)]<L2[xl it  - - B < x < A .  

I] x(t) is a slowly oscillating periodic solution o] equation (3.1)~ ]or some ~ > O, and 

- - B < x ( t ) < A  /or all t, then 

(3.30) M_<L2M+ and M+ < ~ M _  

where --  M _ <  0 and M + >  0 are respectively the minimum and maximum values o] 

x(t), as in (3.28). 

P~OOF. - Le t  x(t) achieve its min imum at @; then  the differential equat ion (3.1)s 

implies tha t  

M_ = Ix@] = l](x(Q - - Z ) ) l < ~ l x ( ~  --1)1 < ~ + ,  

A similar a rgument  gives the other  par t  of (3.30). [] 

We want  to prove that under  hypotheses  (H1) and (]~2), the minimal period 

of any  slowly oscillating periodic solution of (3.1) is less t ha t  2(1 + Ce) for some 

constant  0 > 0 independent of ~. Once we have this, it  follows immedia te ly  t h a t  

the separation between consecutive zeros of x(t) is 1 -4- 0(e): just  use the facts t ha t  

their  separation is greater  t han  one, and tha t  x(t) has two zeros per  period. More 

precise information about  the asymptot ic  forms as e --> 0 + of the zeros q and ~, and 

of the solution x(t) itself, will be established in Section 4. 

THE0~E~ 3.2. - Assume ] satis]ies hypotheses ( t t l )  and (It2). Then there exist 

constants C > 0 and 0 > 0 such that i] x(t) is a slowly oscillating periodic solution of 

equation (3.1)~ ]or some e > O, then its first two positive zeros q and ~t satis]y 

(3.31) 

and 

(3.32) 

l<q<l § 0~, 

2 < ~ < 2 ( 1  + 08). 

The constants C and ~ depend only on ], and not on ~ nor on the solution x(t). 

PI~OOF. - The lower bounds q > 1 and ~ > 2 follow from the definition of slowly 

oscillating periodic solution. If  the upper  bound_ (3.32) for ~ holds~ then the ine- 

qual i ty  ~ - - q  > 1 immedia te ly  implies the upper  bound (3.31) for q, with C = 2C. 

Thus, all our effort will be devoted  to obtaining the  upper  bound (3.32) for ~. 
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From the assumptions ( t t l )  and (H2) one sees there  exist positive constants 

co, y, and ~2 del~ending only on 1, such t h a t  

(3.33) 

1(x) 

I1(x)l >ylxl 

I1(x) l > roe 

I1(x)l<Olxl 

y > 1 and 

is monotone decreasing in 

and ]1(1(*))l>~'lxl 

if Ix[ >co ,  

for all x ,  

~ > 1 .  

[--Co, Co] , 

if ]< <co, 

Now suppose tha t  x(t) is a slowly oscillating periodic solution of (3.1)~ for some 

> 0. Le t  ]lx]I = m~x Ix(t) I ~nd set 

A -  I[xl] 
%2 

(3.34) 

and 

(3.35) e = rain c o , ~  �9 

One easily sees tha t  the hypotheses of Theorem 3.1 hold with d = c, hence the 

solution x(t) satisfies P roper ty  M between - - c  and c. 5Tote also tha t  

(3.36) t1(x)l>r~ if  /ml>c. 

Fur thermore ,  one sees tha t  Lemma 3.2 implies 

(3.37) max  x(t) > A  > c and min x(t) < - -  A < --  c 
t t 

so tha t  the  range of x(t) contains the  in terva l  [ - -c ,  c] (see Figure 10). l~inally, 

recall  f rom Proposi t ion 1.3 t ha t  

(3.38) - - B  < x($) < A for all ~. 

Define al and ~ to be the first and last t imes respectively in (0, q) such tha t  

x(t) = e; similarly let as and ~ be the first and lust t imes in (q, ~) such tha t  x(t) = 

= - - e .  Throughout  this proof we shall repeatedly use the fact  tha t  x(t) satisfies 

P roper ty  M between - - c  and v. The quantit ies a~ and ~j will also p lay  a prom- 

inent  role. 

We now claim the following: there exists a constant  C, ,  independent  of s and 

of the solution x(t), such tha t  

(3.39) if T l - - a l > O . ~  then  [1 ~ a l - F  C,s, 1 ~- ~1]-c [32, T2], 
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X 

T 

q 2 
I 

Fig. 10. A slowly oscillating periodic solution with snmll s. 

and similarly 

(3.40) if 32-- ~ > C, s then  [1 + o" 2 -k C, e, 1 q- 32] c [(h + q, ~'1 -]- q] �9 

We shall only prove (3.39) ~s the proof of (3.40) is analogous. 

We first give the value of the constant  C, .  Set 

c ,  = m a x  log  (~ :_ 1)00'  log  (y - 1)Oo 

Now suppose tha~ zx-- al > C, e. 

~nd hence 

(3A1) e~(t) < - -  x(t) -- ~c 

log 2/2~ -k ~[ 
' y - - 1  ]" 

T h e n / o r  1 ~- ~1~<t<1 -k o.l-k C,s one has x(t--1)>~o~ 

from (3.36). In tegrat ing the inequal i ty  (3.41) over this range of t gives, af ter  some 
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calculation involving (3.34), (3.35) and (3.38), the inequalities 

m(1 + r § C,e)<m(1 § al) exp [-- O,] --  (1 - - e x p  [-- C,])?e< 

< I[xlI exp [ -  c , ] -  (1 - e x p  [ -  c * ] ) r ~ < -  ~,  

and this implies (by Property M and the definition of 02) that  

(3.42) 1 § ol § C ,e>o2 .  

l~ext we show that 1 § TI< ~ ,  which together with equation (3.42) will estab- 

lish (3.39). We first claim that 

(3.43) 1 § o1< ~2 �9 

If  (3.43) were fMse, we would have 

which implies (by the definition of ~) that  ~(1 § o~)~>--e and 

(3.44) ~(1 § (~1) > 0.  

As ~ ( o l ) ~  e~ were have from equation (3.1)~ and from (3.36) that  

E~(z § o~) = - x(1 § o~) §  < ~ - ~c < 0 .  

This contradicts (3.44) and thereby proves (3.43). 

By  Property M one has ~ ( ~ ) > 0  and so 

- e = ~ ( ~ )  < 1 ( ~ ( ~ -  1))  

which implies, by (3.36)~ that 

(3.45) x ( ~ - - 1 )  < e.  

The inequalities (3.43) and (3.45) together imply that  ~2--1 > ~ ,  that  is, 

(3.46) 1 § TI< T2. 

Equations (3.42) and (3.46) now give the desired inclusion in (3.39). 

Having now established both the implications (3.39) and (3.40), we observe that  

our theorem is easily proved i~ either T1-- o~>2C, e or if T~-- o2>2G, e. 17or suppose 
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%hat T~--0.~>2C, e. Then the inclusion in (3.39) hol4s, an4 comparing the lengths 

of the  intervals there shows tha+~ 

v2 - -  0.3> v ~ - -  ~ - -  ~ , s >  C,e, 

hence the inclusion in (3.40) also holds, l~om (3.39) an4 (3.40) one now has 

and so 

(3.47) ~ 4 2 ( 1  + r  

which proves the theorem in this case. 

Thus, i~ suffices to prove our theorem under  the addi$ional assumptions 

(3.48) %- -  (r~ < 2C, s and %--  0*3 < 2C, s .  

Farthormor% we m a y  also assume tha t  s is sufficiently small, ~o be specific, ~h~  

(3.49) 2 C, e < 1 .  

(The case when 2G,r > 1 is easily handled using ~he bound ~<~) of Lomma 1.5, 

for then  one has 

(3.50) ~ < ~  < 2 + ~ , ( ~  - s)~.) 

We first show t h a t  

(3.51) 0.2-- ~1<1 and 0.~ -k ~ - -  ~'~<1 ~ 

assuming tha t  the conditions (3.48) and (3.49) hold. We shall prove only the first 

inequal i ty in (3.51). Assume, by way o~ contradiction, t h a t  1 + % <  a3 and selec~ 

~ ~ [0.2, T2] to be a point ar which x(t) ar its minimum: 

x(@) : rain x(t) < 0 .  
t 

Equations (3.48) and (3.49) imply %hat the length of the interval (0*5, T2) is loss t han  

one, hence ~ - - 1 < 0 . 3 .  Also, @ - - l > g ~ - - l > T l a n d  so [x( t - -1) l<cfor  1 ~ 1 < t < @ .  

Therefore, from (3.33) one has for this range of t t h s t  

s~(t) > - -  x(t) - -  t2c. 
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Integrating this inequality from 1 ~ ~i to @ gives 

0 > x(@) >exp  [ - -  ~]m(1 + TI) - -  (1 - -  exp [ - -  ~]) f 2 e > - -  (1 + ~ )c  

where z = (@-- TI--I)/e>O. Therefore 

I x(e)l<(z + ~9)c. 

On the other hand,  (3.37) implies tha t  ]x(@)]>A and so 

(3.52) A < (1 § ~2) e .  

But  (3.52) and the definition (3.35) of v are inconsistent with the fact tha t  ~2 > 1. 

W i t h  this contradiction the inequalities (3.51) are proved. 

To complete the proof of Theorem 3.2, add together the four inequalities in 

(3.48) and (3.51). This yiel4s the desired est imate 

(3.53) ~ < 2(1 + 2C, e).  

In  summary,  the various bounds (3.47), (3.50) and (3.53) for { imply tha t  { < 

< 2(1 + 0s) holds in any  case, if 0 > m a x  {2C,, C,(~) --  2)}. [] 

As a corollary of Theorem 3.2 we obtain information about the possible periods 

of slowly oscillating periodic solutions of equation (3.1)~. 

CO]~OLLA~Y 3.2. - Let / be as in Theorem 3.2 and let ~o be de]ined as in equation 

(1.24) (recall that k : - -  ]'(0) there). Then/or  every number p such that 2 < p < 2z/re 

there exists s > 0 and a slowly oscillating periodic solution x(t) o] equation (3.1)~, such 

that the minimal period o] x(t) is p. 

P~ooF. - Let  2:o-c (0, c~) • K be the cont inuum obtained in Theorem 1.1~ with 

Zo as in tha t  theorem, and let ~(~, ~) denote the (minimal) period of the slowly 

oscillating periodic solution x(t; A, of) for each (~, ~) e I o - -  {(A., 0)}. I t  is proved in 

Lemma 2.1 tha t  if one defines q(~o, 0) = 2~/~o then  ~ is a continuous function on 

2:o. As ~(~, ~) > 2 always holds, Theorems 1.1 and 3.2 imply (recall ~ = s-~) tha t  

inf {~(A, of): (~, ~) e lo} ---- 2 .  

Corollary 3.2 thus follows from the connectedness of Io and  cont inui ty  of ~. [] 

In  analyzing equation (3.1)~ for small values of s we shall make use of a system 

of associated 4ifferential equations, namely 

(3.54)~ ~(t) = y ( t )  - -  ] ( z ( t  - -  r ) )  

( 3 . 5 5 ) ,  ~(t) = z(t) - f(?l(t - r)) 

where the number  r >  0 is a parameter.  This system was introduced in Section 2. 
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DEFINITION 3.2. - -Equat ions  (3.54), und (3.55)r are known as the transition layer 

equations associate4 with equation (3.1)~. 

The reason for the name (( transit ion layer equation ~) will become clearer in 

Section 4. In essence, slowly oscillat4ng periodic solutions of equation (3.1)~ will 

satisfy equutions (3.54), and (3.55), uiter a t ime scaling by a factor ~ is made. This 

t ime scaling causes the parameter  e to be absent from the new equations, bu t  

introduces a parameter  r which is rela.ted to the period q. The properties of solu- 

tions ol the transition layer equations are in t imate ly  related to those oi eqn~tion 

(3.1)~ for small s. 

The following result clarifies the relation between equation (3.1)~ ~nd equations 

(3.54), and (3.55),. 

PROPOSITION 3.1. -- Assume that ] satisfies hypotheses (It1) and (tiP). 

(i) Let s ~ 0, let x(t) be a slowly oscillating periodic solution o] equation (3.1)~ 

o] minimal period 3, and let 0 ~ R.  Define 

y(t) ---- x ( O -  st) and z(t) ~- x(O ~- � 8 9  st) .  

Then (y(t), z(t)) satisfies the transition layer equations (3.54)r and (3.55)r where r ~ 0 

is given by 

3 = 2(1 + ~r). 

(ii) Let e, ,  x~(t), 3~ and O~e R be sequences such that s~--> 0 +, and 

x,~(t) is a slowly oscillating periodic solution of equation (3.1)~ o] minimal 

period 3~o. 

.Let r~ ~ 0, and y~(t) and z~(t) be defined by 

(3.56) 3- = 2(1 ~- e~r.) ,  y.(t) ~-- x~(O. -- s~t) and z~(t) = x.(O. ~- �89 -- s~t). 

Then r.  is a bounded sequence, and the sequences o] ]unctions y.(t) and z.(t) are equi- 

continuous and uni]ormly bounded. I] one takes limits 

rn--~ r~O , y~(t) -~ y(t) and z.(t) --~ z(t) 

uni]ormly on compact intervals ]or some subsequence n ~- n~ -~ ~ ,  then the ]unctions y(t) 

and z(t) are C 1 and satis/y the transition layer equations (3.54)r and (3.55), ]or 

all t ~ R.  For all t one has 

- -B<y( t )<~A  and - - B < z ( t ) < A  . 

Also, 9,(t) and 2,(t) converge respectively to ~/(t) and 2(t) uni/ormly on compact intervals, 
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(iii) I] y(t) and z(t) are obtained by the limiting procedure in (if), then y(t) has at 

most one sign change on the real line. That is, there do not exist t~ < t~ < t3 such that 

y(t~)y(tp) < 0 and y(t~)y(ta) < O. The same holds true o] z(t). 

(iv) I] y(t} and z(t) are as in (if) then they have opposite signs ]or large t. More 

precisely, i] y( t )>0  ]or large t, then z(t)<0 /or large t, and if y( t )<0  ]or large t then 

z(t)>0 ]or large t. Similarly, y(t) and z(t) have opposite signs as t - - ~ c ~ ,  that is, 

]or - - t  large. (_~Yote that the signs o] y(t) as t - ~  and t - > - - c o  may or may not 

be di/]erent, depending on whether or not y(t) undergoes a sign ehange.) 

(v) I f  y(t) and z(t) are as in (if) and i] ~im y(t) ~- I exists ]or some real number JL, 

then lira z(t) -~ ](L) and ](/(L)) ---- L. The corresponding result holds as t - ~ - -  ~ .  

Also~ the roles o/ y(t) and z(t) may be exehanged in these results. 

P]~ooF. - (i) From the definitions of y(t), z(t), and r, and the ~-periodicity of x(t), 

one  has  

?)(t) -~ - -  eP(O - -  st) = x(O - -  et) - -  ](x(O - -  et - -1))  = y(t) - -  ](z(t - -  r)) 

to give equation (3.54),. The derivation of equation (3.55), is similar. 

(if) Theorem 3.2 implies the sequence rn is bounded. The functions y~(t) and 

z~(t) are uniformly bounded between - - B  and A because x~(t) also is, by  Proposi- 

t ion 1.3. The equicontinuity of yn(t) and z.(t) follows from the uniform boundedness 

of ~,(t) and 2.(t), by  the transition layer equations (3.54)r. and (3.55), . The re- 

mainder of (if) involves standard limiting arguments using Ascoli's theorem and 

the integrated forms of equations (3.54),~ and (3.55)~ . 

(iii) I f  there exist t l <  t : <  t3 as in the s ta tement  of the theorem, then y(t), 

and hence y,(t) for large n, vanish at  least twice in the interval  (t~, t~). Thus equa- 

t ion (3.56) implies x~(t) w~nishes at  least twice in an interval of length ( t3-- t l )e . ;  

but  ( t~- - t~)e~<l  for large n, and this contradicts the fact  t h a t  x , , ( t ) i s  slowly 

oscillating. 

(iv) Suppose tha t  y ( t )>0  for large t, say for all t > T .  From equation (3.55), 

one has 

2(t) > z(t) if t > T -F r ,  

so if z(to)> 0 for some t o > T  ~-r, then z(t)>Z(to)exp [t--to] for t>to. This con- 

tradicts the boundedness of z(t). Thus i t  follows tha t  z(t)< 0 if t > T -F r. A similar 

agreement shows tha t  if y( t )<0 for large t, then  z ( t )>0 for large t. 

The proof of (iv) as t --->- oo is slightly different. Suppose tha t  y( t )> 0 for ~11 

t < T but  tha t  (iv) fails in this case. Because z(t) has at most one sign change, we 

may  assume (possibly by  decreasing T) tha t  z(t)> 0 for all t < T, and tha t  z(to) > 0 
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for some to < T. Define 

t ,  = sup { t > t 0 : y ( s ) > 0  and z(s)>0 for all s e [to, t]}. 

I f  t ,  < co, then  on [to, t ,  § r] one has ~(t)> y(t) and 2(@ > z(t) by equutions (3.54), 

and (3.55),, and hence y ( t )>0  and z( t)>0 there. This contrudicts the definition 

of t , ,  so therefore t ,  ~ cr But  then 2(t) > z(t) for all t > to, and so z(t) > z(t,) exp [t --  to] >0  

for such t, which implies z(t) :-> co as t -+ ~ ,  This contradicts the boundcdness of z(t) 

and thereby proves (iv). 

(v) Suppose lira y(t) = L.  I~ewriting equation (3,46), gives 
t - - :*  c o  

d ( e x p  [t - -  s ] ~ ( s ) )  = - -  e x p  It - -  s ] / ( y ( s  - -  r ) )  ( 3 . 5 7 )  d-~ 

for any  t. Integrat ing equation (3.57) with respect to s from t to ~ ,  and using the 

boundedness of the solutions, gives 

( 3 . 5 8 )  

c o  

z(t) =fexp It- s]/(y(s - -  r)) ds . 
t 

I t  is now a simple exercise to show tha t  equation (3.58) implies tha t  lira z(t) -~ ](L). 

l~epeating this argument  with equation (3.45)r shows tha t  ~im y(t) = / ( ] ( L ) ) ,  hence 

If, on the other hand, one has lira y ( t ) =  L, then  upon rewriting (3.58) as 

c o  

z(t)  =fexp [-s]/(y(t § s -  r)) ds 
0 

one easily sees tha t  l lm z(t) -= /(L). As before, ](/(L)) -~ L.  [] 

DEFINITION 3.3. -- :Let e . - *  0 § let xn(t) be a slowly oscillating periodic solution 

of equation (3.1)%, let 0~e R, and assume / satisfies hypotheses (]~1) and (It2). Let  

y(t), z(t), and r be obtained by  the limiting procedure in par t  (if) of Proposition 3.1. 

Then (y(t),z(t), r) is called a transition layer  solution associated with the sequence 

(e., x.(t), 0n). Mote tha t  because one takes the l imit  of a subsequenco, this defini- 

t ion allows the possibility tha t  (y(t), z(t), r) might not  be unique. 

I~E~A~K 3.5. - Observe tha t  a priori it is possible tha t  a transit ion layer solution 

(y(t), z(t)) might  be identically zero. Par t  of our effort when we use Proposition 3.1 

in the next  section will be to exclude this possibility. 

We end this section with a technical lemma about the transition layer equations; 

this !emm~ will be used later, 
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L E ~  3.3. - A s s u m e  that ] satis/ies hypothesis (H3). Zet  r>O,  and let y(t) and 

z(t) be solutions to the transit ion layer equations (3.54)~ and (3.55)r ]or t e R .  Suppose  

that ]or some e > 0 these solutions satis]y 

e < y ( t ) < A  and - - B < z ( t ) < - - c  ]or all t e R .  

Then  in  ]act 

y(t) : a and z(t) = - -  b ]or all t ~ R 

where a and b are as in  (tt3). 

P~ooF. - Define two nonempty  compact connected sets I and J by  

I = closure {y(t): t c R} 

and denote them by  

and J = closure {z(t): t e R) , 

(3.59) I ~ -  [ a l ,  a2] _C [C, A ]  ~ n d  J = [ - -  b2, - -  bl]  _c [ - -  B ,  - -  o] . 

We wish to show tha t  I---- {a} and J = {--b}. 

Clearly a2 = sup y(t), so there exists a sequence t~e R such tha t  y(t , )  -> a 2 as 

n - +  cr Moreover, the differential equation (3.54)r and the boundedness of y(t) 

and z(t) and their  derivatives imply tha t  the derivative ~(t) is uniformly continuous 

on R ;  from this it  easily follows tha t  ~(t~) -+ 0 as n - ~  co. Taking this limit in 

equation (3.54)r implies ](z( t , , - -r))  -+a2, and consequently a=e ](J). In the same 

fashion one has a16 ](J), and therefore I : !al, a2] _c ](J) holds because J is con- 

nected. Similarly J _c 1(I), and hence 

(3.~0) I c ]if(x)). 

Now consider the map ]~ = ]o] oll the interval [e, A]. Wi thout  loss of generality 

we m a y  assume ]2([e, A])_c [e, A]; this inclusion holds if e is chosen sufficiently 

small, because (It3) imp]ies tha t  ]~(x )>  x if  x ~ (0, a). Therefore, Proposition 1.2 

and hypothesis (]~3) together imply tha t  

co 

(3.61) r) P"([~, A]) - -  {a}.  

However, the inclusions (3.59) and (3.60)yield 

(3.62) N/~'~([e, A]) z N f~(S) = ~, 
n ~ 0  n = 0  

and combining (3.61) and (3.62) proves tha t  I = {a}. A similar argument  shows 

tha t  J = { - - b } .  [] 



JOttN ~]'ALLET-PARET - ]:~0GER D. NUSSBAU~: Global continuation, etc. 87 

4. - The a s y m p t o t i c  shape o f  periodic  so lu t ions  as  s -+ 0 +. 

The work of the previous section provides only weak informat ion about  the 

behaviour  el slowly oscillating periodic solutions of equat ion (3.1)8 as e -> 0 +. For  

example,  nothing proved so far  precludes the norms of such solutions approaching 

zero as s - *  0 +. In  this section, we shall obtain sharp informat ion about  the 

asymptot ic  shape of slowly oscillating periodic solutions el (3.1)~; in particular,  

one of our lemmas below proves tha t  the norms of such solutions are bounded  away 

from zero as e -+ 0 +. Fur the r  results imply tha t  ]x(t)[ remains uniformly bounded 

away from zero, by  an amount  independent  of e, everywhere  on [0, ~] except  on 

small neighborhoods of t ---- 0, q and ~ of size 0(e). (As before,  q and ~ are the  first 

two zeros of the  slowly oscillating periodic solution x(t).) The behaviour  of x(t) within 

these 0(e)-neighborhoods is described by  certain solutions of the  t ransi t ion layer  

equations (3.54)~ and (3.55)~. 

I f  ] satisfies hypotheses (It2) ~nd (It3), t hen  we will show tha t  slowly oscillating 

periodic solutions x(t) converge, as e ~ 0 +, to the discontinuous square wave funct ion 

a if 2 n < t < 2 n - ~ l  

s q w ( t ) =  - - b  if 2 n + l < t < 2 n ~ - 2  

uniformly on compact  subsets of R -  Z where Z is the  set of integers. ~ e a r  the  

integers, where sqw (t) is discontinuous, the  behaviour  of x(t) can be very  complicated. 

Typically,  a (( non-uniform ~) convergence to sqw (t), with features similar to tha t  

of the  Gibbs phenomenon  of classical Four ier  series, can be proved to  occur. On 

the  other  hand,  if ] is monotone throughout  [ - -b ,  a], t hen  the  convergence of x(t) 

to sqw (t) is nice. 

~u begin by  proving tha t  the norms of slowly oscillating periodic solutions do 

not  approach zero as e -> 0 +. 

LEZ~A 4.1. - Assume that ] satis]ies hypothesis (H2). Then there do not exist 

sequences s.--> 0 + and xn(t) such that x~(t) is a slowly oscillating periodic solution el 

equation (3.1)8 , with norm [[x~[[ = m~x ]x.(t)] satis]ying ]]x~[]-> 0 as n - ~  ~ .  

P~ooF. - Suppose to the cont rary  tha t  such sequences e~ and x~(t) exist. Le t  ~. 

denote  the period of xn(t), define r . >  0 by  ~. = 2(1 + e~r~), and let  ~ e  [0, ~ ]  be a 

point  where lx.(t)l achieves its max imum ][x,~[!. By  Theorem 3.2 the  sequence 

r ~ >  0 is bounded (note tha t  the hypotheses of Theorem 3.2 are satisfied once ] is 

modified appropr ia te ly  outside a small neighborhood of zero). Define the  functions 

(4.1) y.(t) - Ilx-T and ~.(t) x.(~o. +l!x,d]~- 
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and observe that they satisfy the system of equations 

( 4 . 2 )  

~,,(t) = z~(t) + k y . ( t -  r~) - ~ ( y ~ ( t -  r~), li~oll), 

where /~ is the continuous funct ion (1.34) considered in the  proof of Lem m a  1.6, 

an4 k = -  ] ' ( 0 ) >  1 as in (]=[2). Also note  t h a t  

ly=(O)] = 1 and ]y~(t)], lz.(t)] < 1  for all t e R .  

Using the  fact  t ha t  R(y, O) = O, one sees tha t  the terms involving R in the  right 

hand  sides of (4.2) t end  to zero uniformly for t e R. As in the  proof of Lemma 1.6, 

one may  use Ascoli's theorem to take  limits in equations (4.2) af ter  passing to a 

subsequence. One thus  obtains C ~ functions y(t) and z(t) which satisfy the  linear 

system 

( ~ . 3 )  9(t) = y(t) + kz(t - r ) ,  ~(t) = z(t) + k y ( t - r )  

for all real t, and also satisfy 

ly(0)l = z  and lY(t)l, Iz(t)l<i for all t e R .  

In  addition, because x~(t) is a slowly oscillating periodic solution and because ~ --> 0 + 

one has f rom (4.1) tha~ y(t) has at  most  one sign change on the real line; t ha t  is, 

there  do no~ exist t~< t~< t8 such tha t  y(t~)y(t~)< 0 and y(t~)y(t~)< O. 
We note  (see the appendix) t ha t  if W(t) is a nontr ivial  solution, for all t e R, of 

an n-dimensional linear autonomous re tarded functional  differential equation, and 

if sup I W(t)l < 0% then  W(t) has the form 
tER 

(~.4) w(t) = ~ w~ exp [i~t] 
J=l 

where for each i the coefficient wj ~ C" is a nonzero constant vector, where vj e R, 

and where the exponent ~--~ i~ is a root of the characteristic equation of the 

differential equation. Also, it  is proved in the appendix tha t  for our system (4.3) 

the characterist ic equat ion 

_ ~ - 1  - k e x p [ - ~ r ] [  
(4.5) k exp [ -  Sr] $ - 1 = 0 

has at  most  two roots ~ (counting multiplicity) with real par t  zero, and tha t  $ ---- 0 

is not  a root  of (4.5). Therefore,  the  solution W ( t ) =  (y(t), z(t)) obtained above 
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g 

f 

Fig. 11. Solutions y• z• of Lemma 4.2. 

must  have the form (4.4) for p = 2, where v2 =- - -  v~#- 0. Because y(t) is real valued, 

one m a y  take the real par t  of (4.4) to obtain y(t) = / ~  sin (vlt + O) for some real 

numbers  K # 0 and 0. This contradicts  the fact,  noted earlier, t h a t  y(t) has at  most  

one siga change. [] 

The nex t  lemma is essentiMly a linear per turba t ion  result  which describes the 

behaviour  of solutions on the stable and unstable manifolds of zero for the  transi- 

t ion layer  equations (3.5Q~ and (3.55)~. Figure 11 depicts nontr ivial  solution (y+(t)~ 

z+(t)) and (y_(t), z ( t ) )  of these equations which satisfy the hypotheses of this lemma. 

The conclusion of the lemlna is t ha t  such solutions cannot~ in lact ,  s imultaneously 

exist for these equations. 

LEPTA 4.2. - Assume that f: R - ~ R  is a continuous /unction which satisfies 

](0) = O, and is di/ferentiable at x ~ 0 with --]~(0) ~-- k > 1. Suppose also that r>O, 

that y+~z+: [- -r ,  oo) - .  R are C 1 /unctions satisfying the transition layer equations 

(3.54)r and (3.55)~ for all t~O,  and that y_~ z_: (--co, 0] - .  R are C ~ functions satisfy- 

ing (3.54)r and (3.55)~ for the same r~ /or all t ~ O. Finally,  suppose there exist constants 
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T+ > 0 and T_ > 0 such that 

(4.6) y+(t)<O , ~+(t)>O, and z+(t)>O i/  t> T+ , 

(4.7) y_(t)>O, y_( t )>O,  and z_(t)<~O i/ t ~ . - - T _ ,  

and 

(4.8) lim (y+(t),  z+(t)) = l im  (y_(t),  z_(t)) = (0, 0 ) .  

Then either (y+(t), z+(t))= (0, 0) ]or all t > - - r ,  or else (y_(t), z _ ( t ) ) :  (0, 0) ]or all 

t~O. 

Rather  than prove Lemma 4.2 directly, it will be convenient first to establish 

various properties of the solutions (y+(t), z+(t)) and (y_(t), z_(t)). 

LE~-~A 4.2A. - Let the assumptions and notation be as in .Lemma 4.2 and assume 

the strict inequality r ~ O. F ix  a constant z ~ 1. Then there exists a constant To : 

---- To(z) > max (T+, T} such that i] To <~ t ~ s, then 

(4.9) z+(s) < uz+(t) , 

and i] s ~ t ~ - -  To ~ then 

(4.10) iz_(s)I < zlz_(t) l .  

I] there exists to>To such that either y+(to) : 0 or z+(to) -- O, then (y+(t), z+(t)) : (0, 0) 

/or all t > - - r ;  and i] either y_(to) : 0 or z_(to) : 0 for some toG--To then (y_(t), 

z_(t)) : (0, 0) /or all t<.~O. 

The functions y+(t) and z+(t) are integrable on [--r,  ~ )  and the ]unctions y_(t} and 

z_(t) are integrable on ( "  c~, 0]. There exists a number T ,  > m a x  {T+, T_} and a 

constant fi > 0 such that 

c o  

(4.11) ]y+(t)] § [z§ >#fly+(s)I § Iz+(s)I ds 

and 
t 

(4.12) ly_(t)[ § [z_(t)l>fifly_(s)[ § Iz_(s)] ds 

i] t > T ,  

i!  t < - T , .  

P~0OF. - I t  will be convenient in this proof and in the  proof of Lemma 4.2 to 

introduce functions R1 and ~ defiaed by  the formuls 

(4.i3) ](y) = --  ky § RI(y) 
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and 

(4.14) U(~) = sup 

The assumpt ions  on ] insure that 

(4.15) l im R~(y) - -  l im V(~) : 0 .  
Y-->O Y 6 - -~0  

(Compare R, wi th  the  funct ion R given by  (1.34).) Mso,  note  t h a t  U is monotone  

increasing. 

Suppose these exists a constant  z > 1 such t h a t  the  fit'st pa r t  of the l e m m a  is 

false. For  definiteness we shall assume t h a t  for every  real n u m b e r  T, there  exist t 

and s with T < t  < s such tha t  (4.9) fails, so t h a t  

~z+(t)  < z+(s )  . 

We shall obta in  a contradict ion.  

will be omit ted.  

We shall const ruct  u sequence 

The analogous a rgumen t  for the  funct ion z_(t) 

T+<r~<t~< s~<r~<... <rn<t.< s.<r.+~<... 

such tha t  for each n one has 

(4.16) xz+(t~) < z+(s~) , 

(4.17) ~+(r.) < o ,  

and 

(4.18) 2+(t~) = 2+(s~) = 0 

and  t h a t  moreover  

(4.19) l im t~ ~ ~ .  
n--~ oo 

We proceed b y  induction.  I f  r ,  has been defined and satisfies (4.17), t hen  b y  as- 
f ! ! ! 

sumpt ion  there  exist  t. and  s. such t ha t  r . < Q <  s,, and uz+(t,)<z+(s'~). Select 

t~ e [r,~, sj] such t h a t  

z+(t.) = min {z+(t): r,, <t<s~,} 

and select s . > t ~  such t h a t  

z+(s.) ---- m a x  (z+(t): t > t . }  . 
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Our construction insures tha t  r , ~ t , ~  s~ a~d tha t  (4.16) und (4.18) hold; this follows 

from the assumptions (4.6) and (4.8) on z+(t) and because 2(r , )<0.  ~ o w  select 

r .+~> l  + s~ such tha t  2+(r~+~)~0 (such a point  must  exist). To begin the induction 

select r~>T+ such that  2+(r~)<~O. I t  is clear tha t  the sequence t~ now defined 

satisfies (4.19). 

The transition layer equation (3.55), now gives, using (4.18), 

z+(t.) = t(y+(t~ - -  r)) = - -  ky+(t. - -  r) + R~(y+(t. - -  r)) 

and 

z+(so) = ] ( y + ( 8 ~ -  r)) = - k y + ( s ~ -  r) + ~ ( y + ( s ~ -  r ) ) ,  

and it follows, using (4.16), that 

(4.20) ~[--  ky+(t , - -  r) § t~(y+(t,~-- r))] < - -  ky+(s~-- r) ~- _R~(y+(s~-- r)) . 

From (4.20), from the inequal i ty  y+( t~ - - r )<y+(s~- - r )<O (which follows from the 

monotonici ty (4.6) of y+(t)), and from the definition (4.14) of ~(~) one obtains 

(4.21) (~ - -  1)kty+(t~-- r)[ < (~ -k 1)~(]y+(t .--  r)])Iy+(t~-- r)]. 

The strict inequali ty in (4.21) implies tha t  y+(t~--r) ~ O, and so cancelling ]y+(t~--r)] 

gives 

(4.22) (~ - - 1 ) k  < (u -k 1)N(]y+(t.--r)[) . 

Because ~m~(ly+(t~-~)I)= 0 (by (4.8), (4.15), and (4.19)), the inequali ty (4.22) 

gives a contradiction for large n. 

Next ,  we wish to prove tha t  if y+(to)= 0 or z+(to)= 0 for some to>To, then 

(y+(t), z+(t)) = (0, O) for all t > - - r .  The corresponding proof for (y_(t), z_(t)) will 

be t rea ted later. Suppose without  loss of generality tha t  %(to) ---- 0 for some to>To; 

then the first par t  of the  lemma implies tha t  z+(t) = 0 for all t>to,  so from equation 

(3.55), one has 

(4.23) ](y+(t--  r)) ---- 0 if t> to .  

Because there exists ~ > 0 such tha t  ](x) :/= 0 if 0 ~ Ix] < (~, and because lira y+(t--r)  = O~ 

it follows from (4.23) that  there exists t l > t o - - r  such that  y+(t) ---- 0 if t>t~. We 

thus conclude that  (y+(t), z+(t)) ---- (0, 0) for all t > m a x  {to, t~}. 

To complete the  proof (in the case of (y+(t), z+(t))) define t, b y  

(~.24) t,  = inf {t e [ -  r, ~o): (y+(8), z+(8)) = (o, 0) for all 8 > t } .  
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Thus t , < m a x  {to, t~}, and one wants t ,  = - - r .  Because (#/+(t), 2+(t)) = (0, 0) if t >  

> m a x  {t,, 0}, the transit ion layer equa*ions (3.54)~ and (3.55), imply tha t  

(4.55) i ( y + ( t -  r)) = i ( z + ( t -  r)) = 0 if t >  m a x  {t , ,  0 } .  

By using equation (4.25) and the fact tha t  x ---- 0 is un isolated solution of ](x) ~- O, 

it  is not  hard to see tha t  the set E defined by 

(4.26) E = {t e It**, oo): (~j+(t), ~+(t)) = (o, o)} ~ h e r e  t** = m ~ x  {t , ,  0} - -  r 

is both  open and closed in the relative topology on [t**, oo). Connectedness then  

implies E = [t**, oo), so one concludes 

t ,  ~ t** 

from the definition (4.54) of t , .  F rom this, from (4.26), and from the inequalities 

t ,  > - - r  and r ~ 0, one concludes tha t  t ,  = -  r, as desired. 

I f  y_(to) = 0 or z_(to) ---- 0 for some toG--To~ essentially the same argument  used 

above shows tha t  there exists t~ such tha t  ( y _ ( t ) , z _ ( t ) ) ~ - ( 0 ,  O) i f  t<~t2. Not% 

however, the remainder of the proof is much easier than  in the case of (y+(t), z+(t)). 

The transit ion layer equations (3.54)~ and (3.55)~ give 

~/_(t) = y_(t)  and  2_(t) = z (t) i f  t2 <~ t <~ t2 ~- r . 

As (y_(t~), z_(t~)) -= (0, 0), i t  follows tha t  (y_(t), z_(t)) = (0, O) i f  t~<~t<t~ ~- r. Con- 

t inuing ia  this way, one obtains (y_(t), z ( t ) )  = (0, 0) for all t < 0 .  

I t  remains to prove the integrabil i ty of y i ( t )  and z• and to establish the 

inequalities (4.11) and (4.12). We shall restrict a t tent ion to ~he case of (y+(t), z+(t)) 

since the proof of the corresponding result for (y_(t), z_(t)) is analogous, but  easier. 

F ix  ( ~ 0  and y ~ l  so tha t  

(4.57) J l (x)j>~[x]  if  [ x l < ~  

and fix T , > T +  so tha t  ]y+(t)l<(~ and Iz+(t)I<~ for all t > T , .  Recalling ~rom (4.6) 

t h a t  y+( t )<O<z+( t )  for all t > T + ,  one obtains from equations (3.54), and (3.55)~ 

tha t  for any  numbers t and t' satisfying T , ~ t  < t' 

t I 

(4.5s) ry+(t)[ + lz+(t)l + y+(t , ) -z§  =fp+(s )  - ~+(s) as = 
t ' - - r  t t 

= f [y§ + i(y§ - [~§ + i(~§ e~ + f i (y+(~))- i (~+(~))e~ + 
t t - r  
t' t ' - r  t" 

+ f y§247 [y§ + t~§ e~ + f y§247 
t ' - - r  t t'--~" 
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IJett ing t' -+ oo in (4.28) and  using the  fac t  t ha t  (y+(t'), z+(t')) -> (0, 0), one obtains 

c o  

]y+(t)[ -t- lz+(t)] > (7 --1)f ly+(sl[  -4- Iz+(s)l ds 
t 

which is the  desired es t imate .  [] 

RP~A~K 4.1. -- Formulas  (4.9) and  (4.10) of L e m m a  4.2A say t ha t  the  solutions 

z+(t) and  z_(t) are <( a lmos t  monotone  )> as t ---> oo and  t - - > -  co respect ively.  I f  in 

addi t ion to the  hypotheses  el this  l e m m a  one assumes t ha t  the  funct ion ] is monotone  

on some neighborhood os the  origin (which is the  case if ] is C1), t hen  z+(t) and z_(t) 
are indeed monotone  for sufficielltly large t and  - - t .  Moreover,  ~he proof  in this 

case is considerably simpler. Assume,  to be definite, t ha t  ] is monotone  (decreasing) 

on art open in terva l  I containing the  origin. We claim t h a t  one can select To so 

t ha t  2+(t)<0 for all t > T 0 ,  and  2_( t )<0 for ~1 t < - - T o .  To prove  this result  for 

z+(t), choose T 0 > T +  d - r  so t h a t  y+(t) enid z+(t) lie in I for all  t > T o - - r ,  and so 

t h a t  ~+(To)<0. I f  z+(t) were not  monotone  decreasing in the  in terva l  [To, oo), the  

same a rgumen t  used in the  first pa r t  of the  proof  of L e m m a  4.2A would show tha t  

there  exist  numbers  to and  So with  T 0 < t o <  so such t h a t  z+(to)< z+(So) and 2+(t0) 

= 2+(So) = 0. The t ransi t ion layer  equat ions now imply  t h a t  

z+(to) = ] ( y + ( t o - -  r)) < z+(So) = ] ( y + ( S o - -  r)) . 

However ,  this  contradicts  the  fact  t h a t  y+(t) is monotone  increasing in [T+, oo) 
and  ] is monotone  decreasing in I .  The proof  of the  corresponding result  for z_(t) 
is analogous and  will be  omit ted.  

I%E~A]~K 4.2. - The assumpt ion  t h a t  r > O was needed in the  proof  of I~emma 4.2A, 

a l though this result  is still t rue when r ~ 0 (however, we will not  need to know this 

fact  to establish our la ter  results). I n  the  case r = 0, observe t ha t  the  t ransi t io~ 

layer  equations (3.54)r and (3.55)r become the  sys tem of ordinary differential  equat ions 

(4.29) ~) = y - - ] ( z ) ,  ~ = z - ] ( y ) .  

The only change in the  proof of L e m m a  4.2A t h a t  mus t  be made  when r = O is in 

showing t h a t  if y+(to)= 0 or z+(to)= 0 for ~ome to>T, t hen  (y+(t), z+(t)) = (0, O) 
for all t > - - r ,  and  in proving  the  corresponding result  for (y_(t),z_(t)). If,  say, 

z+(to) = 0 for some to>To , then  as before one sees t ha t  (y+(t), z+(t)) = (0, 0) for all 

sufficiently large t, say t > t . .  To prove  now t h a t  (y+(t), z+(t)) ----- (0, 0) for all t > - - r ,  

one needs to know t h a t  the  initial  value p rob lem 

(4.30) (y(t,), z(t,)) = (0, O) 
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for the  system (4.29) has a unique solution. I f  the funct ion ] were lipschitz in a 

neighborhood of the origin, t hen  the vector  field for (4 .29)would satisfy a lipschitz 

condition at  (0, 0) so the uniqueness theorem for ordinary differential equat ion would 

apply. Kowever ,  there  are pathological  examples of functions ] for which fl(0) exists 

but  which are not  lipschitz near zero. Nevertheless,  by  using the fact  t ha t  /(0) ~ 0 

and ]'(0) exists, one can still conclude tha t  the zero solution is the unique solution 

of the initial value problem (4.29) and (4.30)7 and hence tha t  (y+(t)7 z+(t)) = (07 O) 

for all t ~>--r. The proof of this is similar to tha t  of the s tandard uniqueness theo- 

rem; details are left  to the reader. The corresponding result for (y_(t), z ( t ) )  also 

follows from this uniqueness argument.  

As noted  earlier, Lemma  4.2 can be viewed as a per turba t ion  result  for the 

l inearization (4.3) of the t ransi t ion layer  equations (3.54)~ and (3.55)~ about  the  

origin. The basic idea of the proof is simple, bu t  there are some technical complica- 

tions, and it  may  be useful to discuss its outline before giving details. I f  one seeks a 

solution of (4.3) of the form (y(t), z(t)) = w exp [St] for a nonzero complex vector  

w ~ C 2 and $ e C~ one is led to the characteristic equation (4.5) for ~. This equat ion 

can be rewri t ten  as 

($ __1)2_/~2 exp [-- 25r] = 0 

and then  factored 7 so tha t  each root  ~ satisfies ei ther 

(4.31) 

o r  

(4.32) 

--  1 + k exp [-- ~r] 

$ = 1 - -  k exp [-- St] .  

I f  ~" satisfies equat ion (4.31) then  one can ver i fy  tha t  

(y(t), z(t)) = (1, 1) exp [St] 

is a solution of the linearized system (4.3), whereas if ~ satisfies (4.32), then  

(4.33) (y(t), z(t)) = (1, - 1 )  exp  [$t] 

is a solution. 

F rom the  sign conditions (4.6) and (4.7) one expects tha t  if nei ther  (y+(t), z+(t)) 

nor  (y_(t), z_(t)) is identicMly zero, then  the asymptot ic  behavior el these solutions 

should be similar to the behavior  of the eigensolution (4.33) for certain eigenvMues 

~+< 0 and ~ _ >  0, both  of which are roots of equat ion (4.32). t towever ,  it is not  

difficult to see tha t  since k > 1, equat ion (4.32) cannot  simultaneously have solutions 

~+~ (--c% 0) and ~_r (0, co). Hence one expects to conclude tha t  ei ther (y+(t), 

z+(t)) or (y_( t ) ,z( t ) )  is identically zero. 
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Although one could probably prove Lemma 4.2 directly with the above argt~ment 

if ](x) dependend linearly on x, the general nonlinear situation is not qui~e as simple. 

For example, it is not a p r i o r i  clear that  if the solution (y+(t), z+(t)) of the nonlinear 

equation is not identically zero, then it must be asymptotic to some eigensolution. 

One has to consider the possibility that  

lim Y+(~) -- 0 or lim z+(tn) - -  0 

for some sequence t . -> c~, so that  the solution would decay in a (, super-exponen- 

tial ~) fashion in contrast to the exponential decay of (4.33). 

Rather than deal with such matters, the proof of Lemma 4.2 given below fol- 

lows a somewhat different outline. The transition layer equations (3.54), and (3.55), 

are viewed as a non-autonomous perburbation of the linear system (4.3), that  is, as 

(4.34) g((t) = L ( w , )  + e(t) 

where 

W ( t )  =/ \ lY ( t ) l  W t ( s )  = W ( t  @ s) 
\ z ( t ) ]  ' 

L :  C ( [ - - r ,  0], R "2) - > R  ~ is the linear operator 

for - - r ~ s ~ O ,  

\~(0) + k~(- r)] 
for ~, %0 e C[-- r, 0] 

and where ~(t) is given by 

=(- r))i 
~(t) Rl(y(t - r ) ) ]  " 

(Recall the definition (4.13) of the remainder function R1.) 

Following [25] one may associate with any eigensolution W(t )  = w exp [~t] of a 

linear autonomous differential-delay equation in R n a canonical projection onto the 

eigenspaee in C([-- r, 0], R'~). Applying such a projection to the solution Wt of an 

inhomogeneous linear equation of the form (4.34) yields a linear constant coefficient 

ordinary differential equation, with an inhomogeneous forcing term related to ~(t). 

In the particular case of the operator /~ given by (4.35) and eigensolution (4.33) 

above (where ~ satisfies equation (4.32)), the canonical projection has a one-dimen- 

sional range. With respect to a conveniently chosen basis element in this range, 

the coordinate value v(t) of this projection is given by the formula 

t 

- -  y(t)  - -  k[exp [$(t - -  s - -  r)](z(s)  - -  y(s))  gs . ~)(t) g(t) 

t - v  
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Indeed~ one easily sees tha t  if ~ is a root  of equat ion (4.32) and (y(t), z(t)) satisfies 

the  t ransi t ion layer  equat ions (3.54)~ and (3.55)~ on some interval ,  then  v(t) satisfies 

the ordinary differential equat ion 

(4.36) ~)(t) = ~v(t) -~ (~(t) where a(t) =- t~l(z(t - -  r)) - -  l~ (y ( t  - -  r)) . 

The idea of the  following proof is t ha t  because z(t) - - y ( t )  is (( a lmost  monotonic  )) 

and of one sign (where (y(t), z(t)) = (y+(t), z+(t)) or (y_(t), z_(t))), it  is possible to 

choose~so tha t  the magni tude of v(t) is comparable to the value ]z(t)--y(t)l  = 

= Iz(t)] ~-]y(t)l. However ,  the forcing t e rm a(t) is of smaller order due to the  

est imate (4.15). Using the variat ion of constants formula to equate these two 

quanti t ies yields a contradiction~ unless (y(t), z(t)) is in fact  the  zero solution. 

Figure 12 schematically illustrates the  si tuation in the phase space C([ - - r ,  0], R 2) 

complementary space 

Fig. 12. The phase space setting in the proof of Lemma 4.2. 

~v 

for the  first case considered below~ namely  ~ > 0. The horizontM axis represents 

the coordinate v(t) in the range of the project ion while the vert ical  axis is an infinite 

dimensional complement.  Let  W(t) ---- (y+(t)~ z+(t)). Then the sign and monotonic i ty  

conditions on y+(t) and z+(t) insure tha t  W~ lies in the shaded cone. The arrows in 

the cone represent  the  vector  field, and point  outward because ~ > 0. Therefor% 
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the only way tha t  Wt can lie in the cone and follow the vector  field to the origin 

as t -~ 0% is for W, to lie at  the ve r tex  of the cone, t ha t  is, for W(t) -~ (y+(t), z+(t)) 
to  be identical ly zero. 

We make one final remark.  Because r > 0 ,  the roles of (y+(t), z+(t)) and (y_(t), 
z_(t)) are not entirely symmetric.  Typically, the corresponding argument  involving 

(y_(t), z_(t)) is simpler. 

P~ooF OF IJE~_~A 4.2. -- Consider the equation (4.32), each of whose solutions 

also satisfies the characteristic equat ion (4.5). We shall need the following fact  

whose proof is given in the  appendix.  I f  r > 0 and k > 1 then  equation (4.32) has a 

(possibly complex) solution ~ satisfying 

7g 
(4.37) 0 < I r a  ~ < - ?. 

and 

(4.38) ~ # O. 

Assume tha t  r > 0 (the case r = 0 will be considered later) and fix a root  ~ of 

(4.32) satisfying (4.37) and (4.38). Several cases must  now be considered, depending 

on whether  $ is veal or complex, and depending on the  sign of Re $. As the argu- 

ments  in these cases are quite similar, we shall only present  one of t hem fully, and 

merely  outline the  modifications needed to handle the remaining cases. 

IJet us consider the case tha t  the root  ~ of (4.32) chosen above is real and  posit ive; 

assume tha t  

~ > o .  

We shall work with the solu$ions (y+(t), z+(t)) of the transit ion layer  equations 

defined for t > - - r ,  and prove tha t  

(4.39) (y+(t), z+(t)) = (0, O) for' all t > - -  r .  

Suppose tha t  (4.39} is false; then  (4.6) and Lemma 4.2A imply tha t  one has the 

strict inequalities 

y+(t) < 0 < z+(t) if t > To 

where To = To(Z) and ~ > 1 is fixed bu t  arbi t rary.  (We use the  nota t ion of Lem- 

ma 4.2A throughout  this proof.) To be specific, fix ~ so tha t  it  satisfies the  

inequalities 

(4.40) 1 < z < 1 § r - - 1 ) .  
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Following the discussion above, introduce the functions 

t 

(4.41) u( t )  = z+(t)  - -  y+(t)  and v(t)  • u( t )  - -  ~ f e x p  [~(t --  s - -  r)]u(s) 4s 

and observe tha t  for t > O, v( t)  satisfies the linear ordinary differential equation (4.36) 

with the inhomogeneous te rm a(t) given by 

(~(t) = R l ( z + ( t  - -  r))  - -  R l ( y + ( t  - -  r)) . 

One also sees the following properties of u( t )  and a(t), which follow from Lem;na 4.2A 

and from the definition (4.14) of ~(~): 

(4.42) 

a n d  

(4.43) 

o < u(s) < zu(t) 

[a(t)] <~(u(t  - -  r)) u( t  - -  r) 

if s > t > T o ,  

i f  t >~To + r .  

In addition, u( t )  and hence la(t)] are integrable on I T , ,  c~), satisfying 

c o  

(4.44) fu(s)  as<~-~u( t )  i~ t >  T ,  . 

t 

The variation of constants formula applied to equation (4.36) yields 

t 

(4.45) v(t)  = exp [~(t - -  t r )v ( t  ') + f e x p  [r --  s)]~(s) ds 
t '  

whenever t, t '  > 0 .  Because exp [-- ~t ']V(t ' )  -> 0 as  t ' - -~  co an4 because exp [-- ~s]a(s)  

is integrable, one may  let V-+ oo in (4.45) to give 

c ~  

(4.46) v(t) = - f c x p  [~( t -  s)]~(s) ~ s .  

t 

The inequalities (4.42), (4.43), and (4.44) can now be used to bound the right 

hand side of (4.46) below; by doing this one obtains for t ~ m a x  {T0, T.} + r 

c o  c o  

~(t) > - f e ~ p  [~'(t - ~)]~l(~(~ - r)) ~(~ - r) d~ > - ~ ( ~ ( t ) )  m s  - r) d~ - 
t t + r  t + r  

- f  exp [r - sl]~(~u(t - r))  u ( s  - r)  a s > -  ~(~:u( t ) )  3 - ~ u ( t )  - 

t t + r  

- -  ~(:~u(t  - -  r))fexp [~(t - -  s ) ] u ( s  - -  r) ds . 

t 
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Combining the above with (4.41) and using (4.9) *o make further estimates, one 

obtains 

(4.47) 

t+r 

[1 + n(~u(t)) #-~] u(t) > [k - n(xu(t  - r ) ) ] f e x p  !;(t - s l ]u ( s  - r) gs > 
t t+r 

> [ k  - ~(~u(t  - r))] ~ - l u ( 0  f e x p  [;(t - s)] as 
t 

= [k --  ~(~u(t - -  r))] ~ ~-!(1 - -  exp [-- ~r]) u(@. 

:Note tha t  one requires 

(4.48) k - n(~u(t  - r)) > 0 

in order to obtain the second inequali ty in (4.47); this certainly holds if t is suf- 

ficiently large. Assuming this to be so, upon cancelling u(t) ~ 0 in (4.47) and let t ing 

t - ~  oo one obtains the inequality 

(4.49) 1 > ku-l~-l(1 --  exp [-- ~r]) ; 

and subs*ituting 

(4.50) exp  [ -  ~r] = k-1(1 - $) 

(obtained from (4.32)) into (4.49) and rearranging terms gives 

(4.51) ~ > 1  + ~ - 1 ( k - - 1 ) .  

:l=rowever, (4.51) contradicts (4.40). This comple*es the proof of the lemma in the 

case ~ > 0. 

A few minor modifica*ions must  be made in the above argument  to handle 

other ranges of *he eigenvalue $, bu t  for the most par* *he analysis in *hese cases 

is *he same. For  example, if ~ = #  + iv is complex and  satisfies 

7g 
(4.52) l~e~ = / ~ > 0  and 0 < I m ~ = v < -  

*hen the proof is almost the same as *he one above up *o and including the integral 

formula (4.46) for v(t); the only change to be made up to this point is *ha* one m a y  

choose ~ > 1 arbitraxily rather  than  restricting it as in (4.40). Before making further  

estimates in (4.46), however~ one first takes the negative of the imaginaxy parts 
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of this  equa t ion .  Do ing  so and  t h e n  e s t i m a t i n g  as before  y ie lds  

co 

- -  I m  v(t)  = f e x p  [tt(t - -  s)] sin (v(t - -  s)) a(s)  ds > 

t 
t+~' 

> - f v ( ~ u ( t ) )  ~(~ - r) a~ + f e x p  [~(t - -  ~)] sin (~(t - -  ~)) V(~u(t - -  r)) ~(~ - -  r) e ~ >  
t + r  t 

t+ r  

> -  n(nu(t)) Z ~u(t) + v ( ~ u ( t -  r))fexp [ ~ ( t -  s)] sin ( v ( t  - -  s ) )  u ( s  - -  r) ds . 

t 

O b s e r v e  t h a t  the  inequa l i t y  sin (v(t - -  s)) < 0 for t < s ~< t + r, which  follows f r o m  

(4.52), is used  in de r iv ing  the  a b o v e  e s t ima te .  P roceed ing  m u c h  as before ,  one 

s u b s t i t u t e s  t h e  e q u a t i o n  

t 

- -  I m  v(t) = kfexp [~(t - s - r)] sin (~(t - s - r)) u(s)  ds 

o b t a i n e d  f r o m  (4A1) in to  t h e  a b o v e  i nequa l i t y  a n d  ob ta ins  (af ter  a shor t  ca lcula t ion,  

in which  (4A8) is a s sumed)  

n(~u(t ) )  ~ ~u(t) > 1 -  [k  - v ( ~ u ( t  - r))Jfe~p [~(t - ~)] sin (v(t - -  s)) u (s  - -  r) ds >~ 

t t + r  

> - -  [k  - -  ~ ( n u ( t  - -  r))]  u-~u( t )  f e x p  [#(t - -  s)] sin (v(t - -  s)) ds ~- 

t 

-~ - -  [k  - -  ~](~u(t - -  r ) ) ]~  -~ I m  [~-~(1 - -  exp  [ - -  ~r]) ]u ( t )  . 

Cancel l ing u( t )  ~ 0 in the  a b o v e  i nequa l i t y  and  l e t t ing  t -> ~ gives  

(~.53) O > - -  kz -~ I m  [$-1(1 - -  exp  [ - -  ~r])] ; 

howeve r ,  us ing  (4.50) and  (4.52) one ob ta ins  

- -  kz -1 I m  [~-1(1 - -  exp  [ - -  ~r])] = - -  n-*(k - -  1) I m  (r = n-~(k _ 1) #2 _~_ v~ > 0 

which  con t rad ic t s  (4.53) and  comple t e s  the  p roof  in th is  case. 

I f  t he  e igenva lue  ~ satisfies l~e ~ < 0 ,  and  if r > O, t h e n  the  l e m m a  is p r o v e d  

b y  cons ider ing  the  so lu t ion  (y_( t ) ,  z_(t))  def ined for  t < O ,  r a t h e r  t h a n  (y+(t),  z+(t)) 

as a b o v e ;  o the rwise  the  p roof  follows the  scheme  of the  p receed ing  a r g u m e n t s ,  b u t  

is s impler .  W e  leave  this  case to  the  reader .  

The  final ease to  be  cons idered  is w h e n  r ~- O, so the  t r ans i t i on  l aye r  equa t ions  

are  in fac t  t h e  s y s t e m  of o rd ina ry  d i f ferent ia l  equa t ions  (4 29). H e r e  one shows t h a t  

(4.54) (y_( t ) ,  z_(t))  = (0, 0) for  all t~<O 
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whenever (y,(t), z~(t)) satisfies (4.7) and (4.8) Fix 5 > 0 and y > i so tha t  (4.27) 

holds, and fix T~:>T_ so tha t  Iy_(t)l<~ and [z_(t)l<~ for all t < - - T , .  Define 

u(t) = y_(t) - -  z_(t) 

From (4,7), (4 .27)and (4.29) one sees tha t  

(4.55) u(t)~O and ~ ( t ) < - - ( ~ - - l ) u ( t )  for all t < - - T ,  

and hence 

(4.56) ~d (exp [ ( y "  1)t]U(t)) <~0 for all  t ~ "  T ,  

Because y ~ 1 one concludes from (4.56) tha t  

u(-- T , ) <  lim e x p [ ( ~ - -  1)t]u(t) ~-- O, 

so from (4.55) an4 then  (4.7) one has u ( - -T , )  ---- 0 and hence 

(4.57) (y_(-- T,),  z_(-- T,)) = (0, 0).  

As noted in R e m a r k  4.2, the unique solution of initial value problem (4.57) for the 

system (4.29) is the trivial solution. This completes  the proof of (4.54). [] 
,\ 

Before presenting a main result of this section, we must  introduce a bit  of nota- 

tion. I f  qi q ~nd e ~re  positive numbers, and if ~ > q, define the set 

�9 N ( q ,  ~, ~) = [0, ~] u [ q - -  ~, q + ~] u [~-- ~, ~]. 

T~IEOREI~ 4.1. - Assume that ] Satis]ies ( t t l )  and (H2)~ let c and d be positive 

constants satis]ying the conditions in the statement el Theorem 3.1 ]or some y ~ 1~ and 

let co and do be positive constants satis]ying 

(4.58) co~ c and do~ d .  

Then there exists so ~ 0 such that if ~ <~ eo and x(t) is a slowly oscillating periodic solu- 

tion of equation (3.1)~, then 

m~x x(t) > Co and rain x ( t ) <  -- do �9 
t t 

Furthermore, there exists a constant K ~ 0 such that i] x(t} is a slowly oscillating 

periodic solution el (3.1)~ ]or some e ~ O~ then 

(4.59) ( t6  [0, ~]: --do<~x(t)<eo} c_N(q,-~, .Ks) 
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where q and ~ are the ]irst two zeros el x(t). The constants so and K depend on co and 

dQ, but not on the solution x(t); in addition, K does not depend on s. 

Pgoog.  - F ix  a number  z satisfying 

Co< ~e,  do< zd and 0 < ~ < i. 

If  x(t) is any  slowly oscillating periodic solution of equat ion (3.1)~, define quanti t ies c, 

and d,  depending on the solution x(t) b y  

(4.60) c,  = min {Co, max  zx(t)} > 0 and d* ---- rain (do, -- min Zx(t)} > 0 .  
t t 

In  order to prove the theorem,  it  is sufficient to show tha t  there  exist Eo > 0 and 

Igo > 0 not  depending on the  solution, such tha t  if s<so then  

(4.61) 

and 

(t e [o, ~]: - d,  <x(t) <c,}  c 2v(q, ~, ~:0~) 

(4.62) max  x(t) > u-~co and min x(t) < -- z-~do 
t t 

whenever  x(t) is a slowly oscillating periodic solution of (3.1)~ with fLrst two zeros q 

andS.  I f  (4.62) holds, t hen  c, = co and d, = d0~ so (4.61) implies (4 59) with K = Ko. 

To obtain (4.59) for values of the parameter  e > so it m ay  be necessa.ry to increase K ;  

this can be done independent  of the solution x(t) because by  Lem m a  1.5 one has 

~<Q,  so (4.59) always holds if S>eo and K~o>~). 

We shall now prove the  inclusion (4.61) for some K0 and all sufficiently small s. 

Not ing t ha t  (4.61) holds for any  fixed s provided Ko is large enough (specifically, 

if Kos>~)), one sees tha t  ii this pa r t  of the theorem is false then  there  exist sequences 

e,,-+ 0 + and K . - ~  ~ ,  and a sequence x,,(t) el slowly oscillating periodic solutions 

of (3.1)%, such that 

(4.63) 

where v ,  and d ,  arc given by  (4.60) with x~(t) replacing x(t). Suppose this to be so. 

~o t ing  tha t  ~ < 1 in (4.60), one m ay  define quanti t ies a~l ~nd ~1 to be respectively 

the smallest and largest t c [0, q~] such tha t  x,(t) ----c , .  Similarly, let a~  and ~,~ 

be respectively the smallest an4 largest t e [q~, ~.] such tha t  x ~ ( t ) = -  d , .  By  

Theorem 3.1~ x~(t) satisfies P rope r ty  M between - - d  and c~ and therefore by  (4.58) 

and (4.60) it  also satisfies P roper ty  M between - - d ,  and c , .  This implies tha t  

x~(t) is monotone increasing in [ T . ~ - - ~ ,  a~] and monotone decreasing in [v.~ a~2] 

~s shown in Figure 13. In  addition, the relation (4.63) implies tha t  lor  each n e i ther  
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Fig. 13. The function x~(t) in the proof of Theorem 4.1. 

a,,~+ ~,,--'r,~2>K~e~ or else a . 2 - - T . z > / ~ . s . .  By  taking a subsequence one may  

assume one of these inequalities holds for all n. For 4efiniteness~ assume tha t  

(4.64) o.2-- T.x > / i : . e .  for all n .  

Now let (y+(t), z+(t), r) and (y_(t), z_(0, r) be transition layer solutions associated 

with the sequences (e., x~(t), a~2) and (r x~(t), T.1) respectively, as described in 

Proposition 3.1 and Definition 3.3. The monotoniei ty of x~(t) in [T~I, a.2]~ the 
definitions of T~ and a~2, and the inequali ty (4.64) imply tha t  --d<y:~(t)<e if 

~ > 0 ,  and that 

y+(t) > 0 if t > 0  

(4.65) and 

~_( t )>0  if g < 0 .  

Therefore the limits~limooy§ ---- L_ exist for some quantities Z+ ~ L _ e  [-- d, el. From 

part  (v) of Proposition 3.1 one sees tha t  L+ and Z_ are both fixed points of the 

composed function ]o]. The inequality (3) in the s ta tement  of T]~eorem 3.1 and the 
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fact  tha t  Y > 1, bo th  of which are assumed here, imply tha t  the only such fixed 

point  is zero; thus L+ = L_ = 0 so t h a t  

--d<y+(t)<O if t~>0 

(4.66) and 

O<y_(t)<c if t < 0 .  

In  addition, pa r t s  (iv) and (v) of Proposit ion 3.1 imply tha t  there  exist T+ ~> 0 and 

T >~0 such tha t  

z+(t)>O if t > T +  

(4.67) and 

z_(t) < 0 if t<--T_, 

and that 

(4.68) lim (y+(t), z+(t)) = l im (y_(t), z_(t)) = (0, 0 ) .  
t ~ +  r  t - - >  - -  c o  

Finally,  one notes tha t  neither y+(t) nor y_(t) is identically zero : by  definition one has 

(4.69) 

y+(O) = lim x. (a~)  = lim -- d~, 

and 

y_(O) = lira x~(v.1) = lira c,,, 
~ - - >  c o  n - - >  c ~  

for some subsequences, and from Lemmas  3.2 and 4.1 it follows tha t  for some ~2 > 1 

one has 

(4.70) l iminf  cn,~>min e0, l i m i n f ~  I[x~ > 

and similarly 

(4 .71)  lim inf d~,  > 0 .  
n - - >  o o  

One concludes from (4.69), (4170) and (4.71) tha t  

(4.72) y+(0) < 0 and y_(0) > 0 .  

We are now able to obtain a contradiction. One sees f rom formulas (4.65), (4.66), 

(4.67), and (4.68) tha t  the solutions (y~(t), z+(t)) satisfy the hypotheses of Lem m a  4.2, 
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and tha t  Lemma 4.2 implies either 

or else 

(y+(t), z+(t)) = (0, O) 

(y_(t), z( t ) )  = (0, O) 

if t > - - r ,  

if t < 0 .  

This conclusion immediately contradicts (4.72), and one concludes from this con- 

tradiction tha t  inclusion (4.61) indeed holds. 

!Tew now prove the inequalities in (4.62) for small s. Suppose tha t  at  least one 

of these inequalities is violated for a sequence x~(t) of slowly oscillating periodic 

solutions of (1.3), , where s.--> 0+; for definiteness suppose 

(4.73) m a x x . ( t ) < u - ~ C o <  e for each n .  
t 

Let  @. e [0, q.] be the location of the maximum of x.(t); then, as x.(t) satisfies prop- 

er ty M between - - d  and e, it  follows tha t  

(4.74) 

2"(t)>O if 0 < t < g .  

and 

~ ( t ) < 0  if @.~<t<q.. 

As before, consider the first and last points t e [0, q.] such tha t  x.(t) ---- e . ;  denote 

these points by  a n and Tn, and observe tha t  x.(t)>c~, in [a~, z.], and tha t  by the 

result (4.61) just proved 

(4.75) aS and q"--~n 
~'n ~n 

are bounded sequences. 

Let  (y(t), z(t), r) be a transition layer solution associated with (e., x.(t), a.). From 

the definition of y(t), and from conditions (4.73), (4.74) and (4.75) one sees tha t  

y(O)<y(t) < e if t < 0  and also tha t  y(t) is eventually monotone as t - + - -  oo. Using 

(4.70) one sees tha t  

y(O) > l im  inf x.(a~) = lim inf e . ,  > 0 

and sot~_my(t ) = L exists and satisfies 0 < Z < c .  By ( v ) o f  Proposition 3.1 the 

number  Z is a fixed point of ]el; but  as noted above, ]o] has no fixed point in (0, e]. 

This contradiction completes the proof of the theorem. [] 

The following corollary describes the behaviour of slowly oscillating solutions 

in the transition layers as s -* 0% Figure 14 illustrates solutions y(t) and z(t) of the 

transition layer equations obtained in this result. 
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Fig. 14. Solutions of the transition layer equations in Corollary 4.1. 

COROLLARY 4.1. - Assume that ] satisfies (H1) and (g2 ) ,  and let c and d be positive 

constants satisfying the conditions in the statement of Theorem 3.1 /or some ~ > 1. Zet 

x~(t) be a slowly oscillating periodic solution of equation (3.1)% /or some sequence 

s~ --* 0 +, and define r~ > 0 by ~ -~ 2(:I. 5-e~%) where ~ is the minimal period of 

x.(t). Then, upon taking a subsequence, one has 

(4.76) x~(-- s~t) -~- y(t) and 1 - -  x~(~q. - s~t) -'. z(t) 

uniformly on compact subsets of R for some C 1 functions y(t) and z(t). I n  addition~ 

one has convergence of the first derivatives with respect to t in (4.76), and the functions 

(y(t), z(t)) satisfy the transition layer equations 

(4.77)~ 

(4.7S)~ 

~(t) = y(t)  - f ( z ( t  - r)) 

~ ( t )  = z ( t )  - f ( y ( t  - r)) 

/or t ~ R,  where 

(4.79) r = lira r~ is strictly positive. 
l t---~ c o  

Further, the solutions y(t) and z(t) satisfy the bounds 

(4.80) - - B < y ( t ) ,  z ( t )<A for all t ,  



108 JOHN 1V~ALLET-PARET - ROGER D. NUSSBAU~: Global continuation, etc. 

and have the asymptotic properties 

lira inf y(t) and lim inf z(t)>7 e,  
t---~ - -  c o  t - *  

(4.81) lim sup y(t) and lira sup z(t) <<.- d ,  
t - *  r  t---* - -  p c  

and 
lim sup y(t) and lira sup z(t) > c ,  

t - - ~ - -  ~ t 2 * ~  

(4.82) lim inf y(t) and lim inf z(t) < -- d .  
t---~ r  t---~ - -  c o  

Finally, y(t) and z(t) satis]y the monotonieity conditions 

(4.83) 

- -  d < y ( t )  < c => i t ( t )  < 0 

and 

-- d < z(t) < c ~ ~(t) > o. 

P~oos. - One sees t ha t  the  l imits  (4.76) exist  for some subsequence,  as (y(t), 
z($), r) is simply a transit ion layer solution associated with the sequence (sn, xn(t), 0). 

Thus y(t) and z(t) satisfy the transit ion layer equations (4.77)~ and (4.78)~ where 

r > 0 .  The bound (4.80) follows from Proposition 1.3. The inclusion (4.59) (where 

Co< c and do< d are arbi t rary positive numbers), the fact t h a t  x~(t) satisfies Prop- 

erty M between - - d  and c~ 1 the fact tha t  q~---- ~-~ q-O(s~) where q~ is the first 

zero of x~(t), and the definitions of y(t) and z(t) together imply the inequalities in 

(4.81) bu~ with co and do in place of e and d. However, as c o and do can be chosen 

arbitrarily near c and d, one concludes tha t  (4.81) holds as stated. The same 

properties of xn(t), in particular Property  M, also imply the monotonici ty condi- 

tions (4.83). 

Now suppose tha t  (4.82) is false. In view of (4.81) one may  assume tha t  one of 

the l imi ts  in (4.82) actual ly exists and is an equality rather  than  a strict inequality. 

For definiteness suppose thattlimooy(t ) ----c. By  (v) of Proposition 3.1 one has 

](J(c)) = c. However, this contradicts ](/(c)) >~ 7c > e obtained from our assumption 

of condition (3) in  the s ta tement  of Theorem 3.1. 

Finally,  to prove tha t  r > 0  is strictly positive, suppose to the contrary tha t  

r = 0 so tha t  y(t) and z(t) satisfy the ordinary differential equations (4.29) obtained 

from the transit ion layer equations. Consider the snbset 

Q~= {(y, z) t R ~ :  - - B < y < O  and O< z < A}  

of the second quadrant  of the plane and observe tha t  there exists some first t ime to 

for which (y(t), z(t)) e Q~; in  fact, 

(y(t), z(t)) ~ @~ if t < to, 
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and 

(y(to), z(to)) ~ ([-- B, 0] • {0}) W ({0} • [0, A]) _c ~Q~. 

The exis'~ence of to and the above properties follow immediately from (4.80) and 

(4.81). One now sees, using the negative feedback condition x](x) < 0 in [ - -B,  A] - -  

--{0}, tha~ the vector field (4.29) for (y(t), z(t)) points stricr outward from Q~ at 

all points (y, z) in the se* ([-- B, 0] • {0}) w ({0} • [0, A]) except at the s tat ionary 

point (0~ 0). Therefore i~ follows from this simple phase plane consideration tha t  

(y(t0), Z(to)) ---- (0, 0).  

However, as noted in Remark  4.2~ this forces (y(t)~ z(t)) ----- (0~ 0) for all t, which is a 

contradiction. [] 

I~E~AnK 4.3. -- Observe tha t  Corollary 4.1 does not assert tha t  the limits (4.76) 

and (4.79) exist for the full sequence s,~, but  only for some subsequence; we have 

not ruled out the possibility of multiple limit points. I f  one could show for some ] 

tha t  the parameter  r > 0 and the solution (y(t), z(t)) of the transit ion l~yer equations 

were unique among those functions satisfying conditions (4.80)~ (4.81), (4.82), and 

(4.83), then it would follow tha t  the limits (4.76) and (4.79) would exist for the full 

sequence s. .  

The following result illustrates the interplay between the differential equation 

(3.1)~ gnd its transition layer equations (4.77)r and (4.78)~: gn analysis of the transi- 

tion layer equations is used to obtain results about equation (3.1)~ which refine 

those of Theorem 4.1. 

COrOLLArY 4.2. - Assume that ] satis]ies (H1) and (H2), and let e and d be positive 

constants satis]ying the conditions in the statement o] Theorem 3.1 ]or some y > 1. Zet I 

be an interval containing the origin, such that ] is di]]erentiable at each x ~ I and satis]ies 

(4.84) x e I => ]'(x) < 0 .  

Zet J be any compact interval such that 

(4.s5) 0 e J _c ( _  d, e) • ](I) r ~ / ( / ( I ) ) .  

Then there exist positive constants ~o and K such that i / x ( t )  is a slowly oscillating pe- 

riodic solution o/ equation (3.1)~ ]or some positive s<eo,  then 

1 
x( t )  e J ~ [:~(t) t > ~-i" 

PROOF. - We first establish some elementary consequences of the assumptions 

(4.84) and (4.85) and the conditions involving c, d, and y in the s ta tement  of Thee- 
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rem 3.1. Consider any  number U c J .  We claim tha t  there exist unique ~, ~ e R 

such that 

(4.86) v = ](~)  = ] ( ] (~ ) )  ; 

moreover, one has 

(4.s7) $, $ e (-- d, c) n I .  

The existence of ~ and ~ satisfying (4.86) and (4.87) follows easily from the inclusion 

(4.85) and from property  (2) in the s ta tement  of Theorem 3.1. ~Vhat is not so ob- 

vious is the uniqueness oi ~ and ~, not only in (-- d, c) n I, but  in all of R. Suppose, 

therefore, tha t  U --~ ](~o) for some $oe R with $0:/: ~. Condition (2) in Theorem 3.1 

implies tha t  ~o~ ( : -d ,  c). The monotonici ty condition (1) in tha t  theorem lur ther  

implies tha t  the function ] is monotone decreasing on the interval between ~ and 

~o, hence is constant on tha t  interval because ](~) ----](~0). However, this cannot 

be, since ~ e I implies ]'(~) G 0 by (4.84). This contradiction proves tha t  ~ is unique. 

A similar argument  proves tha t  ~ also is unique. 

Suppose now tha t  the conclusion of the corollary is false. Then there exist 

sequences s~-~ 0% t~e [0, ~.], and x~(t) such tha t  x~(t) is a slowly oscillating periodic 

solution of equation (3.1)% of minimal period ~., and such tha t  

(4.s8) 

and 

(4.89) 

x.(t~) ~ J 

lim en &~(t.) : 0 .  
?t--> ~ o  

Theorem 4.1 (with CoG e and dog d positive constants such tha t  J _c [--do,col) implies 

there exists a constant  ~o such tha t  t,~e N(q~, ~.,  KoCh) for large n, where as usual 

q~ denotes the first ze ro  of x~(t). Therefore, after taking a subsequence one may  

assume tha t  either t~/e~, (q~--t~)/e~, or (~n--t~)/e~ is a bounded sequence. To be 

definite, assume tha t  tn/e, is bounded; in fact, assume without  loss tha t  

lim - -=:  ~ to (4.90) 

exists for some real number  to. 

lqow let (y(t), z(t), r) be as in Corollary 4.1. The definition of y(t) and equations 

(4.88) and (4.89) imply tha t  

(4.91) y(to) ~ J 

and 

(4.92) ~(t0) = 0 ; 
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thus the differential equation (4.77), for y(t) and equation (4.92) yield 

(4.93) y(to) -~ / i f ( t o - -  r)) . 

The results (4.86) and (4.87) established above imply that  

(4.94) z(to-- r) e (-- d, e) ~ I ,  

and so / is differentiable at z ( t o - - r )  and satisfies 

(4.95) / '(z(to-- r)) < O. 

T h e  existence of the derivative (4.95) in turn allows the differential equation (4.77)r 

to be differentiated at t--~ to to give, using (4.92), 

(4.96) ~j(to) -~ ~(to) - - / '  (Z(to-- r)) 2( to= r) -~ - - / ' (Z( to--  r)) 2(to-- r) . 

~ow from (4.83), (4.85), and (4.91)one sees that  y(t) is monotone decreasing in a 

neighborhood of to. As the tirst derivative (4.92) vanishes at to, one sees that the 

second derivative ~(to / also equals zero. Thus the right-hand side of equation (4.96) 

equals zero, so one concludes using (4.95) that 

(4.97) 2(to-- r) : 0 .  

One may now switch the roles of y and z in the above argument and replace to 
with to--r,  and obtain from (4.94) and (4.97) in a similar fashion the conclusions 

z ( 4  - -  r) = / ( y ( 4 - -  2r)) , 

y(to--  2r) e (-- d, e) ~ I ,  

14.98) 

(4.99) 

and 

(4.1oo) ~ ( 4 - -  2r) = 0 .  

Equations (4.93) ~ud (4.98) yield 

y(to) = l ( l ( y ( t o - -  2r))), 

and this together with condition (3) in the statement of Theorem 3.1, and equa- 

tions (4.91) and (4.99), imply that  

(4.101) lY(4-- 2r) l < ~'-11y(4)1 
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and that 

y(to-- 2r) e y - ~ J ~ -  {y-~x: x e J } .  

Becanse J is an interval containing the origin, and 7 ~ 1~ one has ~-~J _c J and 

hence 

(4.1o2) y(to-- 2r) e J. 

.At this point note that  we have concluded (4.100), (4.101), and (4.102) from 

(4.91) and (4.92) using only the properties of the function ], the solution (y(t), z(t)), 

and the sets I and J ;  the definition (4.90) of to has not been used. Therefore, this 

entire argument may be repeated indefinitely; one concludes by doing this that  

for each integer n > l  

y(to-- 2nr) e J ,  ~(to-- 2nr) : 0 and ]y(to-- 2nr){< y-lIy(to-- 2(n --  1)r)] 

~ d  hence 

(4.103) ly(to--2nr)]<~,-'ly(to)l - * 0  as n - . c ~ .  

However, (4.103) contradicts (4.81). This completes the proof of the corollary. [] 

The next two results describe the solutions of the transition layer equations 

obtained in Corollary 4.1 under the additional assumptions of monotonieity of ] 

(Corollary 4.3) and hypothesis (It3) (Corollary 4A). 

COROLLARY 4 . 3 .  - Assume that ] satis]ies (H1) and (H2), and that in addition 1 

is monotone decreasing in [-- B, A], and satis]ies I](](x))] > Ixl whenever x e (-- B, A) 

and x V= O. •et y(t), z(t)~ and r be as in Corollary 4.1. Then y(t) and z(t) satis]y the 

monotonieity conditions 

(4.104) ~/(t) <~ 0 and 2(~) >~ 0 ]or all t 

and possess the limits 

(4.105) lira (y(t), z(t) ) = (A, -- B) and lim (y(t), z(t) ) -~ (-- B, A)  . 
t - * - -  co t - * o o  

Thus (y(t), z(t)) is a heteroelinie orbi$ joining the stationary points (A , - -B)  and 

( - - B ,  A)  o] the transition layer equations (4.77)r and (4.78),. 

PI~0OF. - Mote that  the hypotheses of Corollary 4.1 are satisfied if c < A is any 

positive number and d is a positive number less than, but sufficiently near --/(e). 
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Also note  t ha t  ] ( A ) = - - B  and ] ( - - B ) ~  A;  in part icular,  the  number  g can be 

chosen arbi t rar i ly  near  B. B y  choosing v and g in this  manner~ one sees f rom the  

conclusions (4.80), (4.81) and (4.82) of Corollary 4.1 tha t  (4.104) and (4.105) hold. [] 

COt~OLT,At~Y 4.4. -- Assume that ] saris]ice (1t2) and (1t3) (so the hypotheses of 

Corollary 4.1 are satis]ied ]or some e, d, and ~). Zet y(t), z(t), and r be as in Corol- 

lary 4.1. Then, with a and b as in (It3), one has 

(4.106) lira (y(t), z(t)) -~ (a, -- b) and lira (y(t), z(t)) = (-- b, a).  
t.---> - -  o o  t - *  o o  

Thus (y(t), z(t)) is a heteroe~inie orbit joining the stationary points (a, - -  b) and (-- b, a) 

o] the transition layer equations (4.77), and (4.78),. 

PI~OOF. - Suppose one of the  limits in (4.106) fails to hold; to be definite, suppose 

l i m y ( t )  ~ - a  is false. Le t  t ~ - > -  oo be a sequence such tha t  

(4.107) Hm Y(4) : a o r  a 

for some no, and such tha t  the  limits 

. . . .  lira y(t + t~) = yo(t) and lim z(t + t.) -~ Zo(t), 
~ - - >  c o  

together  with thei r  first derivatives, exist uni formly on compact  subsets of R. Using 

Ascoli's theorem one can show such a Sequence exists; moreover ,  yo(t) and Zo(t) are 

solutions of the  t ransi t ion layer  equations (4.77), and (4.78), for all t ~ R. s 

more,  the  inequalities (4.80) and (4.81) hold for some positive e and d, so it  follows 

that 

e<yo( t )<A and --B<zo(t)<<.--d for all t e R ,  

L e m m a  3.3 therefore  implies tha t  yo(0)-= a. However ,  (4.107) and the definition 

of yo(t) imply t ha t  yo(0) -~ a0=/: a. This contradict ion completes the  proof. [] 

t~E~A~K 4.4. -- I t  is interest ing t h a t  if one does not  establish the  connection 

between periodic solutions of (3.1)~ and solutions of the  transit ion layer  equations 

(4.77), and (4.78),, then  it  is highly nont r iv ia l  even to prove the  existence of s >  0 

and solutions y(t) and z( t)sat is fying the  conclusions of Corollaries 4.1, 4.3, or 4.4. 

I~E~(rA~= 4.5. -= Under  the  assumptions of Corollary 4.3 one sees the  sense in 

which slowly oscillating periodic solutions re(t) approach the  square wave funct ion 

�9 [ A i f  2 n < t < 2 n + l  

s q w ( t ) =  / - - B  if 2 n - ~ . l < t < 2 n - - ~ 2  
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|]i:~ Fig. 15. A slowly oscillating periodic solution for small s, with monotone ]. 

as e -~ 0 +. Indeed,  x(t) has  the  simple fo rm shown in Figure  15. This follows f rom 

Corollary 4.3, and  f rom the fac t  t ha t  for  any  posi t ive e < A and d < B the  solution 

x(t) satisfies P rope r t y  M between - - d  and  c. 

I f  ] satisfies (It2) and  (~3) then  the  l imits  (4.106) of the  ~ransition layer  solu- 

t ions (y(t), z(t)) exist  as t -~ •  ttowever~ the  existence of these l imits still gives 

no informat ion  abou t  how slowly oscillating periodic solutions x(t) behave  away  

f rom the  t ransi t ion layers  as e --> 0% One cannot  conclude f rom (4.83) t h a t  x(t) is 

un i formly  near  

(4.108) 
a if 2 n < t < 2 n ~ - i  

sqw (t) ---- - -  b if 2n -p i < t < 2n -~ 2 

on compac t  subsets of R -  Z. l~'evertheless, this  fac t  is flea% as is shown in the  

following result.  

THEORE]~ 4.2. -- Assume  that ] satis]ies (H2) ane~ (It3), and that al, as, bl, and b~ 

are positive numbers such that a~ < a < a~ and b~ < b < b~ ~ where a and b are as in  
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(It3). Then there exists a number K > 0 such that i] x(t) is a slowly oscillating periodie 

solution of (3.1)~ ]or some positive s~ then 

(4.109) {t e [0, 3]: x(t) r (--  b2, - -  b~) 0 (a~, a~)} _c 2V(q, q, Ke) 

where q and 3 are the first two zeros o/ x(t). 

P~OOF. - Assume tha t  the conclusion (4.109) of the theorem is false. Then 

there exist sequences s.  -+ 0 +, K ,  -+ ~ ,  t ,E [0, 3~], and x.(t) such tha t  x~(t) is a 

slowly oscillating periodic solution of equation (3.1), of minimal period 3. ,  and 

such tha t  

(4.11o) x. ( t , )  r ( - -b~, - -b l )  U (a~, aa) 

and 

(4.111) t.r _,V(q., 3., ~ .~ . ) .  

Hero q. denotes the first zero of x.(t).  One may  also assume, without  loss, tha t  

t . e  [0, q.] for each n. Clearly (4.111) now implies tha t  one has 

(4.112) lim --t" _--_ lim q" - -  t .  m ~ ~ 4 

Tow fix positive numbers e and d satisfying *he conditions in the s ta tement  of 

Theorem 3.1 for some y > 1. By  Theorem 4.1 ~md (4.112) one has for each t e R 

(4.113) lim inf x.(t~ --  s,,t) > e ; 

also, using the result �89 = q. + O(en) = 1 + O(e.) of Theorem 3.2 one has 

(4.114) lim sup x~(t~ + ~2 q~--- e . t )  < --  d . 

Let  (y(t),z(t), r) be a transit ion layer solution associated with *he sequence (e~, 

x,(t), t,). Then the inequa~lities (4.113) and (4.114) and the definitions of y(t) and 

z(t) imply tha t  

y ( t )>e  an4 z ( t )<- -  d for all t 

and from (4.110) one obtains y(O) ~ (al, a2), so in particular 

(4.115) y(O) ~ a, 
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One also has the bounds y(t)<A and z ( t )>--B from ( i i )o f  Proposi t ion 3.1. I~OW 

observe t ha t  the hypotheses of Lemma 3.3 are satisfied. One therefore concludes 

tha t  

(4.116) y(t) = a for all t; 

however, (4.116) contradicts (4.115), completing the proof of the theorem. [] 

RE~lCK 4.6. -- Corollary 4.4 and Theorem 4.2 give a very precise description 

of the way i n  which  slowly oscillating periodic solutions x(t) converge: to the Step 

function sqw (t) given by (4.108)as ~ -~0  +, if ] satisfies (H2) and (H3). In  Contrast 

to the situation in Corollary 4.3 where the nonlineari ty ] and the solutions y(t) and 

z(t) were monotone functions, it  is possible in Corollary 4.4 t ha t  either y(t) or z($) 

is not  a monotone function of t. Indeed,  it is possible for the range of y(t) or z(t) t'o 

properly contain [--b, a], as will be shown in Proposition 4.1. I f  this is so, then  

Corollary 4.4 and Theorem 4.2 imply tha t  a pecul i~  type  of <( non-uniform ~) con- 

vergence of x(t) to sqw (t), similar to the Gibbs phenomenon of classical Fourier  

series, must  occur as e - ~  0 +. 

To be specific, suppose t h a t  

(4.117) sup z(t) = a .  ~ a 
$ 

I ..... I 

~ b  

\ t / 

Fig. 16. A slowly oscillating periodic solution displaying the Gibbs Phenomenon. 



JOHN ~ A Z L E T - ~ A R E T  - I%0GER D. ~USSBAIFI~: Global con t inua t ion ,  e t a .  117 

for some number  a , ,  and tha t  one considers a sequence x . ( t )  of slowly oscillating 

periodic solutions of (3.1)~ where r 0 + and  z(t) is given by  the  l imit  (4.76) as 

in Corollary 4.1. I f  ] is assumed to satisfy (H2) and (H3)~ then  by  Theorem 4.2 x . ( t )  

converges uniformly to a on compact subsets of (0, 1), and uniformly to - - b  on 

compact subsets of (1, 2). However, near the  transi t ion point t = 1, x(t)  will over- 

shoot the value a by  an amount  which does not  become small as e.--> 0. More 

precisely, one has from (4.i17) an4 the definition of z(t) tha t  if 0 < 8 < 1, then  

(4.118) lim max  x=(t) = a ,  > a .  
n-~,, oo [ t - - l { < ~  

In  the same fashion, if one has 

inf y( t )  = - -  b ,  

for some positive number  b, > b~ then  

(4.119) lim min x . ( t )  -= - -  b ,  < - -  b 
n~oo Itt~,~ 

for each 5 < 1. 

Figure 16 illustrates this phenomenon for a typical  solution, for small r The 

following result gives a sufficient condition on ] for this Gibbs phenomenon t o  occur. 

PIC0P0SITION 4.1. - A s s u m e  that  ] sat is] ies  (H2) and  (H3), and  that  there ex i s t s  a 

pos i t i v e  n u m b e r  a o <  a sueh  that  

(4,120) ao <<. x < a :v- ](x) < - -  b .  

L e t  y( t ) ,  z( t) ,  a n d  r be as i n  Corol lary  4.1. T h e n  ei ther  

(4.121) 

or else 

(4.122) 

inf y( t )  < - -  b 
t 

sup z(t)  > a ,  

so that  e i ther  the Gibbs p h e n o m e n o n  (4.118i or (4.i19) described i n  R e m a r k  4.6  m u s t  

o e ~ r .  :The s a m e  eonelusion:  holds ~ i] i n  p laee  o] (4.120) one a s s u m e s  

(4.123) " - -  b < x<<.-- bo =~- ](x) > a 

]or some p o s i t i v e  n u m b e r  bo< b . . . .  
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P~ooP. - Assuming condition (4.120) let us suppose t ha t  both  (4.121) an4 (4.122) 

are false. By  Corollary 4.4 one h~s lira z(t) -~ a, so there exists ~ number  T such 
g--> c~ 

t ha t  

ao<z( t )<a  if t>  T and z(T) : ao. 

From (4.77), and (4.120), and the fact  t h a t  y(t) > - -  b for all t, it  follows tha t  

(4.124) ~l(t)>y(t) + b > - - b  + b = O  if t > T + r  

with the strict inequali ty 

(4.125) 9(T § r) > o 

because ](z(T)) ~-] (ao)< b. From (4.124), from the fact  that  (4.121) is assumed 

false, and  from the fact tha t  lira y(t) - ----  b, one concludes tha t  

(4.126) ?](t) ~ - -  b if t > T ~- r .  

However, (4.126) contradicts (4.125). 

(4.123) is assumed in place of (4.120 then the proof is similar. [] 

I f  the function f is odd~ then  the results of this section, in particular Corol- 

laries 4.1, 4.3, and 4.4, have analogs in which (( slowly oscillating periodic solution ~) 

is replaced with (~ S-solution ~). Recall tha t  an S-solution is a slowly oscillating 

periodic solution satisfying the symmetry  condition (1.42), and tha t  the  existence 

of S-solutions was proved in Theorem 1.2. In  this si tuation one easily sees from 

(1.42) and the oddness of ] tha t  the system of transit ion layer equations (4.77), aa4  

(4.78), reduces to the single equation 

(4.127), ~(t) = y(t) § ] ( y ( t -  r)) , 

because the symmet ry  of the S-solution x(t) yields the relation 

(4.128) z ( t ) - ~ -  y(t) for all t .  

One therefore obtains the following result. 

COrOLLArY 4.5. - Assume, in addition to the hypotheses o] either Corollary 4.1, 4.3, 

or 4.4, that the ]unction ] is odd (and hence A ~ B, a ~ b~ and without loss c = d). 

Then the analog o] the respective Corollary 4.1 i 4.3, or 4.4 holds but with (~ S-solution ~ 

replacing (~ slowly oscillating periodic solution )), with z(t) given by (4.128) and with 

the single transition layer equation (4.127)~ replacing the system (4.77), and (4.78),. 
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I n  partioular, the solution y(t) o] equation (4.127)~ obtained satisfies 

- - A < y ( t ) < A  ]or all t and - - c < y ( t ) < c  => ~ ( t ) < 0 .  

I n  Corollaries 4.3 and 4.4 y(t) is a heteroclinic orbit o/ (4.127),, as it satis]ies 

in Corollary 4:.3, and 

in Corollary 4.4. 

lim y ( t ) =  T-A 

lira y(t) = T a  

Appendix: Results on linear autonomous differential-delay equations. 

In  this appendix we obtain some results on the characteristic equation of the 

linear differential-delay equation 

(A.1) ~(t) : - -  Ax(t) - -  ,~kx(t - -  1) 

and on the characteristic equation of the  linear system 

(A.2) ~(t) -~ y(t) § kz(t - - r ) ,  2(@ ~- z(t) § k y ( t -  r ) .  

We assume throughout  t ha t  x(t), y(t), and z(t) are scalars, tha t  ~, k, and  r are real 

parameters,  and tha t  r > 0 .  Many of the results on the characteristic equation of 

(A.1) are s tated in [46]; for completeness, however, we provide proofs here. 

We shall also summarize in this appendix some results on the general linear 

system 

(A.3) W(t) -= L ( W , ) .  

Here W(t) is an n-vector, Wte  C =- C([--r ,  0], R ~) denotes the translate 

Wds)  = W(t  + s) for - - r < s < 0  

where r > 0  is fixed, and L is a given bounded linear t ransformation 

L: C ~ R " .  

Our setting for equation (A.3) is identical to tha t  of HALE [25, Chapter 7], and we 

shall assume tha t  the reader is familiar with the results there. See also BELL~AI~ 

and Coo~z [1] and EL'Sa0~'TS and N o z ~  [16]. 
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l~ecall tha t  the characteristic equation of the system (A.3) is given by 

zl(~) = 0 

where d is the entire function defined by 

A r = act [ ; I - -  ~(exp [;.])] 

for ~ e C. (Here JL(exp [~. ]) is the n X n matr ix  obtained from the Vector L(~j exp [~. ]), 

where ~h, ..., U~ is the s tandard basis i n  R ~. Also, one complexities the space C and 

the transformation L in the usual fashion.) There exists a solution of (A.3) of the 

form W(t) = w exp [$t] for some nonzero vector w e C '~ if and only i f  A($) = 0; in 

general if r is a zero of the function A of multiplicity d, then  there exists a d-dimen- 

sional linear space of solutions of the form W ( t ) =  w(t)exp [~t] where w(t) is a 

polynomial taking values in C '*. In  additioni the degree of the polynomial w(t) for 

~ny such  so]ution is strictly less than  d. These facts generally follow from the 

theory presented in [25]. 

If W(t) is a solution of (A.3) for all t e R, and in addition is bounded on (-- 0% 0]' 

then using Theorem 7.4.1 of [25] one can easily show 

(A.~) W(t) = ~ w~(t) exp  [Gt] 

where each term w~(t)exp [~-t]-is an exponential-polynomial solution as described 

above (in particular z](~) = 0), and for each ] one has tha t  

I~e ~- > 0 ,  and w~(t) is a cons tan t  if : l~e ~j = 0 

That  is, W(t)is a finite sum o f  exponential-polynomial solutions each of which is 

bounded as t - > -  co. I f  in addition one has 

sup IW(t)I < 

then  it is an exercise to show tha t  each of the exponential-polynomial terms in (A.4) 

is also bounded as t - >  ~ ,  t h a t  is, one has 

re(t) = : 2  w~ exp [i~,t] 
J = l  

for constant  vectors w~ and roots Sj--4 i~j Of the function A with zero real part.  

This is the case in particular if W(t) is a periodic solution. 

One sees t h a t  the characteristic equation of the differential equation (A.1) is 
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and tha t  of the system (A.2) is 

1 ~ -I -- kexp [-- ~] 1 
(A.6) -- k exp [-- $] $ -- i 

l~ote that the determinant in (A.6)fuctors to give 

A+(r (r = 0 

= o .  

where the functions A• are given by  

We now prove some results about  solutions of the characteristic equations (A.5) 

and (A.6). 

PROPOSITI0~ A.1. - I] )` > 0 and - -  1 < k < l ,  then each solution o] equation (A.5) 

satisfies ICe ~ < O. 

P~ooF. - I f  there  were a solution $ -----/~ ~- i~ with # >~ 0 and ~ e R, then  taking 

the  norms of bo th  sides of ~ -~ 2 = -  )`k exp [ - -$]  yields 

: A " Thus the inequalities in  ( . 8 )  are actual ly equalities, and this is seen to imply ~ = 0, 

]~owever, ~ = 0 is not  a solution of (A.5) if - - 1  < k < l .  [] 

P~OPOSlTION A.2. - Assume that k > 1. Then there exists a sequence 

�9 .. < )--2< )`-1< 0 < )`o< )`1< )'2< ... 

such that i] )` # O, then equation (A.5) has a solution with real part zero i] and only i] 

---- )`m ]or some m. I] 0 < ~ < )`o, then all solutions ~ o] (A.5) satisly I~e ~ < O. I] 

)` = 2,,, then (A.5) has a pair o] complex conjugate roots 

= • o 

these are simple-roots, and there, are no other roots with.zero real p.art. Foe ~ near ~,~ 

there is a unique pair ~m()`), ~ ( g )  of complex conjugate roots n e a r •  The junction 

~m()`) depends analytically on 4, satisfies ~,~(~) ~- iv,~, and its derivative satis]ies 

(A.9) sgn (~,~) e ~,~(~) > 0 
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The values o/ ~ and 2~ are given by 

(A.IO) 

and 

(A.11) 

where ~o is the unique solution o] 

_ 1  
( A . 1 2 )  cOS~o= k ,  roe , ~  . 

PROOF. - Assume that  2 ~ 0 and that  ~ ~ iv is a solution of (A.5) for some real 

number v, where we assume without loss that  

(A.13) 2v>0 .  

Taking the real and imaginary parts of (A.5) yields 

(A.14) 4(1 § k cos v) = 0 

and 

(A.15) ~ ~ 2k sin 

respectively. Equations (A.13) and (A.15) imply that  sin v>0, and so (A.14) holds 

if and only if ~ = ~ for some integer m, where ~ is given by (A.10) and (A.12), 

Equation (A.15) and the fact that  

(A.16) sin v~ = k2 

then imply that  2 ~ 2~, where 2~ is as in (A.11). 

l~ow consider the left-hand sicle of (A.5) as an analytic function 

A ( ~ , 4 ) - ~ + 2 §  

of both ~ and 4. One has A(iu~, 2~) = 0, and an e~sy calculation using (A.12) and 

(A.16) reveals that  

~A 

Therefore iv~ is a simple root of the characteristic equation, and by the implicit 

function theorem there is an analytic function ~(2), defined for 2 near 2~ and 
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satisfying r ivy, and 

(A.17) A($~(2), 4) = 0 for all 4 near 4~. 

Of course one also has A($~(),), 4) = 0 for (real) 2 near 2~. Implicit differentiation 

of (A.17) yields 

8~ -ff$ (iv'~' 4~)-~ = i Vk~-f----- ! (1-F- 4'~ + id"~ V~i---1)-~ 

and one sees from this that  X~e $'~(2~) is non-zero and has the same sign as 2,~, 

thereby proving (A.9). 

I t  remains to prove that  Re $ < 0 for each solution of (A.5) when 0 < 2 < 4o. 

For this range of 2 any solution $ of (A.5) with l~e $>0 also satisfies 

[~'[= 14 -~ 2kexp [--$]1<2(1 + k )  aztd l%e $ > 0 

and so lies in the open half-disc 

H(2o, k) = {~ e C: I~1 < 4o(1 + k) and ~ e  r > 0} .  

In particular, no solution lies on the boundary ~H(2o, k) so by l~ouch6's theorem 

the number of solutions inside H(2o, k) is independent of 2 in the range 0 < 4 < 2o. 

Now consider 2 near zero. If 4 = 0, then $ : 0 is the only solution of equation 

(A.5) in the closed half-disc H(2o, k); moreover, this solution is a simple root and 

lies on the boundary ~H(2o, k). For 4 near 2o an application of the implicit func- 

tion theorem, as above, shows that  this root continues as an analytic function $(2) 

and satisfies 

(A.18) r = - - l - - k <  0 .  

In particular, (A.18) implies that  $(2) ~ H(2o, k) for 2 positive and sufficiently small. 

Therefore, a simple continuity argument proves that  H(2o, k) contains no roots of 

the equation (A.5) for small 2 > 0. As noted above, all roots of equation (A.5) in 

the closed right-hand plane lie in H(2o~ k) for 0 < 4 < 2o, and the number of such 

roots is constant for this range of 2. One concludes from this that  if 0 < 2 < 2o, 

then equation (A.5) has no solutions satisfying :Re r [] 

The next proposition concerns the characteristic equation of the system (A.2). 

PROPOSITION A . 3 .  - Assume that k > 1. Then equation (A.6) has at most two solu- 

tions (counting multiplicity) with real part zero. ~ueh solutions, i] they exist, are 

complex conjugates $ = q-iv where ~ > O. 



124 J0ttl~ i~'[ALLET,PAlCET, ROGER D. NUSSBAUSr Global continuatlon, etc. 

P~ooF. - Assume tha t  $ = iv is a solution of ( A . 6 ) f o r  some real n ~ m b e r  ~; 

wi thout  loss one can assume ~>0 .  Wri t ing equation (A.6) us 

(A.19) (i -1 )~  k~ exp [ -  25r] 

and taking the  norms of each side at  the solution $ --  iv yields 1 + ~ = k~ and 

hence v = ~/1r is uniquely determined and str ict ly positive. I t  remains then  to 

show thar  if $ = iv is a root  of equat ion (A.6), t h e n  it is a simple root. Thar is, one 

must  show the  derivat ive 

(A.S0) s($--1) + 2rk ~- exp [-- 25r] 

of the  lef t -hand side of (A.6) is not  zero if $ = iv satisfies equat ion (A.19). This is 

easily done by  using (A.19) to replace k 2 exp [--25r]  with ( ~ -  1) 2 in (A.20)~ then  

removing the factor 2 ( $ -  1 ) r  0. Wha t  remains is ~he quan t i ty  

1 @ r ( r  1) = 1 - -  r @ i r V / k  FL-- 1V:  O. 

This complete s the proof. [] 

The last result  concerns the funct ion A+ in equation (A.7). 

PROPOSITION A.4. - Assume that k > 0 and r > O. Then the equation 

(A.21) 

has a solution satis/ying 

(A.22) 

- - 1  + k e x p [ - - $ r ]  = 0 

7~ 
0 < I r a  ~ < - .  

PI~OOF. - F ix  quantit ies kl and ks satisfying 0 < k l <  1 < ks, and consider k us a 

parameter  in the closed interval  1% < k < ko ~ while r > 0 is fixed. Let /~(K~ r) denote  

the  rectangle 

where the constant  K is chosen so tha t  

(A.23) 

and 

(i.2~) 

K > I  + k~ 

7~ 
k1 exp [Kr]> l @ K @ -  . 
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I t  i s  sufficient to prove  t h a t  R(K,  r) contains a root  of (A.21)~ for e i ther  such a root  

or its complex  conjugate  will s~tisfy (A.22). 

One first observes t ha t  if k~<k<~k2, t hen  t h e  equat ion (A.21) has no so lu t ion  

on the  bounda ry  3/~(K, r) of the  above rectangle.  First ,  if I Im~] = ~r/r, t hen  

exp [ - -~r ]  is real, and this implies (by taking the  imaginary  pa r t  of the  le f t -hand 

side) t h a t  equat ion (A.21) cannot  hold. l~ext, if l~e ~ = K for a root  of (A.21), then  

one has 

K - - 1 < ] $ - - 1 1  ---- I kexp  [--~r] t  < k2 

which contradicts  (A.23). Finally~ if ~ is a root of (A.21) satisfying Re ~ - - - - -  K 

and IIm ~I < :r/r, then 

g~ 
k~ exp [ g r ] < k  e x p [ K r ]  = ]k exp [--  Sr]] ---- ]~--  1] < I -~ K + - 

r 

contradic t ing (A.24). 

Roueh6's  t heo rem therefore  implies t h a t  the  n u m b e r  of solutions of equat ion 

(A.21) in R(K~ r) is independent  of k in the  r~nge k~<k<~k~. Set t ing  k ---- 1~ one 

observes t h a t  $ ---- 0 is indeed a solution in R(K,  r), hence R(K,  r) contains ~ solu- 

t ion of (A.21) for each k in this range. As k~ and  k o are arb i t rary ,  this  completes  

the  proof. [] 

REFERENCES 

[ 1 ]  a .  BELLMAN - K. L. COOKS, Di]]erential-Di]]erence Equations, Academic Press, 1963. 
[2] S. P. BLYTHE - R. M. lqlSB~ - W. S. C. Gv~N~Y, Instability and eomplex dynamic be- 

haviour iu population models with long time delays, Theor. Pop. Biol., 2 (1982), pp. 147-176. 
[3] S. A. CHAVIN - R. D. NUSSBAV~, Asymptotic estimates ]or the periods o] periodic solu- 

tions o] a di]]erential-delay equation, Mich. Math. J., 31 (1984), pp. 215-229. 
[4] S.-N. CHOW, Existence o] periodic solutions o] autonomous junctional di]]erential equations, 

J. Diff. Eq., 15 (1974), pp. 350-378. 
[5 ]  S . - N .  C H O W  - O .  DIEKI~IANN - J .  MALL]3T-PA_R]~T, Stability, multiplicity, and global con- 

tinuation o] symmetric periodic solutions o] a nonlinear Volterra integral equation, Japan 
Jour. Appl. Math., 2 (1985), pp. 433-469. 

[6] S.-N. CHOW - D. GREEN Jr., Some results on singular delay-di]/er~tial equations, Chaos, 
Fractals, and Dynamics, ed. by P. Fischer and W. R. Smith, Marcel Dekker, 1985, 
pp. 161-182. 

[7] S.-N. CHOW - J. MALLET-P~RET, Integral averaging and bi/ureation, J. Diff. Eq., 26 
(1977), pp. 112-159. 

[ 8 ]  S.-N. CHow - J .  MALLET-PAllET, The .Fuller index and global Hop/ bi/urcation, J. Diff. 
Eq., 29 (1978), pp. 66-85. 

[9] S.-N. CHOW - J,. )IALL~T-Pmm~T, Singularly perturbed delay-di//ezentiat equations, Coupled 
Nonlinear Oscillators, ed. by J. Chandra and A. C. Scott, North Holland Math. ~r 
80 (1983), pp. 7-12. 
P. COL/~ET - J.-P. ECKMANN, Iterated Maps on the Interval as Dynamical Systems, Birk- 
h~iuser, 1980. 

[lO] 



126 JOHN ~[.ALLET-PARET - ROGER D. NUSSBiU~I: Global continuation, etc. 

[11] K. L. COOKE, The condition of regular degeneration for singularly perturbed linear differ- 
entiat-difference equations, J. Diff. Eq., 1 (1965), pp. 39-94. 

[12] K. L. COOKE - K. R. MEYER, The condition of regular degeneration for singularly perturbed 
systems of linear differential.difference equations, J. Math. Anal. Appl., 14 (1966), 

pp. 83-106. 

[13] M. W. DERSTINE - H. M. GIBBS - F. A. HOPF - D. L. KAeLAN, Bifurcation gap in a 
hybrid optically bistable system, Phys. Rev. A, 26 (1982), pp. 3720-3722. 

[14] M. W. DERSTINE - H. M. GIBES - F. A. HOPF - D. L. KAPLA~, Alternate paths to chaos 
in optical bistability, Phys. Rev. A, 27 (1983), pp. 3200-3208. 

[15] J. DUGUNDJI, An extension o/ Tietze's theorem, Pacific J. Math., 1 (1951), pp. 353.367. 

[16] L. E. EL'SGOL'TS - S. B. NORKIN, Introduction to the theory and application of differential 
equations with deviating arguments, Mathematics in Science and Engineering, Vol. 105 

Academic Press, 1973. 

[17] J. D. FARMER, Chaotic attractors o/an infinite-dimensional dynamical system, Physica D, 

4 (1982), pp. 366-393. 

[ 1 8 ]  M. FEIGENBAUM, Quantitative universality for a class of nonlinear transformations, J. Sta- 
tist. Phys., 19 (1978), pp. 25-52. 

[19] M. FEIGENnAvM, The universal metric properties of nonlinear transformations, J. Statist. 
Phys.,  21 (1979), pp. 669-706. 

[20] A. C. FOWLER, An asymptotic analysis of the delayed logistic equation when the delay is 
large, IMA J. Appl. Math., 28 (1982), pp. 41-49. 

[21] H. M. GIBES - F. A. HOPF - D. L. KAPLAN - R. L. SHOEMAKER, Observation of chaos in 
optical bistability, Phys. Rev. Lett.,  46 (1981), pp. 474-477. 

[22] L. GLASS - M. C. MACKEY, Pathological conditions resulting from instabilities in physio- 
logical control systems, Ann. New York Acad. Sci., 316 (1979), pp. 214-235. 

[23] W. S. C. GVRNEY - S. P. BLY~HE - R. M. NISEET, 2r blowflies revisited, Nature, 

287 (1980), pp. 17-21. 

[24] K. P. HADELE~ - J .  TOMIUK, Periodic solutions of difference-differential equations, Arch. 

Rat. Mech. Anal.,  65 (1977), pp. 82-95. 

[25] J. K. HALE, Theo~'y of Punetionat Differential Equations, Springer-Verlag, 1977. 

[26] U. AN DER HEIDEN - M. C. MACKEY, The dynamics o/production and destruction: anal. 
ytiv insight into complex behaviour, J. Math. Biol., 16 (1982), pp. 75-101. 

[27] U. AN DER HEXDEN - M. C. MACKEY - H.-0. WALTHER, Complex oscillations in a simple 
deterministic neuronal network, Lecture Notes in Appl. Math., 19, pp. 355-360; Amer. 

Math. Soe., Providence, 1981. 

[28] U. AN DER HEIDEN - tI.-O. WALTH~R, Existence of chaos in control systems with delayed 
feedback, J. Diff. Eq., 47 (1983), pp. 273-295. 

[29] F. A. HOPF - D. L. KAPLAN - H. M. GIBBS - R. L. SHOEMAKER, Bifurcation to chaos 
in optical bistability, Phys. Rev. A, 25 (1982), pp. 2172-2182. 

[30] F. C. HOPFENSTEADT, Mathematical theories of population: demographics, genetics and 
epidemics, Regional Conference Series in Applied Mathematics, Vol. 120, SIAM, Phila- 

delphia, 1975. 

[31] K. IKEDA, Multi1~le-valned stationary state and its instability of the transmitted light by 
a ring cavity system, Opt. Comm., 30 (1979), pp. 257-261. 

[32] K, IKED~ - H. DAIDO - 0. AKIMOTO, Optical turbulence: chao~e behaviour o] transmitted 
light from a ring cavity, Phys. Rev. Left., 45 (1980), pp. 709-712. 

[33] K. IKEDA - K. KONDO - O. AKIMOTO, Successive higher-harmonic bifurcations in systems 
with delayed feedback, Phys. Rev. Left., 49 (1982), pp. 1467-1470. 

[34] G. S. JonEs,  Periodic motions in Banach space and applications to functional differential 
equations, Contrib. Diff. Eq., 3 (1964), pp. 75-106. 



JOHN 1V~ALLET-PAI~ET - ROGEIr D.  I~USSBAUI~I: Global eontinuation~ etc. 127 

[35] J. L. KAPLAN - J. A. YORKE, On the stability o] a periodic solution o] a di//erential delay 
equation, SIAM J. Math. Anal . ,  6 (1975), pp. 268-282. 

[36] J. L. KAPLAN - J. A. YO~XE, On the nonlinear di/]erential delay equation x ' ( t )= 
= -  ](x(t), x(t--1)),  J. Diff. Eq.,  23 (1977), pp. 293-314. 

[37] A. LAso~)~, Ergodic problems in biology, Ast6risque, 50 (1977), pp. 239-250. 
[38] M. C. ~ACK~Y, Periodic auto-immune hemolytic anemia: an induced dynamical disease, 

Bull.  Math. Biol., 41 (1979), pp. 829-834. 
[39] M. C. MACKEY - L. GLASS, Oscillation and chaos in physiological control systems, Science, 

197 (1977), pp. 287-289. 
[40] M. C. ~V~ACKEY - U. AN D ] ~  HEID:EN, Dynamical diseases and bi]ureations: understanding 

junctional disorders in physiological systems, Funkt .  Biol. f e d . ,  no. 1, 156 (1982), 
pp. 156-164. 

[41] J. MALLeT-PAtenT, Morse decompositions and global continuation o] periodic solutions ]or 
singularly perturbed delay equations, Systems of Nonlinear Par t ia l  Differential Equations,  
ed. by  J. h'L Ball ,  D. Reidel,  Dordrecht ,  1983, pp. 351-365. 

[42] J. 1VIALL~-P~]~T, Morse decompositions ]or delay-di]/erential equations, submi t ted  for 

publ icat ion.  
[43] J. MALL~-P~R]~T - R. D. NVSS]~A~M, Global continuation and complicated trajectories 

]or periodic solutions o/ a di]]erential-delay equation, Proceedings of Symposia in Pure 
Mathematics,  American Mathemat ical  Society, 45 (1986), Pa r t  2, pp. 155-167. 

[44] J. MALL~T-PAnnT - R. D. NVSSBAVM, A bi/urcation gap ]or a singularly perturbed delay 
equation, Chaotic Dynamics  and Frac ta l s ,  ed. by  M. F. Barns ley  and S. G. Demko, 
Academic Press (1986), pp. 263-286. 

[45] J. MALLeT-PAPIST - R. D. NUSSBAV~I, A di]]erential.delay equation arising in optics and 
physiology, in preparat ion.  

[46] ~ .  MART]~LLI - K. SCHMIT~ - H. SMITH, Periodic solutions o] some nonlinear delay- 
diHerential equations, Jour.  Math. Anal.  Appl . ,  74 (1980), pp. 494-503. 

[47] R. D. NUssB~v~, Periodic solutions o] some nonlinear autonomoq~s Junctional di]]erential 
equations, Ann. Mat. Pura  Appl . ,  101 (1974), pp. 263-306. 

[48] R. D. NUSSBAVM, Periodic solutions o] some nonlinear autonomous junctional di]]erential 
equations I I ,  J. Diff. Eq.,  14 (1973), pp. 360-394. 

[49] R. D. NuSS~AV)I, A global bi]urcation theorem with applications to Junctional di]]erential 
equations, J. Funct ional  Analysis,  19 (1975), pp. 319-338. 

[50] R. D. NVSSBAI:T~, Periodic solutions o] nonlinear autonomous Junctional di]]erential equa- 
tions, Springer Lecture Notes in Math.,  730 (1979), pp. 283-325. 

[51] R. D. NVSSBAV~, Asymptotic analysis o] some junctional di]]erential equations, Dynam- 
ical Systems I I :  Proceedings of a Univers i ty  of F lor ida  In ternat ional  Symposium, ed. 
by  A. R. Bednarek and L. Cesari, Academic Press,  New York, 1982, pp. 277-301. 

[52] R. D. NCSSBAU~, Bounda~'y layer phenomena ]or a di]]erential-delay equation, in pre- 

para t ion .  
[53] R. D. N v s s ] ~ ,  Circulant matrices and di]]erential-delay equations, J. Diff. Eq. ,  ~0 

(1985), pp.  201-217. 
[54] R. O'MALLEY, Jr . ,  Introduction to Singular Perturbations, Academic Press, 1974. 
[55] H.  Pv .~Rs,  Comportement chaotique d'une ~quation diNdrentielle retardde, C.R.  Acad. 

Sei. Paris,  Ser. A, 290 (1980), pp. 1119-1122. 
[56] D. S~u~]~, Global bi]urcation o] periodic solutions to some autonomous di]]erentiat delay 

equations, Appl.  Math.  Comput. ,  13 (1983), pp.  185-211. 
[57] D. SAvP]~, Accelerated PZ-continuation methods and periodic solutions o] parametrized 

di]]erentiat-delay equations, Ph. D. disser tat ion (in German), Univ. Bremen, 1982. 
[58] H.-O. WAL~H]~R, On instability, co-limit sets and periodic solutions to nonlinear auton- 

omous di]ferential delay equations, Springer Lecture Notes in Math.,  730 (1979), pp. 489-503. 



128 JOtIN ~r - I~OGEI~ D. I~ussB&Ulv[: Global con t inua t ion ,  eto. 

[59] tt.-O. WALTH]~R, On den8ity o] slowly oscillating solutions o] 5~(t) = -- ](x(t - -  1)), J. Math. 
Anal. Appl., 79 (1981), pp. 127-140. 

[60] H.-O. WALTH~R, Homoclinic solution and chaos in  & ( t ) =  ] ( x ( t - - 1 ) ) ,  l~onlin. Anal. 
Theory Meth. Appl., 5 (1981), pp. 775-788. 

[61] M. WAZ]~WSKA-CzYz~wsKA - A. LASOTA, Mathematical models o] the red cell system, 

(in Polish), Matematyka Stosowana, 6 (1976), pp. 25-40. 


