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Abstract. The local and global density theorems for the Lebesgue measure in a
Euclidean space play a fundamental role in calculus. On the other hand Federer [5]
proved a local density theorem for a measure with a doubling condition on a metric space.

The aim of this paper is to prove a global density theorem for a measure with a
doubling condition and a class of integrable functions on a metric space. As a special
case this theorem also gives a simple and constructive proof to Federer's local density
theorem.

A typical example of the above measures is the Hausdorίf measure on a self-similar
set.

1. Introduction. Throughout the paper E=(E,d) denotes a metric space, B(x, r)
for xeE and r>0 the closed ball {yeE; d(x, y)<r} and U(x,r) the open ball
[y e E; d(x, y) < r}, and λ a measure defined on a σ-algebra &λ of subsets of E such that

@λ includes the Borel field @(E) of E,

λ(A) = inf{λ(G); A^G,G open} , A

and λ(B(x, r)) < oo for any r > 0 and /l-almost all x e E.
For a real measure μ on (£, @t(E)\ (dμ/dλ)(x) denotes the Radon-Nikodym derivative

in the sense of the Lebesgue decomposition of μ with respect to λ, that is,

dλ

where dμs(x) is singular with respect to dλ(x).
When λ is the Lebesgue measure, the following density theorems are well-known

and fundamental in calculus.

THEOREM 1 (Local density theorem, see for example Dunford and Schwartz [4]).
Let λ be the Lebesgue measure on E=Rn. Then we have

r)), a.e.(dλ),
dλ r V o λ(B(x,r))

for any real measure μ on Rn.

THEOREM 2 (Global density theorem). Let λ be the Lebesgue measure on E=Rn,
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φ a λ-ίntegrable function such that § Rn φ(x)dλ(x) = I and

sup (l + ||x||α)|φ(χ)|<oo , for some a>n ,
jceΛ"

where \\x\\ denotes the Euclidean norm, and define

φτ(y,x)=Tnφ(T\y-x)), xεR" , T> 1 .

Then we have

dμ f
— (x)=lim φτ(y,x)dμ(y), a.e. (dλ),
dλ T^ao JRn

for any real measure μ on Rn and the exceptional null set is chosen independently of the

choice of φ.

van der Vaart [8], by means of the local density theorem, proved the above theorem
in a more general form, and Bourgain and Sato [1] gave a simple and direct proof to

Theorem 2.

On the other hand Theorems 2.9.7, 2.9.15 and 2.9.17 of Federer [5] imply the
following local density theorem.

THEOREM 3 (Federer [5]). Assume that

1 ,

no λ(B(x,r))

Then we have

dμ μ(B(x,r))

~dλ r™ λ(B(x,r))

for any real measure μ on E.

, a.e.(dλ),

The aim of this paper is to prove a global density theorem for a class of measures

similar to those defined by Federer and a class of integrable functions.

DEFINITION 1 . The β-function of λ is the function defined by

r>o

with the convention 0/0 = 1 .

Note that β is lower semi-continuous hence Borel measurable (see Federer [5,
2.9.14]).

DEFINITION 2. λ is called a Federer measure if
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REMARK. It is easy to show that λ is a Federer measure if and only if there exists
a constant A > 1 such that

λ(B(x,Ar))
Sup < 0 0»r>o

DEFINITION 3.

7jc(r) = ̂ (B(x,r)), r>0,

//(*) = log β(*)/log 3,

DEFINITION 4. A family of A-integrable functions

is said to be admissible if it satisfies the following conditions.
(H.I) $Eφτ(y,x)dλ(y)=l,xeE,T>l.
(H.2) There exists a λ-measurable function a = a.(x)>H(x) such that

βφ = βφ(*) = sup \ φ τ ( y 9 x ) \ y x l + ( T d ( x 9 y ) r ] < + < x ) 9 if
Γ > l , y e £ \ TJ

The following is our main theorem:

THEOREM 4. Let λ be a Federer measure on E, Φ = {φr( , x); xe.β', Γ>1} be an

admissible family, and assume that λ is a Radon measure, that is,

λ(A) = sup{4K); K^A,K compact] , A e @λ .

Then for any real measure μ on E we have

)=lim
r-»ooj£

q>τ(y9x)dμ(y)9 a.e. (dλ) ,
dλ

where the exceptional null set can be chosen independently of the choice of Φ.

2. Examples.
(1) Examples of Federer measures.

EXAMPLE 1 (Lebesgue measure). The Lebesgue measure on E=Rn is a Federer

measure with β(x) = 3n.

DEFINITION 5. A Borel measure λ on (E, d) is said to be self-similar if there exists

a positive number H such that

0<C(A): = inf inf r)) < C(A) := sup sup < oo .
xeEO<r<d(E) Γ xεE r>0 Γ
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where d(E) (< oo) denotes the diameter of E.

Hutchinson [7] showed that the Hausdorff measure on a self-similar set with "the
open set condition" is a self-similar measure.

EXAMPLE 2 (Self-similar measure). A self-similar measure on E is a Federer
measure.

Indeed, using the notation in Definition 5, we have

λ(B(x, 3r)) _ C(λ)
β(x) = sup v v —— <3H—^-<oo .

r>o λ(B(x,r)) c(λ)

EXAMPLE 3 (Bernoulli measure). Let S= {1, 2, 3,. . . ,/?} be a finite set and define
a metric d on the product space E= S°° as follows: For x = {xn}™= ^ and y = {yn}™= ι eE
define

, , JO, if xiϊyi,
n(χ,y)=l

( sup{n>l;xk=yk, \<^k<n} if Jc 1 = < y 1 ,

fix a positive number #> 1 and define d(x, y) = a~n(x'y\ x.yeE.

On the other hand, let A0 be a probability measure on S such that A0({A:})= 1/p
for any 1 <k<p. Then the product measure λ = (λ0)

ao is a Federer measure.
Indeed, for any xeE and r>0 such that a~n<r<a~(n~l} we have

so that A(B(x,r)) = l/p".
Define H—\ogpl\oga. Then we have

„_ HίaH\n

<λ(B(x,r))

EXAMPLE 4. A finite Radon measure λ on E such that

lim sup λ(B(x' 3r)) < oo , a.e. (dλ(x))
r v o F λ(B(x,r))

is a Federer measure. The proof is easy.

EXAMPLE 5 (Invariance under the absolute continuity). A finite Borel measure μ
on £ absolutely continuous with respect to a Federer measure λ is also a Federer measure.

Indeed, we may assume that dμ(x) = f(x)dλ(x) where f(x) is a non-negative

A-integrable function on E. Then by definition we have μ(x e E; f(x) = 0) = 0 and if
), by Theorem 4
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limsup ' = limsup
r)) ,χo

f(x)dλ(x)
B(x,r)

and then Example 4 shows that μ is a Federer measure.

REMARK (Existence of non-Federer measures). Davies [3] and Darst [2] showed
that on a compact metric space there exist different probability measures that agree on
balls.

(2) Examples of admissible families. Let λ be a Federer measure on E and γx,
β(x) and H(x) be functions given in Definitions 1 and 3.

EXAMPLE 6. For x, yeE and T> 1 define

Then Φ = {φr( , x); xe£", Γ> 1} is an admissible family. Indeed, for any a(x)>H(x) we
have

I <Pτ(y, x) l y

EXAMPLE 7. For any a(x)>H(x) define

Λ (Γ 1 M Λ" 1
', x) = ( aλ(y) I , x,yeE97 ' I I •* mrt Ί / \ (χ \S / I - /TVV ϊ/ \ ^ y 7 7 / 7

', X) / 1

Then Φ = {φτ( , Λ:); xe^fi1, Γ>1} is an admissible family. This follows from Lemma 2
below.

Combining Examples 2 and 7, we have the following theorem:

THEOREM 5. Let λ be a self-similar measure on E given in Definition 5. Then for

any real Borel measure μ on E we have for any positive number a>H
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.J \ 1 /* ι

dλ(y)\ dμ(y) a.e.(dλ),
) }E \ + T d(y,xγdλ r-=o\Jί \ + T d(y,xγ / JE

where the exceptional null set can be chosen independently of the choice of QL.

3. Preliminaries for the proof of Theorem 4. For the proof of Theorem 4, without

loss of generality, we may assume:
(A.I) 0 < yx(r) = λ(B(x, r)) < oo, for any r > 0 and any x e E.

(A.2) 1 < β(x) < oo for any xeE.

LEMMA 1. For any xeE, r>0 and T> 1, we have

(1)

( 2 ) y x - >

PROOF. First we show (1). By definition we have

yx(3r) < β(x)yx(r), for any x e E, r > 0 .

For any Γ>1, considering r=3logΓ/log3<3[logΓ/loβ3] + 1 ([ί] is the largest integer which

does not exceed f), we have

yx(Tr) < yx(3[l°* τ/log 3] + V) < jS(x)[log τ/log 3] + ̂ y^r) < j?(x)(log Γ/log 3) + ̂ r) = β(x)TH(x)yx(r).

We obtain (2) by replacing r by r/T in (1).

DEFINITION 6. For any ^-measurable function a = a.(x)>H=H(x) define

OT= fτ(y,x)dλ(y),
IE

, Γ> 1 .

LEMMA 2. For αnj xeF, T> 1 we Λαve

1 ί l \ .,- 2a.(x}β(x) ( \\
— yx( — )<c*(T)< - jx — <+oo .
2 1 X \ ΓT-r I - X\ / - /• -w TT/ \ ' •* \ T1 I

\Γ/ α(x)-/ί(x) \ Γ /

PROOF. For y(r) = yx(r) we have

dλ(y)= lim +y(0)W> '*
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ί y(R) f Λ r<x 1yW }= lim < \-aTΛ dr} .
R-OO I l + T*R* Jo (l + Γαrα)2 J

By Lemma 1 and the monotonicity of y, the right hand side

αi

ΓV)2

l/Γ

=

JO

where

«oo Γαrα-ly(r)

/2 = α ", dr

Ί/*

J 1/Γ ιι -r J. i ) \T

i J7> yζ

Jo (l + Γαr7

ί'Jo

2 *

^1/Γ
<α '

f 1 r^1

= α τ-drγl — ] = —γ
Jo (1+^2 Π ^' " *

*β
-ur 'v i — i = — "v i — i "V. —

')2

On the other hand we have

-drCχ(T} α J o (i + rvα)2 Jr>αJ1/r (i + r
[•oo Γ«-l (Γ/JΛ Λoo rα-l / j \ j / j \

= α —αr>α ^-«^7 —1 = —7 —
Ji 0+r")2 J i (l+rα)2 'V?-/ 2 *\ Γ/

LEMMA 3 (see Rudin [6, Lemma 7.3]). Let A be a measurable subset of E such

that λ(A) < + oo and &* = { U(xl9 r,); IE A} an open covering of A, that is9Ac:\JιeΛ U(xl9 r,).

Then, if M=supβ(xl)<+ao, there exist Ul9 U29...9 UnE^such that Ukn Uj = 0,\
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PROOF. Since λ is a Radon measure, there exists a compact subset K such that
and λ(K)>λ(A)/2. Since K is compact, there exist Sί9 S2, ..., Spe& such that

*=1Sk=>K. Without loss of generality we may assume that Sk = U(xk, rk), and
>r2> - >rp>0. Define Ul9 t/2, . . . , £ / „ by

; ̂ n^ u t/2u t/3) = 0} ,

For any !</</? there exists \<j<i such that Ujr\Si^0, ^ >rf. Therefore we
have S^G U(xk(j), 3rk(j}) so that

U S^U
J = l 7 = 1

Consequently we have

<M
j = l 7=1

Let α = oφc) be a /l-measurable function such that oφc) > H(x), and define for any
finite Borel measure μ on E

Daμ(x) = limsup
T-αo JjIE

Let Q be the set of all rational numbers. Then we have

DΛμ(x)=mf sup F*τ(y, x)dμ(y),
NeN TeQ,T>N JE)E

so that Daμ(x) is a /l-measurable function.

The following lemma is fundamental in the proof of Theorem 4.

LEMMA 4. Let λbe a Federer Radon measure, μ a finite Borel measure on E, and
A a Borel subset of E such that μ(A) = 0. Then there exists a Borel subset A0 of E such
that λ(A\A0) = () and

PROOF. Without loss of generality we may assume that μ is a probability measure
and, since λ is σ-finite, λ(A) < oo .
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In order to prove λ({xeA\ Z)αμ(.x)>0}) = 0, it is enough to show λ(Ap) = 0 for any

/?, where we define

Λμ(x)>—, β(x)£p, α(x)>( 1 +
P V p

Note that, by definition, for any peN, xeAp there exists a sequence Tk= Tk(x) / + oo

such that

E

For xeAp and T= T(x)> 1 assume

ί F*Tk(y,x)dμ(y)>-, keN.
JE P

ί
J

F*τ(y,x)dμ(y)>-, keN ,
E P

and define

Γk = Γk(x) = {yeE e-k>f*τ(y,x)>e-(k+"}, k = 0, 1,2, - - - .

Then, since 0</^(y, x)< 1, x, ye£, we have ^— (JΓ=o^fe an(^ ̂  Lemma 2

1
_- „ . , fτ(y,*)dμ(y)<
TJ p

Let l=l(T) be the minimal integer that exceeds \og(4pe/(e—l)) — \ogyx(\/T). Then

we have

Σ e-V(n)+ Σ
ik = o fc</ fc>ϊ

< Σ ̂ V(rk)+τ^Γ< Σ e-
k<ι l-e l k<ι

so that

T

Define 6 = (l-(///α))/2>0 and L = (l-^~6)/4p. Then there exists a natural number

k(T}<l=l(T] such that μ(Γkm)>Lγx(l/T)e(l-b}k(T}. Otherwise we have

Σ '"Λ^ - '

which is a contradiction.

For any k e TV we have
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1e(k+1v*} = :Sk(x)

and, since e(k+1}l*>\,by Lemma 1

T

so that

A I / 1 ίt\ι tτ\ *-J

}^μ\L fc(ϊy^Λ-,A| τ , - -

On the other hand since xeAp we have β<p and a(x)>(p + \)H(x)/p, so that

α 2 \ α / α ~ α /?+!

1
JLi ̂  ( 1 — £? j ,

4p

and there exists a positive number

1

4p2

independent of JceΛ p and k(T) such that

On the radius of Sk(T) we have by Lemma 1(2)

Λ ,0 v i Γ Λ ( Γ ) + ι " l i Γ / ( Γ ) + i Ί
radιus(5k(T)) = — expl -^ - I < — expl - - - J

»0 as

Define a collection of open balls

f « l

> JE T)>'X μy> P

Then for any xeA and any ε>0 there exists Seif with xeS such that radius(5')<ε
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tmd μ(S)>δλ(S).
Since μ is a finite Borel measure and μ(Ap) = Q, for any ε>0 there exists an open

subset G=>Ap such that μ(G)<ε. Furthermore for any xeAp there exists SXG^ with
xeSx such that SxaG. Then W = {S# xeAp} is an open covering of Ap and, since
suPχeApβ(x)^P> by Lemma 3 there exists a mutually disjoint finite subcovering
Uί9U2,...,UH such that

2p

Consequently we have

λ(Af)<2p £
fc=l 0 k=l O \k=l

and since ε is arbitrary we have λ(Ap) = Q.

4. Proof of Theorem 4. Recall that we made the assumptions (A.I) and (A.2).
Let Φ = {φτ(y, x); y, xe£, T> 1} be an admissible family which satisfies (H.I) and

(H.2) for α = α(x)>/f(x) and μ a probability measure on E.
First we prove the theorem when φτ(y, x)>0, y, xe£, T> 1.
(First step) Define

Φμ)(x) = lim
r-°oj£

(DΦμ)(x) = lim φr(y, x)dμ(y) , x e E ,
r-°oj£

if the limit exists. By (H.2) and Lemma 1 we have

φτ(y9X)< - ̂ ^ - <M^_n( ) Eyx(l/T)(\ + T*d(y,xr) «-H

so that

lim sup ί
T^ao JE

lim sup ψΊ(y, x)dμ(y) < - (Dxμ)(X) , xeE.
T^ao JE tt — H

Let A be a ^-measurable subset of E such that μ(A) = 0. Then by Lemma 4 there exists
a Borel subset A0<=:A, which is determined only by {F*τ(y, x)}, such that λ(A\A0) = 0 and

(Dφμ)(x) = 0,

(Second step) Denote the Lebesgue decomposition of μ with respect to λ by

where μs is singular with respect to λ so that there exists a ^-measurable subset
such that μs(/c) = Λ(,/) = 0. From the first step there exists a Λ-null Borel subset N0 such
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that

(Dφμs)(x) = 0, xeJc\N0.

Therefore in order to prove the theorem it is enough to show

(Dφμ)(x) = f(x), a.e. (<«,),

ifdμ(x)=f(x)dλ(x).
(Third step) Fix any x0 e E. For any meN, any r e Q and any A-measurable subset

A define

μΐ(A)=( (f(y)-r)dλ(y).
J AnB(xQ,m)n{y,f(y)>r}

Then μj? is a finite measure on E.

Put Er = {y;f(y)<r}. Then we have μ?(Er) = Q so that by Lemma 4 there exists a

A-measurable subset C^aEr such that λ(£'Γ\C") = 0 and

?)(x) = lim I
Γ->°°J

(Dφμ?)(x) = lim <pτ(y, x)dμ?(y) = 0 , * 6 Cr

m .
Γ->°°JE

Define C r =f| Λ eΛr C r m We have λ(Er\Cr) = Q. Furthermore define N=\JreQ(Er\Cr).
Then we have

(Fourth step) For any xφN\jJvN0fix any r e Q such that /(x) < r. By definition

we have xεEr and xφN so that ;ceCr. By Lemma 1(2) we have for any m>d(x, x0)

f
J{{y;d(y,x0)>m} x {y; d(y, x0) > m]

- / -I \ I 1 mn Ί/ \ft r^V /

yx(l)(m-d(x9x0))H u>o

so that for any ε > 0 there exists m0 = m(x, ε)eN such that

inf <Pι{y,x)dμ(y)>\ φτ(y, x)dμ(y)-ε .
Γ>1 JB(x0,mo) JE

Considering for any ^-measurable subset A

μ(A n B(x09 m0))- rλ(A n B(xQ9 m0)) = | (/(y)- r)dλ(y),

J^

we have
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φτ(y, x)dμ(y)-r \ φτ(y, x)dλ(y) = (f(y)-r)φτ(y, x)dλ(y)
J B(xo,mo) J B(x0,m0) J B(xo,mo)

<\ (f(y)-r)φτ(y,x)dλ(y)<\ φτ(y, x)dμ?°(y),

so that

φτ(y,x)dμ(y)-ε<\ φτ(y,x)dμ(y}<\ <Pτ(y,x}dμΐQ(y) + r\ φτ(y, x)dλ(y),
JE J B(x0,m0) JE JE

and by (H.I), the extreme right hand side

Since x e Cr,

lim sup φτ(y, x)dμ(y) <r + ε .
Γ^°° JE

Since ε > 0 is arbitrary,

lim sup φτ(y,x)dμ(y)<r,

and since r > f ( x ) is arbitrary, we have

lim sup φτ(y,x)dμ(y)<f(x).
Γ^°° JE

(Fifth step) For any meN, any rgβ and any A-measurable subset A define a

finite measure v™ on E by

vΓM)=f (r-f(yWy).
J A n B ( x 0 , m ) r } { y ,f(y)<r}

By discussions similar to those as in the third and fourth steps we have

liminf φτ(y,x)dμ(y)>f(x).
T^CO JE

Summing up the above we have thus proved

/(*)= lim I φτ(y, χ)dμ(y), a.e. (dλ(x)).
^« JE

Next we shall prove the theorem when φτ need not be non-negative.

(Sixth step) Define
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<Pτ(y> x) = max(φr(y, x), 0) , <pf (y, x) = max(-φτ(^, x), 0) .

Then by (H.2) we have

I φ}(y, x ) I < _ /^ y, x) , I φf (Λ x) I < F ^ ( y 9 x) .
a-H a-H

Applying the preceding discussions in the second to fifth steps, for A-almost all xεE

we have for any r e Q such that f(x) < r and any ε > 0

limsup φτ(y,x)dμ(y) = \imsup φϊ(y,x)-φϊ(y,x)dμ(y)

i f Γ
<limsupr< φ}(y,x)dλ(y)- \

r-oo UE JE

so that

limsup φτ(y,x)dμ(y)<f(x).
Γ-"° j£

Similarly we have

liminf φτ(y,x)dμ(y)>f(x),
Γ-QO J£

and hence the theorem.

5. Further generalizations. Theorem 4 can be extended to a non-Radon measure.

In fact one of the following three conditions (M.1)-(M.3) implies

, U(xl9 rt)) = 0 provided λ(U(xl9 rj) = 0 for all i .

(Ml) The metric space E is separable.
(M.2) λ(B(x, r))>0 for any r>0 and ^,-almost all xεE.
(M.3) λ is τ-regular, that is, for every directed family {Oj of open subsets of E,

Therefore we have the following theorem:

THEOREM 6. Assume that

r>o x,r
, a.e.(dλ)

and let ^1(x) = logjS1(x)/log5. Define the admissible family Φ by Definition 4 for β^x)
and H^x), instead of β(x) and H(x), respectively. If one 0/(M.l)-(M.3) are satisfied, then
we have the same conclusion as that in Theorem 4.
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