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Traffic is essential for many dynamic processes on networks. The efficient routing strategy �G. Yan, T. Zhou,
B. Hu, Z. Q. Fu, and B. H. Wang, Phys. Rev. E 73, 046108 �2006�� can reach a very high capacity of more than
ten times of that with shortest path strategy. In this paper, we propose a global dynamic routing strategy for
network systems based on the information of the queue length of nodes. Under this routing strategy, the traffic
capacity is further improved. With time delay of updating node queue lengths and the corresponding paths, the
system capacity remains constant, while the travel time for packets increases.
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I. INTRODUCTION

Dynamical properties of network traffic have attracted
much attention from physical and engineering communities.
The prototypes include the transfer of packets in the Internet,
the flying of airplanes between airports, the motion of ve-
hicles in urban network, the migration of carbon in biosys-
tems, and so on. Since the discovery of small-world phenom-
enon �1� and scale-free property �2�, it is widely proved that
the topology and degree distribution of networks have pro-
found effects on the processes taking place on these net-
works, including traffic flow �3–6�.

The traffic jamming transition in the Internet was ob-
served and analyzed in 1996 �7�. In the past few years, the
phase-transition phenomena �8–11�, the scaling of traffic
fluctuations �12–15�, and the routing strategies �16–33� of
traffic dynamics have been widely studied. Compared with
the high cost of changing the infrastructure, developing a
better routing strategy is usually preferable to enhance the
network capacity. Nowadays, the shortest path strategy is
widely used in different systems. However, it often leads to
the failure of hub routers with high degree and betweenness.
In this light, some new routing strategies have been sug-
gested, such as the efficient routing strategy �21�, the inte-
gration of shortest path and local information �22�, the next-
nearest-neighbor searching strategy �29�, the local routing
strategy �31,32�, and so on.

In the efficient routing strategy �21�, the path between any
nodes i �source� and j �destination� is defined as the path in
which the sum degree of nodes is a minimum. It is denote as

Pij = min�
m=0

l

k�xm��, �1�

where k�xm� is the degree of node xm, l is the path length, and
� is a tunable parameter. When � is set to 1, the largest
network capacity can be achieved, where packets are pro-
pelled to the peripheral of the network. The efficient path can
achieve a very high capacity for the network, which can be
ten times of that with the shortest path strategy. In the local

routing strategy �31�, the packets are forwarded by the local
information of neighbors’ degree,

�l→i =
ki

�

�
j

kj
�

. �2�

It is also proved that the best routing strategy emerges at �
=−1, where the packets are forced to select the low-degree
nodes. In the routing strategy based on the integration of
static and dynamic information �32�, the queue length of
neighboring nodes is taken into consideration,

�l→i =
ki�ni + 1��

�
j

kj�nj + 1��
, �3�

where ni is the queue length of the neighboring node i. It is
shown that the hub nodes play an important role in the traffic
process.

In this paper, we propose that an efficient network routing
strategy should not only consider the topology of the net-
work, but also the effects of the queue length of nodes. We
introduce a global dynamic routing strategy for the networks.
In this routing strategy, the packets are delivered along the
path in which the sum queue length of nodes is a minimum.
Numerical results show that the system capacity can be fur-
ther improved to almost two times of that with the efficient
routing strategy �21�. The effects of the strategy on the effi-
ciency of the scale-free traffic system are discussed in detail.
The effects of the path update delay are also investigated.

The paper is organized as follows. In the following sec-
tion, we describe the network model and traffic rules in de-
tail. In Sec. III, the simulation results are presented and dis-
cussed. In the last section, the work is concluded.

II. TRAFFIC MODEL

Recent studies indicate that many communication systems
such as the Internet and the World Wide Web are not homo-
geneous as random or regular networks, but heterogeneous
with a degree distribution following the power-law distribu-
tion P�k�=k−�. The Barabási-Albert �BA� model �2� is a
well-known model which can generate networks with a
power-law degree distribution. Without lose of generality, we
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construct the underlying network structure by the BA net-
work model. In this model, starting from m0 fully connected
nodes, a new node with m edges �m�m0� is added to the
existing graph at each time step according to preferential
attachment, i.e., the probability �i of being connected to the
existing node i is proportional to the degree ki of the node,

�i =
ki

�
j

kj

. �4�

The traffic model is described as follows: at each time
step, R packets enter the system with randomly chosen
sources and destinations. One node can deliver at most C
�here, we set C=1.0 for each node� packets to its neighbor-
ing nodes. From the many paths between the source and
destination, we selected the path in which the sum of node
queue lengths is a minimum. Therefore, the path between
nodes i �source� and j �destination� can be denoted as

Pij = min�
m=0

l

�1 + n�xm�� , �5�

where n�xm� is the queue length of node xm and l is the path
length. The maximal queue length of each node is assumed
to be unlimited and the first-in-fist-out discipline is applied at
each queue. Once a packet arrives at its destination, it is
removed from the system.

In order to describe the phase transition of traffic flow in
the network, we use the order parameter �8�

��R� = lim
t→�

C

R

�	Np�
	t

, �6�

where 	Np=Np�t+	t�−Np�t�, �¯ � indicates the average
over time windows of width 	t, and Np�t� is the total number
of packets within the network at time t. The order parameter
represents the balance between the inflow and outflow of
packets. In the free flow state, due to the balance of created
and removed packets, � is around zero. With increasing
packet generation rate R, there will be a critical value of Rc
that characterizes the phase transition from free flow to con-
gestion. When R exceeds Rc, the packets accumulate con-
tinuously in the network, and � will become a constant larger
than zero. The network capacity can be measured by the
maximal generating rate Rc at the phase-transition point.

III. SIMULATION RESULTS

Figures 1�a�–1�c� show the evolution of the total packet
number Np under shortest, efficient, and global dynamic
paths with the network size N=500 and average degree �k�
=4. Figure 1�d� compares the relation of order parameter �
vs R under the three routing strategies. One can see that the
network capacity under the shortest path routing strategy is
Rc=3. The efficient routing strategy has Rc=20. The global
dynamic routing strategy reaches a very high capacity of
Rc=41, which is more than double of the efficient routing
strategy. As far as we know, the global dynamic routing strat-
egy can achieve the highest traffic capacity.

In Fig. 2, we show the relation of network’s capacity Rc
vs the average degree �k�, and vs the network size N under
three routing strategies. Figure 2�a� shows that with the same
network size, the network’s capacity increases with the aver-
age degree �k� under three routing strategies. The rank of
network capacities is global dynamic routing

efficient routing
shortest path routing. In Fig. 2�b�, one
can also see that the network’s capacity increases with the
increasing of the network size N. Again, with the same av-
erage degree or network size, the network’s capacity under
the global dynamic routing strategy is the largest.

Because the node queue length changes from time to time,
it is computation consuming to find the global dynamic paths
in each step. Therefore, it is important to introduce a time
delay ��T� for the update of the global queue information
and the corresponding paths.

Figure 3 shows the evolution of the total packet number
Np for different R with a time delay of �T=20. Although the
dynamic paths are updated every 20 time steps, the capacity
of network still remains at Rc=41. Figure 4 shows the evo-
lution of the total packet number Np for other values of �T.
One can see that the capacity of network under different �T

FIG. 1. �Color online� Evolution of packet number in the net-
work under different routing strategies. �a� Shortest path routing
strategy, �b� efficient routing strategy, and �c� global dynamic rout-
ing strategy. �d� The order parameter � vs R under the three routing
strategies.

FIG. 2. �Color online� �a� The network capacity Rc vs average
degree �k� with the same network size N=500 under the three dif-
ferent routing strategies. �b� The network capacity Rc vs network
size N with the same average degree �k�=4 under the three routing
strategies.
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remains the same �Rc=41�. This demonstrates that the capac-
ity of network is independent of �T. However, one can see
that the saturate value of Np increased with the increase in
�T, as shown in the inset of Fig. 4. This indicates that the
queue length of nodes in the system will increase, although
the network capacity remains constant at Rc=41.

In Fig. 4, one can see that Np first increase to a maximum
and then decrease to a balanced state. This phenomenon is
more obvious with larger values of �T. This can be explained
as follows. At the beginning of transportation, there is no
packets in each node �n�xm�=0�. Thus, the packets are deliv-
ered following the shortest path routing strategy until the
time reaches T=�T. Because the network capacity of the
shortest path routing is only Rc=3, Np will increase rapidly
as in the congested state. When T=�T, the global dynamic
routing strategy begins to take action, so that Np decreases to
a balanced state.

Figure 5 shows the dependence of the average queue
length n�k� on the degree k with different �T in the free flow
state. For different �T, n�k� follows a power law of n�k�

�k� with exponent �
0. This indicates that the hub nodes
are more burdened with this routing strategy. Moreover, for
each k, the value of n�k� increases with �T. This is in agree-
ment with that the total packet number increased with �T
under the same R �Fig. 4, inset�.

Then we investigated the probability distribution of the
packet travel time for different �T in the free flow state.
Packet’s travel time is an important factor for characterizing
the network’s behavior. The travel time is the time that the
packet spends traveling from the source to destination. In
Fig. 6, one can see that the probability of traveling time
approximately follows a Poisson distribution under different
�T. The travel time corresponding to the peak of distribution
will increase with �T. This indicates that the packets need to
travel for longer times if the global dynamic paths are up-
dated with the time delay.

Figure 7 shows the average travel time and the waiting
time for different �T. The waiting time is the time that the
packets spend in a queue waiting for the delivery. One can
see that both the average travel time and the average waiting
time increase almost linearly with �T. This phenomenon is
consistent with the result of Fig. 6. With the same R, when
�T increases, the queue length in each node increases �see
Fig. 5�, so the waiting time of packets also increases. As a

FIG. 3. �Color online� Evolution of packet number Np for dif-
ferent R with time delay of �T=20. The inset depicts the order
parameter � vs R with �T=20. The network capacity remains at
Rc=41. Other parameters are network size N=500 and average de-
gree �k�=4.

FIG. 4. �Color online� Evolution of Np for different time delay
with R=Rc=41. For all �T, the network capacity remains at Rc

=41. The inset depicts the saturate value of Np at the balanced
period vs �T under R=Rc=41. Other parameters are network size
N=500 and average degree �k�=4.

FIG. 5. �Color online� Average packet number in nodes n�k� vs
node degree k with different �T. Network size N=500 and average
degree �k�=4.

FIG. 6. �Color online� The probability distribution of travel time
for different �T. Network parameters are N=500 and average de-
gree �k�=4.
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result, the average traveling time will also increase. This in-
dicates that with the introduction of the time delay, the sys-
tem’s capacity remains the same at the cost of increasing the
packets’ travel time.

Finally, we investigate the probability distribution of the
path length for different �T in the free flow state. The path
length is defined as the number of nodes that the packet
travels from the source to destination. As shown in Fig. 8,
the probability of the path length approximately follows a
Poisson distribution for different �T. From the inset of Fig. 8,
one can also see that the average path lengths increase very
slightly with �T. Therefore, the increment of packets’ travel
time comes mainly from the increment of the waiting time in
each queue along the path, but not from the increment of the
path length.

IV. CONCLUSION

In summary, we propose a global dynamic routing strat-
egy for scale-free networks. Under this strategy, the traffic
capacity is much larger than other previously known routing
strategies. Compared with the efficient routing strategy �21�
and the local routing strategy �31�, the global dynamic rout-
ing strategy differs from their mechanism of propelling the

packet to use the peripheral nodes of the network. The global
dynamic routing strategy still encourages us to use the hub
nodes �see Fig. 5�, but it can achieve a much higher capacity
for the system. We also investigate the delay effects of the
path update. With the increment of the update delay, the net-
work’s traffic capacity remains the same, but the total packet
number in system, the traveling time, and the waiting time
will increase. The delay of the path update will not affect the
overall capacity and the average path length. The increment
of the travel time comes mainly from the increase in the
waiting time in the queues.

Since the traffic process is crucial for many industrial and
communication systems, the global dynamic strategy can be
useful for the design and optimization of routing strategies
for these systems, including the Internet, the World Wide
Web, the urban transportation system �34–36�, the power
grid, the airway system, and so on. The study can also be
interesting from a theoretical point of view, as an upper
bound for the efficiency.

In the future work, we will apply the global dynamic rout-
ing strategy in other network structures. It is expected the
traffic capacity of these networks will be enhanced with this
routing strategy.

ACKNOWLEDGMENTS

This work was funded by National Basic Research Pro-
gram of China �Contract No. 2006CB705500�; the NNSFC
Key Project No. 10532060; NNSFC Projects No. 70601026,
No. 10672160, and No. 10872194; and the Innovation Foun-
dation for Graduate Students of University of Science and
Technology of China �Contract No. W21103010012�.

�1� D. J. Watts and S. H. Strogaz, Nature �London� 393, 440
�1998�.

�2� A.-L. Barabási and R. Albert, Science 286, 509 �1999�.
�3� R. Albert and A.-L. Barabási, Rev. Mod. Phys. 74, 47 �2002�.
�4� M. E. J. Newman, Phys. Rev. E 64, 016132 �2001�.
�5� M. E. J. Newman, SIAM Rev. 45, 167 �2003�.
�6� S. Boccaletti et al., Phys. Rep. 424, 175 �2006�.

�7� M. Takayasu, H. Takayasu, and T. Sato, Physica A 233, 824
�1996�.

�8� A. Arenas, A. Díaz-Guilera, and R. Guimerá, Phys. Rev. Lett.
86, 3196 �2001�.

�9� T. Ohira and R. Sawatari, Phys. Rev. E 58, 193 �1998�.
�10� D. De Martino, L. DallAsta, G. Bianconi, and M. Marsili,

Phys. Rev. E 79, 015101�R� �2009�.

FIG. 7. �a� Average travel time vs �T with network size N
=500 and average degree �k�=4. �b� Average waiting time vs �T
with network size N=500 and average degree �k�=4.

FIG. 8. �Color online� The probability distribution of path length
for different �T with network size N=500 and average degree �k�
=4. The inset depicts the average value of path length vs �T.

LING et al. PHYSICAL REVIEW E 81, 016113 �2010�

016113-4



�11� R. V. Solé and S. Valverde, Physica A 289, 595 �2001�.
�12� M. A. de Menezes and A.-L. Barabási, Phys. Rev. Lett. 92,

028701 �2004�.
�13� S. Meloni, J. Gómez-Gardeñes, V. Latora, and Y. Moreno,

Phys. Rev. Lett. 100, 208701 �2008�.
�14� J. Duch and A. Arenas, Phys. Rev. Lett. 96, 218702 �2006�.
�15� Z. Eisler, J. Kertesz, S.-H. Yook, and A.-L. Barabási, EPL 69,

664 �2005�.
�16� P. Holme and B. J. Kim, Phys. Rev. E 65, 066109 �2002�.
�17� L. Zhao, K. Park, and Y. C. Lai, Phys. Rev. E 70, 035101�R�

�2004�.
�18� L. Zhao, Y.-C. Lai, K. Park, and N. Ye, Phys. Rev. E 71,

026125 �2005�.
�19� R. Guimerà, A. Díaz-Guilera, F. Vega-Redondo, A. Cabrales,

and A. Arenas, Phys. Rev. Lett. 89, 248701 �2002�.
�20� R. Guimerà, A. Arenas, A. Díaz-Guilera, and F. Giralt, Phys.

Rev. E 66, 026704 �2002�.
�21� G. Yan, T. Zhou, B. Hu, Z. Q. Fu, and B. H. Wang, Phys. Rev.

E 73, 046108 �2006�.
�22� X. Ling, R. Jiang, X. Wang, M. B. Hu, and Q. S. Wu, Physica

A 387, 4709 �2008�.
�23� P. Echenique, J. Gómez-Gardeñes, and Y. Moreno, Phys. Rev.

E 70, 056105 �2004�.

�24� J. M. Kleinberg, Nature �London� 406, 845 �2000�.
�25� B. J. Kim, C. N. Yoon, S. K. Han, and H. Jeong, Phys. Rev. E

65, 027103 �2002�.
�26� L. A. Adamic, R. M. Lukose, A. R. Puniyani, and B. A. Hu-

berman, Phys. Rev. E 64, 046135 �2001�.
�27� Carlos P. Herrero, Phys. Rev. E 71, 016103 �2005�.
�28� S. J. Yang, Phys. Rev. E 71, 016107 �2005�.
�29� B. Tadić, S. Thurner, and G. J. Rodgers, Phys. Rev. E 69,

036102 �2004�.
�30� A. T. Lawniczak and X. Tang, Eur. Phys. J. B 50, 231 �2006�.
�31� W. X. Wang, B. H. Wang, C. Y. Yin, Y. B. Xie, and T. Zhou,

Phys. Rev. E 73, 026111 �2006�.
�32� W. X. Wang, C. Y. Yin, G. Yan, and B. H. Wang, Phys. Rev. E

74, 016101 �2006�.
�33� C. Y. Yin, B. H. Wang, W. X. Wang, T. Zhou, and H. Yang,

Phys. Lett. A 351, 220 �2006�.
�34� M. B. Hu, R. Jiang, Y. H. Wu, W. X. Wang, and Q. S. Wu, Eur.

Phys. J. B 63, 127 �2008�.
�35� M. B. Hu, R. Jiang, R. L. Wang, and Q. S. Wu, Phys. Lett. A

373, 2007 �2009�.
�36� S. Scellato, L. Fortuna, M. Frasca, J. Gómez-Gardeñes, and

Vito Latora e-print arXiv:0901.1078v1.

GLOBAL DYNAMIC ROUTING FOR SCALE-FREE NETWORKS PHYSICAL REVIEW E 81, 016113 �2010�

016113-5


