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Global Modeling Initiative assessment model: 

Model description, integration, and testing 

of the transport shell 

D. A. Rotman, 1 J. R. Tannahill, 1 D. E. Kinnison, 1,2 P.S. Connell, • D. Bergmann, 1 

D. Proctor, 1 J. M. Rodriguez? S. J. Lin, 4 R. B. Rood, 4 M. J. Prather? 
P. J. Rasch, 2 D. B. Considine, 6 R. Ramaroson, 7 and S. R. Kawa 4 

Abstract. We describe the three-dimensional global stratospheric chemistry model 
developed under the NASA Global Modeling Initiative (GMI) to assess the possible 
environmental consequences from the emissions of a fleet of proposed high-speed civil 
transport aircraft. This model was developed through a unique collaboration of the 
members of the GMI team. Team members provided computational modules representing 
various physical and chemical processes, and analysis of simulation results through 
extensive comparison to observation. The team members' modules were integrated within 
a computational framework that allowed transportability and simulations on massively 
parallel computers. A unique aspect of this model framework is the ability to interchange 
and intercompare different submodules to assess the sensitivity of numerical algorithms 
and model assumptions to simulation results. In this paper, we discuss the important 
attributes of the GMI effort and describe the GMI model computational framework and 
the numerical modules representing physical and chemical processes. As an application of 
the concept, we illustrate an analysis of the impact of advection algorithms on the 
dispersion of a NOv-like source in the stratosphere which mimics that of a fleet of 
commercial supersonic transports (high-speed civil transport (HSCT)) flying between 17 
and 20 km. 

1. Introduction 

1.1. Previous Assessment Activities 

The Atmospheric Effects of Stratospheric Aircraft (AESA) 
component of the National Aeronautics and Space Adminis- 
tration (NASA) High Speed Research Program (HSRP) 
sought to assess the impact of a fleet of high-speed civil trans- 
port (HSCT) aircraft on the lower stratosphere. There are 
several components to such an assessment. Laboratory and 
field measurements, characterization of the exhaust products, 

and development of realistic scenarios for the distribution of 
emissions all play important roles. Models integrate informa- 
tion from the above efforts to calculate the fate of aircraft 

exhaust, the buildup of such pollution in the lower strato- 
sphere, and the model response of ozone to the change in 
lower stratospheric composition. The use of models is thus a 
key element of the assessment, as models are the primary tools 
through which the impact on the ozone layer is quantified. 
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Previous assessments of the impact of anthropogenic emis- 
sions on the stratosphere have relied primarily on two- 

dimensional (2-D) models where the stratosphere's variability 
along a latitude circle is ignored [Prather et al., 1992; Stolarski 
et al., 1995; Kawa et al., 1999; World Meteorological Organiza- 

tion (WMO), 1999; Intergovernmental Panel on Climate Change 
(IPCC), 1999]. The theoretical foundations for such an ap- 
proach were laid out in a series of studies resulting in the 
development of the concepts of a residual circulation and eddy 
mixing. These approximations allowed extracting the residual 
effects of the cancellation between reversible and irreversible 

transport by mean winds and planetary waves averaged over a 
latitude circle [Andrews and Mcintyre, 1976; Dunkerton, 1978]. 

Model refinements have yielded calculated distributions of 

stratospheric species, particularly ozone, which have repro- 
duced the general features of the observed spatial and tempo- 
ral distribution of column ozone. Furthermore, the first appli- 
cation of these models to the assessment of the impact of 

fluorocarbons emitted at the surface capitalized on the zonal 
symmetry of the problem, since these emissions were zonally 
well-mixed upon arrival at the tropical tropopause. Lastly, 
these models allowed multiyear calculations necessary for as- 
sessment efforts, and consideration of an increasing number of 

different emission scenarios as the efficiency of computational 

platforms has increased. 

1.2. Need for Three-Dimensional Models 

As has been pointed out from the start of AESA [Douglass 
et al., 1991], that many aspects of aircraft exhaust perturbations 
on ozone are more appropriately modeled in three dimensions. 
The aircraft are proposed to fly mainly in the Northern Hemi- 
sphere and always over the oceans with a high concentration of 
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flight paths in identifiable oceanic corridors. Thus the pollutant 

source is zonally asymmetric and concentrated in a geograph- 

ical region. The meteorology of the Northern Hemisphere 

stratosphere is influenced by the land ocean pattern, thus the 
transport of polluted air from the stratosphere to the tropo- 

sphere is also asymmetric. There have been efforts to evaluate 
the importance of these asymmetries to the assessment calcu- 

lation, and to quantify expected differences from a two- 

dimensional calculation [Douglass et al., 1993; Rasch et al., 
1994; Weaver et al., 1995, 1996]. Although these studies all 
suggest fairly small impacts to the buildup of exhaust for three- 

dimensional (3-D) (versus two-dimensional (2-D)) models; the 
National Research Council Panel on the AESA reviewed the 

NASA Interim Assessment [Albritton et al., 1993] and recom- 
mended the use of three-dimensional models to evaluate the 

uncertainties associated with transport [Graedel, 1994]. 

Results from laboratory kinetics and observations also point 

to the three-dimensionality of stratospheric processes. Forma- 

tion of polar stratospheric clouds (PSCs) and heterogeneous 
reactions on these particles are extremely sensitive to local 

values of temperature, pressure, and concentrations of nitric 

acid, water, and sulfuric acid [Solomon et al., 1986; Hofmann 
and Solomon, 1989; WMO, 1999]. These induce zonal asym- 

metries in chemistry which are poorly represented in two- 
dimensional models. 

There are fundamental advantages to a three-dimensional 

representation of the atmosphere which includes state-of-the- 
art formulations of stratospheric chemical and transport pro- 

cesses which are not well represented in two-dimensional mod- 

els. These processes include (but are not limited to) the wave 
mean flow interaction, the seasonal and geographic variation 

in the tropopause height, the representation of cross tropo- 

pause transport at a synoptic scale, the seasonal evolution of 

the polar vortices, and the asymmetric behavior of PSC for- 

mation and chlorine activation at high latitudes. The 3-D mod- 

els improve the physical basis for representing these processes. 

In some cases, comparisons of models with observations reflect 

these improvements. For example, the amplitude of the annual 

cycle in total ozone at northern middle latitudes is generally 

closer to the observed amplitude in 3-D models than in 2-D 

models [Rasch et al., 1995; Douglass et al., 1997]. The improved 
agreement is at least partially a result of a more physical 
representation of the tropopause and the concomitant trans- 

port in the lowermost stratosphere. Thus both the nature of the 
problem of assessing HSCT impacts, and the specific processes 
to be included, point to the need to develop three-dimensional 
assessment tools. Moreover, future assessments of aircraft will 

include subsonic aircraft requiring the inclusion of tropo- 

spheric chemical, physical, and dynamical processes. Such 
studies will certainly require the use of 3-D global models, thus 

experience gained in the application of 3-D models to strato- 

spheric assessments will accelerate progress in the troposphere. 

However, it should also be pointed out that advancing to a 

three-dimensional model does not automatically provide a per- 

fect solution nor provide a solution to all assessment needs. A 

major disadvantage of 3-D models for assessment is their large 

computational requirements. Since the motivation for using 

the 3-D model rests on the improved physical basis of the 
model, the horizontal and vertical resolution must be adequate 

to resolve important transport processes. The transport and 

photochemical time steps must both be substantially smaller 

than the time steps often used in 2-D models. It is important to 

remember that 2-D models have long been used to calculate 

constituent evolution, and comparisons of calculated fields 

with zonal means of global observations has been a principal 

means of evaluating the 2-D models [e.g., Prather and Rems- 

berg, 1993]. As noted above, 2-D model transport has a strong 

theoretical basis, but retains a strong phenomenological com- 
ponent underlying simplifying assumptions and parameteriza- 

tions. The 3-D models do not have this heritage for constituent 

modeling; hence it is likely that for some constituents, 2-D 

models may still give equal or better comparison to observa- 

tions. However, improvement in the representation of physical 
processes inherent in 3-D models sets the stage for physically 

based improvements in these models, often through interpre- 
tation of the differences between model fields and constituent 

observations. Ultimately, these improvements of a more real- 

istic representation will yield a better assessment tool and 

reduce the uncertainties in the predicted impact of HSCTs, a 

goal of the AESA program. 

2. GMI Philosophy 

The large computational needs of 3-D chemical transport 
models (CTMs) along with the large need in human resources 
to develop, maintain, and apply the models combine to allow 

fewer independent groups to carry out 3-D chemistry simula- 
tions. Moreover, many times the design of the model is closely 
tied to the available data in the input meteorological data. 
These situations (and others) preclude the comprehensive 
clean intercomparison of individual model components. This 

problem exists even for two-dimensional models and is ampli- 

fied for three-dimensional models. Model evaluation against 
observations also becomes a larger task, requiring both com- 

putational and human resources. It is thus impractical that 3-D 

assessments follow the path of 2-D assessments, in which in- 

dependent calculations were produced by several research 
groups. To gain the benefits of using the 3-D assessment and 

maintain involvement of several research groups, the Global 
Modeling Initiative (GMI) science team was formed. The goal 
of this group is to produce a well tested and evaluated 3-D 

chemistry and transport model that is useful for assessment 
calculations. In order to incorporate efficiently ongoing im- 

provement in model components, and facilitate analysis and 

evaluation, a modular design has been adopted. This design 

allows various numerical transport schemes, photochemical 

schemes, and sets of meteorological data (winds and temper- 
atures) to be tested within a common framework [Thompson et 
al., 1996]. Such a framework is very useful for understanding 
sensitivities and uncertainties in assessment simulations by 

swapping in and out particular numerical schemes and evalu- 

ating impacts on simulation results. In addition, the framework 

is maintained under strict software engineering practices mak- 

ing use of version control and coding standards to enable 
portability and usability. 

3. GMI Science Team 

Science team members were selected to provide either mod- 

ules for inclusion into the GMI model or data/analysis for GMI 
model evaluation. The current GMI Science Team is shown in 

Table 1. Participation of key scientists in both integration and 

analysis sets the stage for conceptual development. This devel- 

opment involves the creation of a computing infrastructure 
that enables the careful assessment of the influence of various 

chemical, physical, and dynamical modules to stratospheric 
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Table 1. GMI Science Team Members, Institution, and Their Contribution to the GMI Model Development, Evaluation, 
and Application a 

PI Co-I Institution Contribution 

Brasseur Hess, Lamarque NCAR 

Rasch NCAR 

Rood Coy, Lin NASA Goddard 

Douglass Kawa, Jackman NASA Goddard 

Considine 

Hansen, 
Rind 

Prather 

Ko Weisenstein 

NASA GSFC and 

University of Maryland 
NASA GISS 

University of California, 
Irvine 

AER Corporation 

Pickering Allen University of Maryland 
Jacob Logan, Spivakosy Harvard University 

Penner University of Michigan 
Geller Yudin SUNY, Stony Brook 

Baughcum, Boeing Company and 
Wuebbles University of Illinois 

Ramaroson ONERA, France 

Isaksen University of Oslo 
McConnell York University 
Visconti University of L'Aquila 
Tennenbaum SUNY, Purchase 

Walcek Milford SUNY, Albany 
Kinnison LLNL 

Rotman Tannahill, Bergmann, LLNL 
Connell 

stratospheric chemistry module and analysis of influence of stratosphere- 
troposphere exchange to aircraft impacts 

CCM2 meteorological data sets and semi-Lagrangian transport algorithms 
DAO assimilated data and the flux form semi-Lagrangian transport 

algorithm 
model evaluation against satellite, aircraft, and surface data; photolysis 

lookup table; cold sulfate and polar stratospheric cloud 
parameterizations 

PSC parameterization 

NASA GISS II' meteorological data sets 

second-order moment transport algorithm; CTM model diagnostics; mass 
tendencies diagnostics and module 

2-D model simulation and analysis and aerosol surface area density fields 
for input to assessment simulations 

NOx lightning parameterization 
tropospheric chemistry module; tropospheric chemistry mechanism; 

emission database; and ozone climatology for model evaluation 
parameterization of lightning NOx, and aerosol microphysical model 
integration of 3-D meteorological data into 2-D model framework for 

analysis of transport fields 
high-speed civil transport emission scenarios and characterization 

stratospheric chemistry module 
ECMWF meteorological data analysis 
York University CTM results and analysis 
aerosol microphysics 
aircraft meteorological data input toward improvement of assimilation 

products 
convection and deposition algorithms 
stratospheric chemistry module; radionuclide simulations and analysis 
model infrastructure and implementation of science modules 

apI, principal investigator; Co-I, co-investigator. 

chemistry simulations, in particular to those assessing the in- 
fluence of aircraft emissions on ozone. The infrastructure is 

designed such that individual modules can be swapped in and 
out providing both an understanding of the influence of those 
modules as well as an understanding of the uncertainty and 

sensitivity of simulations to those modules. Members of the 
science team played a crucial role in evaluating the scientific 
performance of the model by extensive comparison to obser- 
vations. These evaluations are discussed in detail by Douglass 
et al. [1999] and J. M. Rodriguez et al. (manuscript in prepa- 
ration, 2000). In the next section we provide details of the GMI 
assessment modules and computing framework. Then we pro- 
vide a transport simulation showing how such a modular com- 
puting structure including multiple transport algorithms can be 
used to improve the understanding of transport uncertainties 
in aircraft assessments. 

4. Description of the GMI Model 

In this section we will describe the modules that make up the 

GMI assessment model, paying particular attention to those 
modules having multiple options. These modules represent 

input meteorological data, advection algorithms, mass tenden- 
cies, numerical schemes for chemistry solutions, the chemistry 
mechanism, heterogeneous processes, photolysis, diagnostics, 
treatment of tropospheric processes, and initial and boundary 
conditions. Table 2 summarizes these algorithms and options 

and shows those options selected for use in assessment simu- 

lations enclosed in parentheses. 

4.1. Meteorological Input Data 

The GMI model incorporates three different sets of input 
meteorological data: two from general circulation model 

(GCM) outputs, the National Center for Atmospheric Re- 

search (NCAR) Middle Atmospheric Version of the Commu- 

nity Climate Model, Version 2 (MACCM2) and the Goddard 

Institute for Space Studies (GISS) Model II', and one set of 

GEOS-Stratospheric Tracers of Atmospheric Transport 

(STRAT) assimilated data representing 1996 from the NASA 
Data Assimilation Office. Data from all these input sets in- 

cluded horizontal U and V winds, temperature, and surface 

pressure. Below, we give details of sources for these meteoro- 

logical fields. 

4.1.1. Data Assimilation Office (DAO) assimilated meteo- 

rological fields. NASA Data Assimilation Office at Goddard 

has provided data sets from the GEOS-STRAT assimilation 
system. All data are 6-hour time-averaged and were an inter- 

polated product from the original 2 ø by 2.5 ø by 46 level DAO 

output to a 4 ø by 5 ø by 29 level. These fields represent the years 

of May 1995 through May 1996. The top of the data set is 0.1 

hPa. The vertical structure is 11 sigma layers below 130 hPa 

and 18 log pressure levels above 130 hPa. Data were provided 

at cell centers (commonly referred to as A grid). 
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Table 2. Summary Table of GMI Algorithms and Model Data 

Module Options 

Input meteorological data 

Advection algorithm 

Mass tendencies 

Numerical schemes for chemistry solutions 

Chemistry mechanism 
Heterogeneous processes 
Photolysis 
Diagnostics 
Tropospheric treatment 
Initial conditions 

Boundary conditions 

NASA Data Assimilation Office (DAO) assimilated fields 
(NCAR MACCM2 GCM fields) 
NASA GISS II' GCM fields 

semi-Lagrangian transport (SLT) 
(flux form semi-Lagrangian transport (FFSLT)) 
second-order moments (SOM) 
(NASA GISS/University of California, Irvine, pressure filter (pdyn0)) 
SMVGEAR II 

(semi-implicit symmetric method (SIS)) 
(GMI stratospheric mechanism (see text for details)) 
(University of Maryland cold sulfate and polar stratospheric cloud parameterization) 
(GSFC lookup table) 
(University of California, Irvine, module-based species tendencies) 
(simplified wet scavenging of species) 
(combined observations and GSFC 2-D model output) 
(source gases [WMO, 1994, Table 6-3; Stolarski et al., 1995]) 
(water vapor from GSFC 2-D and UARS MLS) 
(SAGE surface area density of aerosols) 

4.1.2. NCAR MACCM2 GCM meteorological fields. 

NCAR provided 1 year's worth of output from their MACCM2 
using conditions representing mid-1990s. This output is pro- 
vided on a 64 by 64 Gaussian grid, which approximates 3 ø by 6 ø 
horizontal resolution. The top of the model is 0.025 hPa with 

fields provided on 44 levels. For use in the GMI model this 
data were interpolated to a regular 4 ø by 5 ø horizontal mesh. 
The vertical structure of this output is in a hybrid sigma- 

pressure coordinate system, which represents a smooth transi- 
tion between mainly sigma in the troposphere and nearly log 
pressure in the stratosphere. The data represent cell-centered 
(A grid) 6-hour-averaged MACCM2 output. 

4.1.3. GISS II GCM meteorological fields. NASA GISS 

has provided 1-year output from their GISS II' GCM using 
conditions representative of the 1990s. This data were pro- 
vided through the University of California, Irvine. This output 
uses a 4 ø by 5 ø horizontal grid with 28 layers to 0.02 mbar. The 
vertical structure of this data is 11 sigma layers below 100 mbar 

and 17 log pressure layers above 100 mbar. Six-hour-averaged 
data are provided on cell centers for state variables and cell 
edges for mass fluxes (commonly referred to as C grid). 

4.1.4. Vertical resolution of input meteorological data. 

As will be discussed later in the paper, an important feature of 

the input meteorological data is its vertical resolution. Vertical 
resolution in the lower stratosphere is especially important to 
aircraft assessment simulations because of the sharp vertical 

definition of the emissions. Within the region of aircraft emis- 

sions (18 to 20 km) these data sets possess vertical resolutions 
of the following: DAa GEaS-STRAT, -1.0 km; NCAR 
MACCM2, -1.4 km; GISS II', -3 km. 

4.2. Advection 

The GMI model contains three advection algorithms to 

transport trace species. These three schemes are the semi- 
Lagrangian transport scheme of Rasch and Williamson [1991], 
the second-order moment method of Prather [1986], and the 

flux form semi-Lagrangian (FFSL) algorithm of Lin and Rood 
[1996]. Extensive validation simulations were carried out to 
ensure proper implementation. The availability of different 
advection schemes has enabled the evaluation of the influence 

of advection numerics on simulation results. Tracer simula- 

tions relevant to aircraft impact studies were carried out using 

differing advection schemes and/or differing meteorological 
data. Results show important ramifications to assessment re- 
sults from details on the design of the advection numerics. 
Details and simulation results are given later in the paper. 

4.2.1. Semi-Lagrangian transport (SLT). The transport 

of tracer species is done using a three-dimensional shape- 
preserving semi-Lagrangian transport formalism. The trans- 
port scheme was originally developed for the transport of wa- 
ter vapor in the troposphere [Rasch and Williamson, 1991]. 
More recently, it has been used for the simulation of strato- 
spheric aerosol transport [Boville et al., 1991], the transport of 
radioactive isotopes [Rasch et al., 1994], and the transport of 
CFCs in troposphere [Hartley et al., 1994]. The shape- 
preserving attributes of this transport algorithm can maintain 
very sharp gradients without introducing overshoots or under- 
shoots and diffuses only at the smallest scales of the model. 
The semi-Lagrangian transport is not inherently conservative, 
and a mass correction, which we term a "mass fixer," must be 

applied to the solution at the end of each time step to strictly 
enforce this conservation [Rasch et al., 1995]. Because the 
original semi-Lagrangian transport algorithms were developed 
for water vapor, we have encountered a number of minor 
problems in their use in transporting species in the middle 
atmosphere. Minor modifications have been made to the algo- 
rithms to make them more appropriate for the transport of 

trace species. Briefly, we have modified the transport algorithm 
to move trace species mixing ratios normalized by dry air mass 
rather than the original formulation which used mixing ratios 
normalized by moist air mass. 

4.2.2. Second-order moment (SOM). The second-order 

moments (SAM) algorithm for tracer transport [Prather, 1986] 
is derived from the slopes scheme [Russell and Lerner, 1981]. It 
conserves tracer mass, is positive definite, only moves tracers 

by explicitly resolved mass flows, and has been demonstrated to 
have extremely high accuracy in a wide variety of three- 
dimensional tests. The method stores and transports moments 

of the tracer distribution in three dimensions. Within each grid 

box the tracer mass mixing ratio is described by a second-order 

polynomial in (x, y, z) that is decomposed into 10 orthogonal 
polynomials in {1, x, y, z, x2, y2, z2, xy, xz, yz}. The 
coefficient of each polynomial is the "moment" value. The 
SaM is an upstream advection algorithm. The amount of mass 
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from the upstream box is "cut off" and moved into the down- 

stream box where the two different polynomial distributions 

are then combined (addition/conservation of moments is 
equivalent to least squares fitting to the polynomials). One 
advantage of storing the tracer distribution (instead of recal- 
culating it each step) is that advection involves only the imme- 
diate upstream/downstream boxes and does not require neigh- 
boring points to fit polynomials. The algorithm works on the 
background "mass" of the boxes and thus has no problems with 

operator splitting in flow fields where mass can accumulate 

during intermediate steps. The accuracy of the method is based 
in part on its storage of nine additional quantities beyond just 
the mean amount of tracer. These additional memory require- 

ments, however, are only equivalent to doubling the resolution 

in three dimensions (factor of 8) and still give better accuracy. 
In atmospheric modeling, the chemistry and emission patterns 

are often mapped onto and directly interact with the higher- 
order moments. The SOM scheme in its original form (1986) 
has the disadvantage that it generates anomalous ripples near 

sharp gradients. We have included options to the original 

scheme which reduce these ripples. 
4.2.3. Flux form semi-Lagrangian transport (FFSLT). 

The third advection scheme is the flux form semi-Lagrangian 

transport (FFSLT) algorithm of Lin and Rood [1996]. This 
scheme is a multidimensional algorithm that explicitly consid- 
ers the fluxes associated with cross terms to enable the use of 

one-dimensional schemes as the basic building block. These 

one-dimensional operators are based on high-order Godunov- 

type finite volume schemes (primarily third-order piecewise 

parabolic method (PPM)). The algorithm is upstream in na- 
ture to reduce phase errors and contains multiple monotonicity 
constraints to eliminate the need for a filling algorithm and the 

severe problems that would arise with negative values of chem- 

ical species concentrations. These constraints act to constrain 

subgrid tracer distributions. This scheme also avoids the strict 

Courant stability problem at the poles, thus allowing large time 

steps to be used, resulting in a highly efficient advection. 

The algorithm uses two-dimensional horizontal winds from 

input meteorological data to derive vertical mass fluxes from 
conservation of mass and the hydrostatic continuity equation. 

Fluxes at the model top and surface are identically zero. The 

model can incorporate pure sigma, pure log pressure, or any 

combination sigma and log pressure as vertical coordinates. 
Simulation results from the NASA Models and Measure- 

ments II exercise [Park et al., 1999] showed this algorithm to 
have an optimal combination of low diffusion, conservation, 

and computational performance; hence the FFSLT was se- 

lected for work described in this paper. Details of these sim- 
ulations are shown in section 6. 

4.3. Mass Tendencies 

In models describing the meteorological fields, that is, the 
climate or assimilation models from which GMI derives its 

meteorological fields, the surface pressure varies according to 

the convergence of total mass by the wind fields. In most of 

these models, however, there are discrepancies between the 
pressure tendency and the column convergence of mass due to 
mass redistribution that is not explicitly resolved by the winds 

(e.g., Shapiro filtering of surface pressure). Other possible 
sources for these discrepancies are numerical differences be- 

tween the equation for the pressure tendency and the derived 

mass fluxes used by chemistry models or possibly, simply, the 
use of time-averaged fields where the averaging may have 

impacted the close relationship between pressure tendency and 

column convergence. When chemistry models use the meteo- 

rological fields, the column air mass will deviate from the 

surface pressure predicted by the climate/assimilation model, 

and this difference, P(CTM) - P(met field), is designated as 
the pressure error P(err). All known chemistry models have 

this problem, even those running "on-line." 

A simple fix that most chemistry models adopt is merely to 

reset the surface pressure to that of the meteorological field 

every 6 to 24 hours. In doing this, the air mass in the column 

is abruptly changed, usually by a few tenths of a percent (i.e., 

a few hPa). The chemistry model designer has the option of 
conserving the tracer mass (in which case the error correction 
induces errors in the tracer mixing ratio of similar magnitude) 

or conserving mixing ratio (in which case the tracer mass de- 
velops similar magnitude errors). If the pressure errors are 

small, then the former fix is usually adopted and is not appar- 

ent as an error, and the induced variability is swamped by the 

rest of the processes in the chemistry model. Nevertheless this 

resetting of the surface pressure does create "source/sink-like" 

terms in the tracer and can induce upward/downward flow 

across sigma surfaces. Since the GMI model transports species 

as volume mixing ratio, variations in the total mass of the 

atmosphere will necessarily yield variations in the total burden 

of atmospheric chemical species. Such variations could influ- 

ence interpretation of simulation results. 

A simple fix to the P(err) problem has been implemented in 

GMI. The key is to generate a resolved (u, v) wind field that 
corrects the P(err) by a resolved mass flow that carries tracer 
with it, thus conserving total tracer mass and mixing ratio. A 

pressure filter maintains the CTM and meteorological field 

surface pressures separately. For each new met field (e.g., 
every 3 hours) the projected P(CTM) is compared with the 

P(met) to generate a P(err). The P(err) is then filtered to 
generate a (u, v)-corrected wind field that when added to the 

original (u, v) field, greatly reduces (but does not entirely 
eliminate) P(err). (An exact Laplace solution eliminating 

P(err) is possible, but not worth the computational effort.) In 
this way the P(CTM) field is different from P(met), yet follows 

the P(met) field for multiyear simulations [Prather et al., 1987]. 

4.4. Numerical Schemes for Chemistry Solutions 

4.4.1. SMVGEAR II. SMVGEAR II [Jacobson, 1995] is a 
technique capable of highly accurate solutions to both stiff and 

nonstiff sets of ordinary differential equations. SMVGEAR II 

is a version of the original predictor/corrector, backward dif- 

ferentiation code of Gear [1967] and uses a variable time step, 

variable-order, implicit technique for solving stiff numerical 

systems with strict error control. The chemical continuity equa- 

tion is solved for each individual species (i.e., no lumping of 
species into chemical families are made). SMVGEAR II, as 

designed for large vector supercomputers, separates the grid 

domain into blocks of grid cells, each containing approximately 

500 grid cells (large vector lengths are optimal). The cells in 

each block are reordered for stiffness (see Jacobson [1995] for 
details) and solved. In GMI model simulations using massively 

parallel computers (more information on parallel computing is 
in following sections) we found that reducing the block size 

from 500 to around 60-80 produced a 20% gain in speed with 

no loss of accuracy. With its high accuracy, SMVGEAR II was 

used as a benchmark to assess the accuracy of other chemistry 

solution techniques. 
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4.4.2. ONERA-SIS. The semi-implicit symmetric (SIS) 
method was developed, numerically analyzed, and applied for 

various atmospheric models by Ramaroson [1989]. It was de- 

veloped to include chemical tendencies in an operator split 

GCM (currently, the EMERAUDE model of METEO 
FRANCE [Ramaroson, 1989; Ramaroson et al., 1991, 1992a, 
1992b; Chipperfield et al., 1993] and is also used in the MEDI- 
ANTE 3-D chemical transport model [Sausen et al., 1995; 

Claveau and Ramaroson, 1996] and box models calculations 
[Ramaroson et al., 1992a]. The method has also been applied to 
combustion chemistry and aqueous phase within clouds. The 

SIS method is more precise than explicit and implicit Euler 

solutions. However, when compared to the Gear's method 

(like SMVGEAR II), SIS is less precise near sunset and sun- 
rise only where SMVGEAR uses a higher-order expansion and 

a very small time step (see discussion in section 6). 

4.5. Chemistry Mechanism 

The GMI model includes a mechanism focused on strato- 

spheric chemistry with simplified tropospheric chemistry (i.e., 
methane). The mechanism includes photolysis and reactions of 

species in the species families Ox, NOy, ClOy, HOy, BrOy, 
CH4, and its oxidation products. The chemical mechanism 

includes 46 transported species, 116 thermal reactions, and 38 

photolytic reactions. Source gases present in the model include 

N20 , CH4, CO2, CO, the chlorine-containing compounds 

CFC-11, -12, -113, -114, -115, HCFC-22, CC14, CH3CC13, and 

CH3C1 , and the bromine-containing compounds CH3Br , 

CF2C1Br, and CF3Br (see Table 3). Absorption cross section 
information was assembled from a variety of sources, including 

Jet Propulsion Laboratory (JPL) Publication 97-4. Most of the 
thermal reaction rate constants were taken from DeMore et al. 

[1997], the NASA Panel recommendations provided in JPL 
Publication 97-4. 

In simulations used to compare directly to observed data, 
the model did include the C10 + OH -• HOC1 reaction; 

however, in assessment simulations of aircraft in 2015 this 
reaction was not included. This was done to remain more 

consistent with the 2-D models which also carried out assess- 

ment simulations. A detailed treatment of heterogeneous pro- 
cesses on both sulfate and ice aerosols are included within this 

mechanism [Considine et al., 2000]. 

4.6. Heterogeneous Processes 

The GMI model includes a parameterization of polar strato- 

spheric clouds (PSC) that will respond to increases in HNO 3 
and H20 produced, for example, by aircraft emissions. Both 

type 1 and type 2 PSCs are considered. The parameterization 

also accounts for PSC sedimentation, which can produce deni- 

trification and dehydration at the poles. The GMI PSC param- 

eterization is designed to be economical, so it does not repre- 

sent the microphysical processes governing PSC behavior. 

Here we describe the basics of the parameterization; more 

details on this module are given by Considine et al. [2000]. 
The parameterization calculates surface area densities 

(SAD) for type 1 and type 2 PSCs using model-calculated 
temperatures and HNO 3 concentrations, aircraft emitted wa- 

ter vapor as well as background H20 distributions, the ambient 

pressure, and an H2SO 4 concentration which is inferred from 

the background liquid binary sulfate (LBS) aerosol distribution 
specified in the model calculation. The type 1 PSC calculation 

can be set to assume either a nitric acid trihydrate (NAT) or a 
STS composition (it is currently set to STS). The assumed 

composition of the type 2 PSCs is water ice. The vapor pressure 
measurements of Hanson and Mauersberger [1988] are used for 

NAT PSCs; the approach of Carslaw et al. [1995] is used for the 

STS composition; and Marti and Mauersberger [1993] vapor 
pressures are used for ice aerosols. The code removes both 

H20 and HNO 3 from gas to condensed phase when particles 
form. To calculate the amount of material removed from gas 
phase, the parameterization assumes thermodynamic equilib- 
rium. When ice PSCs form, the algorithm assumes that a co- 
existing NAT phase also forms and is part of the type 2 PSC. 
This provides a mechanism for significant denitrification of the 

polar stratosphere due to rapid sedimentation of the large type 
2 PSCs. A user-specified threshold supersaturation ratio for 

both NAT and ice aerosols must be exceeded before any mass 
is removed from the gas phase. Current values for these ratios 
correspond to a 3 K supercooling for NAT aerosols and a 2 K 

supercooling for ice aerosols, consistent with the estimates of 

Peter et al. [1991] and Tabazadeh et al. [1997]. 

In order to calculate the surface area density corresponding 
to a particular amount of condensed phase mass, the code 

assumes the condensed phase mass to obey a lognormal par- 
ticle size distribution. The user can specify either the total 

particle number density and the distribution width, or the par- 
ticle median radius and the distribution width, which then 

determines the conversion from condensed phase mass to sur- 
face area density. When the particle number density is held 

constant, condensation or evaporation processes result in the 

growth or shrinkage of existing particles rather than new par- 
ticle nucleation. This is thought to be more physically realistic. 

The parameterization transports the condensed phase H20 
and HNO 3 vertically to account for particle sedimentation. 

The condensed phase constituents are also subject to transport 
by the model wind fields. Fall velocities are calculated accord- 

ing to Kasten [1968] and corrected to account for the range of 
fall velocities in a lognormally distributed ensemble of aerosol 

particles. This correction factor can be important [see Consid- 
ine et al., 2000]. Because the GMI model currently specifies the 
background distribution of H20 in the stratosphere, a special 
strategy had to be developed to allow for dehydration resulting 
from particles sedimentation. This takes the form of a special 
transported constituent (named "dehyd") which is produced 
when dehydration occurs due to particle sedimentation and is 

lost when moistening of a region results from local evaporation 

of particles sedimenting from higher altitudes. Ambient H20 
concentrations are then the difference between the back- 

ground H20 and "dehyd." 

It should be stressed that this parameterization is not mi- 

crophysical. A comprehensive microphysical representation of 

PSCs would be computationally expensive and so is not appro- 
priate in a model designed for assessment calculations. 

4.7. Photolysis 

Photolysis rates are obtained by a clear-sky lookup table 
[Douglass et al., 1997]. Normalized radiative fluxes calculated 
from the model of Anderson et al. [1995] are tabulated as a 
function of wavelength, solar zenith angle, overhead ozone, 
and pressure. Temperature-dependent molecular cross sec- 

tions, quantum yields, and solar flux are tabulated separately. 

In the GMI model, fluxes and cross sections are interpolated to 
the appropriate values for each grid and integrated over wave- 

length to produce photolysis rates. This method compares well 
to the photolysis benchmark intercomparisons [Stolarski et al., 

1995]. Photolysis rates are obtained using a uniform global 
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Table 3. Detailed Description of the GMI Chemical Mechanism, Reactions, and Rates 

Kinetic Parameters 

A E/R 

k•) © /• k3• © m B 

Notes 

Reactions 

O q- 0 2 q- M = 0 3 

O q- 03 -- 2 02 
O(•D) + N 2 = O + N 2 
O(1D) + 02 = O + 02 
O(1D) + 0 3 = 202 
O(1D) + H20 = 2 OH 
O(1D) + H 2 = OH + H 
O(1D) + N20 = N 2 + 0 2 
O(1D) + N20 = 2 NO 
O(•D) + CH 4 -- CH30 2 + OH 
O(•D) + CH 4 = CH20 q- H + HO 2 
O(1D) + CH 4 = CH20 q- H 2 
O(1D) + CF2C12 = 2 C1 
O(•D) + CFCl13 = 3 C1 
O(•D) + HCFC22 = C1 
H + 02 + M = HO 2 
H+ 03 = OH+ 02 
H 2 + OH = H20 + H 
OH + 03 = HO 2 + 02 
OH + O = 02 + H 
OH + OH = H20 + O 
HO 2 + O = OH + 0 2 
HO 2 + 0 3 = OH + 2 02 
HO 2 + H = 2 OH 
HO 2 + OH = H20 + 0 2 
HO 2 + HO 2 = H20 2 + 02 
HO 2 + HO 2 + H20 = H20 2 + 0 2 + H20 
H20 2 + OH = H20 + HO 2 
N+O2=NO+O 

N + NO = N 2 + O 
NO + 03 = NO2 + 02 
NO 2 + OH + M = HNO 3 
NO + HO 2 = NO 2 q- OH 
NO 2 q- O = NO + 02 
NO 2 + 0 3 = NO 3 + 02 
NO 2 + HO 2 + M = HO2NO 2 
NO 3 + O = 02 + NO 2 
NO 3 q- NO = 2 NO 2 
NO 3 + NO 2 + M = N20 5 
N20 5 + M = NO 2 + NO 3 
HNO 3 q- OH = H20 q- NO 3 
HO2NO 2 q- M = HO 2 q- NO 2 
HO2NO 2 + OH = H20 + NO 2 + 02 
C1 + 03 = C10 + 0 2 
C1 + H 2 = HC1 + H 
C1 + H202 = HC1 + HO 2 
C1 + HO 2 = HC1 + 02 
C1 + HO 2 = OH + C10 
C10 +O-- CI+ 02 
C10 + OH = HO 2 + C1 
C10 + OH=HCI+ 0 2 
C10 + HO 2 = 0 2 + HOC1 
C10 + HO 2 = 0 3 + HC1 
C10 + NO = NO 2 + C1 
C10 + NO 2 + M = C1ONO 2 
C10 + C10 = 2C1 + 02 
C10 + C10 = C12 + 0 2 
C10 + C10 = C1 + OC10 

C10 + C10 + M = C1202 
C1202 + M = 2 C10 
HC1 + OH = H20 q- C1 
HOC1 + OH = H20 + C10 
C1ONO2 + O = C10 + NO3 
C1ONO2 + OH = HOC1 + NO 3 
C1ONO 2 + C1 = C12 + NO 3 
Br + 03 = BrO + 02 
Br + HO 2 = HBr + 02 

6.0e-34 2. 0. 0. c 

3. 

8.0e-12 2060. 

1.8e-ll -110. 

3.2e-ll -70. 

1.2e-10 0. 

2.2e-10 0. 

1.1e-10 0. 

4.9e-ll 0. 

6.7e-ll 0. 

1.125e-10 0. 

3.0e-ll 0. 

7.5e-12 0. 

1.20e-10 0. 

1.50e-10 0. 

7.20e-ll 0. 

5.7e-32 1.6 7.5e-ll 0. 

1.4e-10 470. 

5.5e-12 2000. 

1.6e-12 940. 

2.2e-ll - 120. 

4.2e-12 240. 

3.0e-ll -200. 

1.1e-14 500. 

7.0e-ll 0. 

4.8e-ll -250. 

2.9e-12 160. 

1.5e-ll 3600. 

2.1e-ll -100. 

2.0e-12 1400. 

2.32e-30 2.97 1.45e-ll 2.77 

3.5e-12 -250. 

5.26e-12 -209. 

1.2e-13 2450. 

1.8e-31 3.2 4.7e-12 1.4 

1.0e-ll 0. 

1.5e-ll -170. 

2.2e-30 3.9 1.5e-12 0.7 

8.15e-04 3.9 5.56e+ 14 0.7 

8.57e-05 3.2 2.24e+ 15 1.4 

1.3e-12 -380. 

2.9e- 11 260. 

3.7e-ll 2300. 

1.1e-ll 980. 

1.8e-ll -170. 

4.1e-ll 450. 

3.0e-ll -70.0 

1.1e-ll -120. 

1.1e-ll -120. 

4.8e-13 -700. 

0.0e-00 0. 

6.4e-12 -290. 

1.8e-31 3.4 1.5e-ll 1.9 

3.0e-ll 2450. 

1.0e-12 1590. 

3.5e-13 1370. 

2.2e-32 3.1 3.5e-12 1.0 

1.69e-05 3.1 2.69e + 15 1.0 

2.6e-12 350 

3.0e-12 500. 

4.5e-12 900. 

1.2e-12 330. 

6.5e-12 -135. 

1.7e-ll 800. 

1.5e- 11 600. 

11000. 

10900. 

8744. 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c 

c (branching ratio, JPL note A9) 
c (JPL notes A2 and A15) 
c (JPL note A15) 
c (JPL notes A15 and A23) 
c 

c 

c 

c 

c 

c 

c 

c 

c (products, JPL note B5) 
c 

d 

e 

c 

c 

c 

c 

f 

c 

g 
c 

c 

c 

c 

c 

c 

c (see expression in reference) 
c 

c (products assumed) 
c 

c 

c 

c 

c 

c 

k from c, see h for branching ratio 
k from c, see h for branching ratio 
c (branching ratio, JPL note F43) 
c (branching ratio, JPL note F43) 
c 

c 

c 

c 

c 

c 

c 

c 

c 

i 

c (products assumed) 
c (products, JPL note F71) 
c 

c 
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Table 3. (continued) 

Kinetic Parameters 

A E/R 

kg 00 r/ k3• 00 m B 

Notes 

Br + CH20 = HBr + HO 2 + CO 
BrO + O =Br+ 02 
BrO + HO 2 = HOBr + 02 
BrO + NO = Br + NO 2 
BrO + NO2 + M = BrONO2 
BrO + C10 = Br + OC10 

BrO + C10 =Br+ CI+ 02 
BrO + C10 = BrC1 + 02 
BrO +BrO =2Br+ 02 
HBr + OH = Br + H20 
CO + OH=H+ CO2 
CH 4 + OH = CH30 2 + H20 
CH20 + OH = H20 + HO 2 + CO 
CH20 + O = HO 2 + OH + CO 
C1 + CH 4 = CH30 2 + HC1 
C1 + CH20 = HC1 + HO 2 + CO 
CH30 2 + NO = HO 2 + CH20 + NO 2 
CH30 2 + HO 2 = CH3OOH q- 0 2 
CH3OOH + OH = CH302 + H20 
CH3C1 + OH = C1 + H20 + HO 2 
CH3CC13 + OH = 3 C1 + H20 
HCFC22 + OH = C1 + H20 
CH3C1 + C1 = HO 2 + CO + 2 HC1 
CH3Br + OH = Br + H20 + HO2 
N20 5 + LBS = 2 HNO 3 
C1ONO 2 + LBS = HOC1 + HNO 3 
BrONO2 + LBS = HOBr + HNO3 
HC1 + C1ONO2 = C12 + HNO 3 
HC1 + HOC1 = C12 + H20 
HOBr + HC1 = BrC1 + H20 
N205 + STS = 2 HNO 3 
C1ONO 2 + STS = HOC1 + HNO 3 
BrONO2 + STS = HOBr + HNO3 
HC1 + C1ONO 2 = C12 + HNO 3 
HC1 + HOC1 = C12 + H20 
HOBr + HC1 = BrC1 + H20 
C1ONO2 + NAT = HOC1 + HNO3 
BrONO 2 + NAT = HOBr + HNO3 
HC1 + C1ONO 2 = C12 + HNO 3 
HC1 + HOC1 = C12 + H20 
HC1 + BrONO2 = BrC1 + HNO3 
HOBr + HC1 = BrC1 + H20 
C1ONO 2 + ICE- HOC1 + HNO 3 
BrONO2 + ICE = HOBr + HNO3 
HC1 + C1ONO 2 = C12 + HNO 3 
HC1 + HOC1 = C12 + H20 
HC1 + BrONO2 = BrC1 + HNO3 
HOBr + HC1 = BrC1 + H20 
HNO 3 + SOOT = NO2 + OH 

Reaction (photolysis process) 
O2+hv=O+O 
03+hv = O + 02 
03 + h v = O(1D) + 02 
HO 2 + h v = OH + O 
H202 + h v = 2 OH 
H20 + h v = H + OH 
NO+hv=N+O 

NO 2 q- h v = NO + O 
N20 + hv = N 2 + O(1D) 
NO3 + h v = NO 2 + O 
NO 3 + h v = NO + 02 
N205 + h v = NO 2 + NO 3 
HNO 3 + h•, = OH + NO 2 
HO2NO 2 q- h•, = OH + NO 3 
HO2NO 2 + h v = HO 2 + NO 2 
C12 + h v = 2 C1 
OC10 +hv = O + C10 

C1202 q- h v = 2 C1 + 0 2 
H OCl+hv = OH+ C1 

1.7e-ll 800. 

1.9e-ll -230. 

3.4e-12 -540. 

8.8e-12 -260. 

5.2e-31 3.2 6.9e-12 2.9 

1.6e-12 -430. 

2.9e-12 -220. 

5.8e-13 - 170. 

2.4e-12 -40. 

1.1e-ll 0 

2.45e-12 1775. 

1.0e-ll 0. 

3.4e-11 1600. 

1.1e-ll 1400. 

8.1e-ll 30. 

3.0e-12 -280. 

3.8e-13 - 800. 

2.7e-12 -200. 

4.0e-12 1400. 

1.8e-12 1550. 

1.0e-12 1600. 

3.2e-ll 1250. 

4.0e-12 1470. 

c 

c 

c (products, JPL note G21) 
c 

c 

c 

c 

c 

c (branching ratio, JPL note G37) 
c 

J 
c 

c 

c 

c 

c 

c 

c 

c (branching ratio, JPL note D15) 
c 

c 

c 

c 

c 

k 

k 

k 

k 

k 

k 

1 

1 

1 

1 

1 

1 

m 

m 

m 

m 

m 

m 

n 

n 

n 

n 

n 

n 

o 
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Table 3. (continued) 

Kinetic Parameters 

k3o © n k} © rn 

E/R 

Notes 

Reaction (photolysis process) 
C1ONO 2 q- h •, = C1 + NO 3 
C1ONO 2 + ht, = C10 + NO 2 
BrCl+h•, =Br + C1 

BrO +h•, =Br + O 

HOBr+h•, =Br + OH 

BrONO 2 + h t, = Br + NO 3 
BrONO 2 + h t,- BrO + NO2 
CH3OOH + h v = CH20 + HO 2 + OH 
CH20 + h v - CO + H 2 
CH20 + h v = HO 2 + CO + H 
CH3C1 + h v = CH302 q- C1 
CC14 q- h v = 4 C1 
CH3CC13 + h v - 3 C1 
CFC13 + h v = 3 C1 
CF2C12 + h v = 2 C1 
CFCl13 + h v = 3 C1 

CH3Br + h v = Br + CH302 
CF3Br +hv = Br 
CF2C1Br + hv = Br + C1 

a m _-- Ae--E/RT. 

bk = {(ko(r)[M])/(1 + ko(r)[M]/ko•(r))}O.6{•+t•ømø(kø(r)tMl/k•(r))123-•e-B/T, ko(r ) = k3oøø(T/300) -n, ko•(T)= k•øø(T/300) -m. 
CDeMore et al. [1997]. 
dk = 2.3 X 10-•3e 6øø/r + 1.7 X 10-33[M]e •øøø/r 
ek = (2.3 X 10-•3e 6øø/r + 1.7 X 10-33[M]e•øøø/•)l.4 X 10-2•e 22øø/T 
fBrown et al. [1999]. 
gGierczak et al. [1999]. 
hLipson et al. [1997]; branching ratio for HC1 as product -- 1.7 x 10-•3e363/r/4.2 X 10-•2e 28ø/T. 
iGoldfarb et al. [ 1998]. 
JFrom reference in note c above; k = 1.5 x 10-•3(1.0 + 0.6P), P in atm. 
kHeterogeneous surface reaction; LBS represents liquid binary sulfate aerosol surface area. 
•Heterogeneous surface reaction; STS represents sulfate ternary solution aerosol surface area (PSC type I). 
mHeterogeneous surface reaction; NAT represents nitric acid trihydrate aerosol surface area (alternate form of PSC type I). 
nHeterogeneous surface reaction; ICE represents ice aerosol surface area (PSC type II). 
øHeterogeneous surface reaction; SOOT represents carbonaceous aerosol surface area. 

mean surface albedo of 0.3 and a cloud-free atmosphere. Cross 
sections and quantum yields are from DeMore et al. [1997]. 

4.8. Diagnostics 

Diagnostics have been implemented in the GMI model to 

enable assessing total mass and the changes in species concen- 
trations in each grid box caused by each operator (i.e., hori- 
zontal and vertical advection, chemistry, etc.). The diagnostic 
tracks concentrations before and after each module, and pro- 
vides time-averaged information in one-dimensional (in alti- 

tude) or two-dimensional (in latitude and altitude) output. 
Such diagnostics are very useful in analyzing what processes 
control the distribution of chemical species in particular re- 

gions of the atmosphere. 

4.9. Tropospheric Treatment and Transport 

The chemical mechanism was focused primarily on quality 

and efficient stratospheric chemistry simulations. For wet scav- 

enging, the model used a simple vertically dependent removal 
lifetime [Logan, 1983]. Near the ground the lifetime of wet- 
deposited species was assumed to be 1 day and increases to 38 
days near the tropopause. Species deposited using this method 
are HNO3, HC1, and BrONO 2. There are no surface emissions 

of chemical species, and the model does not include dry dep- 

osition, vertical diffusion, or convection schemes for tracer 

transport. 

4.10. Initial and Boundary Conditions 

Zonally averaged initial conditions for chemical species are 
obtained from the GSFC 2-D model. Boundary conditions for 
the source gases in the GSFC 2-D model were set as follows: 

evaluation/validation runs for comparison to observations used 
1995 conditions from WMO [1994, Table 6-3], while aircraft 
assessment simulations representing 2015 used conditions de- 
scribed by Stolarski et al. [1995]. For these long-lived species 
the GMI model reset the bottom two model layers to the 
values obtained from initial conditions. 

The GMI focused on stratospheric chemical processes im- 
portant to HSCT assessments and did not attempt to predict 
the background distribution of water vapor related to complex 
tropospheric hydrologic processes. Instead, it incorporated wa- 
ter vapor fields obtained from an assimilation of MLS water 

vapor measurements into the GSFC 2-D model. To allow the 

polar stratospheric cloud parameterization to correctly repre- 
sent polar processes such as dehydration, the background wa- 

ter vapor fields necessarily eliminated any dehydration as seen 
in MLS measurements. A regression algorithm involving 
CLAES N20 measurements and MLS water vapor measure- 
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ments was used to fill dehydrated regions in the MLS obser- 

vations. The resulting altered MLS water vapor distribution 

(from 80øS to 80øN, and from 70 hPa to 0.3 hPa) was used to 
constrain the GSFC 2-D model. In the troposphere, water 

vapor was further constrained by observations of Oort [1983]. 
Steady state 2-D water vapor fields were used as background in 
GMI simulations. 

The GMI model used distributions of monthly averaged 

aerosol surface area densities for heterogeneous reactions on 

sulfate aerosols. For present-day simulations of the GMI 

model, we used SAGE-based surface area density data from 

Thomason et al. [1997] which described the background distri- 

bution of aerosols during the year of 1996. For the aircraft 

assessment we used the designated SA0 distribution represent- 

ing a clean atmosphere as detailed by WMO [1992, Table 8-8]. 
In neither case did we attempt to include the sulfate aerosols 
created by the combustion process of aircraft fuels containing 
sulfur. Two-dimensional model simulations of aircraft effects 

show important perturbations caused by this additional source 
of sulfate aerosols [Kawa et al., 1999; IPCC, 1999]. Future work 
with the GMI model will include these effects. 

5. Parallelization and Computational 
Timings of GMI 

Three-dimensional atmospheric chemistry models require 

large amounts of computer time and effort because of the 
complex nature of the modeling and the need to perform long 
simulations due to the long timescales of the stratosphere. To 

enable multiyear chemistry simulations, the GMI core model 
was parallelized to make use of the most powerful computa- 
tional platforms available. An existing LLNL computational 
framework [Mirin et al., 1994] was used to implement the GMI 
model on parallel computers. This framework uses a two- 

dimensional longitude/latitude domain decomposition 

whereby each subdomain consists of a number of contiguous 

columns having a full vertical extent. Processors are assigned to 

subdomains, and variables local to a given package/subdomain 

are stored on the memory of the assigned processor. Data are 

transmitted between computational processes, when needed, 

in the form of messages. The number of meshpoints per sub- 

domain may be nonuniform, under the constraint that the 
decomposition be logically rectangular. The choice to decom- 
pose in only two dimensions is based on the fact that the 

chemistry, photolysis, and cold sulfate algorithms make up the 
vast majority of the computational requirements and are all 
either local or column calculations. Thus these computations 

require no communication with neighboring grid zones and 
hence maximize the parallel efficiency. 

Because of the wide spectrum of architectures together with 

a typical computer lifetime of just a few years, it is important 

to maintain a portable source code. We have encountered two 

major issues that affect portability: message passing and dy- 
namic memory management. To address these issues, we use 

the MPI message passing interface and FORTRAN90's dy- 

namic memory capabilities. The GMI model runs on virtually 
all leading edge massively parallel processors, including the 

Cray-T3E, SGI Origin2000, and IBM-SP. The model also runs 

on clusters of workstations (IBM, SUN, COMPAQ/DEC), as 
well as on the Cray-C90 and J90 (multitasking was not imple- 
mented in the model, hence C90 and J90 simulations used one 

processor). Although portability is quite important, it is equally 

important to exploit each architecture as much as possible. 
Toward that end, the framework makes use of conditional 

compilation to allow inclusion of optimization constructs par- 

ticular to given architectures. The parallel framework provides 

the domain decomposition functionality, the detailed aspects 

of the message passing, and a number of other useful utilities. 

Nearly all coding in the model is written in FORTRAN 77/90, 
with a small amount of C. This framework is the backbone of 

the GMI model. All submitted algorithms and modules have 

been incorporated into this structure. This two-dimensional 

decomposition does impose communication requirements in 

the east-west and north-south advection operator. The FFSLT 

scheme requires species information in the adjacent two cells 

in order to form the profiles of species distributions to establish 

the flux of species through cell edges. However, the unique 

capability of the FFSLT to accurately deal with high Courant 

number flows in the east-west direction near the poles was a 

special issue for parallelization. In that region of the grid the 

size of the grid zone becomes very small in the east-west 

direction, and to enable large time steps (i.e., Courant stability 
defined on the equatorial grid sizes), the Courant numbers 
near the pole become larger than 1. The algorithm accurately 

deals with these large Courant numbers in the polar region by 
changing its advection algorithm to one that possesses a La- 

grangian (trajectory) character (here it shares many character- 
istics with traditional semi-Lagrangian methods, and hence its 

name of the flux form semi-Lagrangian scheme; see Lin and 

Rood [1996] for details of the implementation). With the pos- 
sibility of Courant numbers much larger than one, we needed 

to ensure domains have species information at locations larger 

than two adjacent grid zones. For each subdomain we maintain 

"ghost cells" which represents the species information in the 

adjacent zones. Information in these ghost zones is exchanged 

between domains via message passing. The possibility of large 

Courant numbers in the polar regions forces the need for large 

numbers of ghost zones in the east-west direction, which in- 

creases the communication cost (and hence, decreases the 
parallel efficiency). As a compromise, we use four ghost zones 
in each direction and adjust the time step to ensure Courant 

numbers are never larger than four. 

The parallelization effort has worked well to allow multiyear 
stratospheric chemistry simulations and has enabled the appli- 
cation of the GMI model to the assessment of stratospheric 

aircraft emissions [Kawa et al., 1999; Kinnison et al., this issue]. 
The breakdown of the CPU requirements on a Cray C90 for 

the GMI model is as follows: chemistry, 78%; advection, 12%; 

photolysis, 7%; cold sulfate/PSC, 3%. These values are approx- 
imate only and represent the breakdown on a C90 style large 

vector machine (see next section for more details). Given the 
communication costs of the advection scheme, on parallel ma- 

chines the fraction of time spent there will be larger. However, 

in general, the local and column processes of chemistry, pho- 

tolysis, and PSC/cold sulfate correspond to the majority of the 

computational needs and allow good parallel efficiency. Scal- 

ing is near linear when increasing processor numbers to about 

100. Increasing above that level, .we see about 70-80% effi- 
ciency. This makes sense since on a given problem, increasing 

the processor count decreases the number of grid zones in a 

domain, but the number of ghost zones required remains at 

four. Eventually, you reach a point where the number of ghost 

zones is larger than the number of zones in the computational 

domain, which acts to decrease the parallel efficiency. None- 

theless, the use of parallel computers allowed us to carry out 
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Table 4. Advection Algorithm Timings With a Single 

Tracer (No Chemistry) 
Table 6. FFSLT Algorithm Tracer Transport (No 
Chemistry) Dependence on Number of Species 

Timing (C90 Seconds per Number of 
Algorithm Year per Grid Zone) Species 

FFSLT 0.024 1 

SLT 0.020 10 

SOM 0.150 25 

5O 

Timing (C90 Minutes per 
Simulated Year) a 

55 

449 

1110 

2182 

many more simulations than possible otherwise. The actual 

assessment simulations were done [see Kinnison et al., this 

issue] using a grid resolution of 4 ø by 5 ø in the horizontal and 

44 levels in the vertical. The total number of species was 51. On 
a Cray C90 a simulated year required approximately 308 hours 

to complete. The same problem, using 181 processors of a Cray 
T3E-600, required 35 hours. (Timings here represent CPU 
times.) We present a series of GMI model computer timings 
(all timings are CPU times) in Tables 4-8. 

6. Scientific Performance of Numerical 

Solution to Chemistry 

Two photochemical solvers, the Onera-SIS and SMVGEAR 

II solvers introduced above, were investigated as potential 
modules for the GMI assessment calculations. Solver deriva- 

tions and numerics have been discussed above and in the cited 

references. In summary, the Onera-SIS solver is expected to be 
stable for photochemical time steps at or below 900 s, to 
conserve atomic abundances, and to be fast at third-order 

accuracy. The SMVGEAR II solver uses a variable-order tech- 

nique with variable internal time steps, which allows longer 
operator time steps, if desired. SMVGEAR II is expected to 
produce a more accurate solution around terminator transients 

than Onera-SIS with its fixed time step. The additional com- 

putational cost of the SMVGEAR II technique as applied in 
GMI is shown in Tables 7 and 8. 

Initial comparisons were made in box model simulations 
with initial conditions taken from multidimensional strato- 

spheric model output. Thirty day simulations with 900 s time 
steps were conducted for the Onera-SIS and LSODE solvers. 

The LSODE solver is a relative and precursor of the 
SMVGEAR II solver, suitable for application in a single box. 
Photolysis frequencies were precalculated and held fixed dur- 

ing each time step. Figure la shows the absolute value of the 

percent difference in 24 hour average concentrations of the 
last day of simulation, representing mid-January at 48øN lati- 
tude and 20 km altitude, for Onera-SIS relative to LSODE. 
The error tolerances for the LSODE simulation were set such 

that the results for all species other than O(•D), H, and N 
should be accurate to within 1%, and in most cases much more 

Table 5. FFSLT Advection Scheme With Single-Tracer 

Transport (No Chemistry) Timing Dependence on 
Horizontal Resolution 

Timing (C90 Minutes per 
Resolution Simulated Year) a 

2 ø x 2.5 ø resolution at 900 s time step 
4 ø x 5 ø resolution at 900 s time step 
4 ø x 5 ø resolution at 1800 s time step 

343 

106 

55 

•All with 44 level data. 

•Timings for 1800 s time step at 4 ø by 5 ø resolution with 44 vertical 
layers. 

accurate. The differences in Figure 1 show that the Onera-SIS 

solver can be considered accurate to the few percent level 
(integrating across all species) after a simulated month. 

The species that exhibit larger relative differences are those 

species, C12, OC10, BrC1, NO3, and some others, whose pro- 
duction terms are closely related to photochemical behaviors 

around the terminator. These differences were expected as 
trade-offs of assumptions made in solver design. The results of 
a series of box model runs with time steps as short as 15 s 
supported the contention that the observed differences arose 

from the time step length rather than other unidentified prob- 
lems. Differences for these species in these runs decreased 
monotonically as the time step decreased. 

Figure lb is analogous to Figure la, but for the full GMI 
model. The comparison of the Onera-SIS solver to the 

SMVGEAR II solver, for January 15 output of the GMI model 

for 46øN and 70 hPa with common initial conditions on January 
1, was constructed for the zonal means. The overall level of 

agreement in Figure lb is quite similar to Figure la, although 
transport interactions with photochemistry could affect the 

results in Figure lb. The larger differences are again for those 
species whose concentrations are most sensitive to changing 
abundances near the terminator, where the Onera-SIS solver's 

fixed time step is expected to affect the solution relative to the 
variable time step in SMVGEAR II. 

The next step in the comparison is the analysis of how the 

errors accumulate over the longer time integration necessary, 
for example, for the assessment calculations. Figure lc shows 
the species comparisons for a full year calculation with both 

Onera-SIS and SMVGEAR II. This comparison is constructed 
somewhat differently, in that relative differences are calculated 

for each space-time point in the output before the distribution 

is formed. This is a more stringent test than the comparison of 
zonal or diurnal averages, as in Figures la and lb, because the 

Table 7. GMI Model Stratospheric Chemistry Timing 
Studies (Using FFSLT Advection) Split by Major Operator 
and Showing Dependence on Chemistry Solution Technique a 

Chemistry Solution Technique 

SIS SMVGEAR II 

Physics operator chemistry 242 321 
photolysis 21 21 
PSC/SAD 9 9 

transport 36 36 

Total 308 387 

•All runs use the same chemical mechanism. Timings are given as 
Cray C90 hours per simulated year, using the 4 ø by 5 ø by 44 meteoro- 
logical field. 
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Table 8. GMI Model Stratospheric Chemistry Timing 
Studies Using the FFSLT Advection, Showing Dependence 
on Chemistry Solution Technique on the Cray T3E-600 and 
SGI Origin 2000 Platforms a 

Cray SGI 
T3E-600 Origin 2000 

Chemistry solution SIS 116 103 
technique SMVGEAR II 334 163 

aAll runs use the same chemical mechanism and involve all the 

modules needed for aircraft assessment. Timings are given as CPU 
hours per simulated year using 31 processors and the 4 ø by 5 ø by 44 
meteorological field. 

contribution of differences is not made relative to the constit- 

uent concentration. That is, a large relative difference encoun- 

tered at some point in the stratosphere where the species is 
very small is given the same weight as a relative difference at 

the species' maximum abundance. The region of comparison 
was restricted to the stratosphere, and very small concentra- 
tions (less than 10 -4 molecules cm -3 or a mole fraction of 
10 -24 , as appropriate) were excluded. The distribution was 
also area-normalized, but not weighted for altitude or ambient 
pressure. The open section of the bar represents the mean of 

the distribution for each species, and the hatched bar repre- 
sents the relative difference value that includes 90% of the 

points in space and time. For HC1 these values are actually 
inverted, in that the ninetieth percentile is less than the mean 
value, indicating a long tail on the distribution. This did not 
occur for any other species. 

The results of this comparison (Figure lc) show that differ- 
ences accumulate slowly, an indication that the abundances of 

the trace species are buffered, by the photochemical environ- 
ment, against transport-driven divergence of the solution. The 

grouping of species by solver difference and the magnitudes of 
the differences are similar to the results of the shorter runs in 

Figures la and lb. This lends additional support to the choice 
of Onera-SIS for the assessment runs. 

Finally, consideration of the distribution and the pattern of 
differences for each individual species can reveal whether the 
behavior can be explained by the nature of the mechanism and 

the expected effects of solver assumptions, or appears to signal 
some error in the solver. Figure 2 shows the solver difference 

distribution for ozone, plotted against the cumulative concen- 
tration distribution. 

Ozone concentration as number density spreads over nearly 
2 orders of magnitude, and the mean absolute difference be- 

tween solvers is always less than 0.5%. At the locations of the 
upper 95% of ozone concentrations, 90% of the solver differ- 

ences are within 1%. At the locations of the upper 50% of 
ozone concentrations, 99% of the solver comparisons are 
within 1%. The far outliers in the difference distribution tend 

to occur in the south polar spring, where heterogeneous pro- 
cesses are activating inorganic chlorine. 

The case of ozone shows that distributions of differences, 

summarized in Figure 1 above, are not themselves evenly dis- 
tributed in time and space. Differences in species with fast 
photochemical time constants tend to cluster around the ter- 

minator. The chemical relationship of species will cause dif- 
ferences in one species, for example, HO2, to propagate to 
another, H20 2 in this case. 

For most of the species with the largest average differences, 
solver differences for locations with concentrations in the up- 
per decade (representing a few percent of the distribution) are 
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Figure 1. (a) Absolute value of the relative difference of the diel averages of the Onera-SIS solver relative 
to the LSODE solver for 48øN, 20 km, January 15, thirtieth day of repeating diel box model integration; (b) 
comparison of January 15 zonal mean at 46øN, 70 hPa for Onera-SIS in the GMI model to SMVGEAR II in 

the GMI model; (c) global, annual comparison of Onera-SIS to SMVGEAR II (see text for details). 
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Figure 2. The cumulative probability distribution for ozone concentration in the GMI model is shown in the 
upward trending solid line and is associated with the right axis. The downward trending solid line is the mean 
of the absolute values of the solver differences for all points with ozone concentrations larger than the 
indicated concentration, that is, the fiftieth percentTie of the difference distribution for concentrations at or 
above the threshold value. The dashed line is the ninetieth percentTie difference value, for which 90% of the 
differences are smaller than the plotted value for all points with equal or greater ozone concentrations. The 
dotted line is the 99th percentTie. 

much smaller than the mean. For example, C12 differences for 

the upper decade of concentration average about 8%, with 
differences of about 2% for the largest concentrations. Re- 

gions of heterogeneous activation of inorganic chlorine are 

also characterized by larger differences. For CH302, solver 
differences actually increase with number density in the cumu- 

lative distribution, as the largest concentrations are reached 

when atomic C1 is large, in the austral polar spring, as a result 

of the C1 + CH 4 reaction, which is usually of lesser importance. 

It is, perhaps, important to note that the solver differences 
shown in the figures above are, in almost every case, not visible 

comparing the solvers side by side on the conventional contour 

or false color plot. The decision to select Onera-SIS for the 

GMI assessment calculations was made qualitatively on a cost- 

benefit basis, trading computational performance against ac- 

curacy of the photochemical species abundances, in the light of 
the necessity to complete a set of assessment runs. 

7. Transport Model Application and Validation 

As discussed earlier, the GMI model incorporated the flux 
form semi-Lagrangian scheme as its primary transport opera- 

tor. We have validated the meteorological data and transport 
model implementation through simulations of stratospheric 

tracers and comparisons to similar model runs at the originat- 

ing organization. Three test cases provided the primary com- 

parison: a steady state N20 simulation, the NASA Models and 

Measurements II [Park et at., 1999] Age of the Air diagnostic 
(MMII A1), and the NASA Models and Measurements II 
Artificial NOx type tracer (MMII A3). 

This validation took place in two stages. After implementing 

the transport algorithms and meteorological data into the GMI 

model, the first stage used N20 simulations to test the imple- 

mentation of the advection operator and the meteorological 

data. Using tabulated values of monthly averaged loss rates 

(from photolysis and OlD loss (M. Prather, personal commu- 
nication, 1995)), we tested these models against simulations of 

N20 made using the parent models from which the GMI ad- 
vection schemes were taken. In each case, we were able to 

match the simulations very well indicating that the advection 

schemes and meteorological data sets were correctly imple- 

mented. The second, and more interesting stage, was to eval- 
uate the application of the FFSLT algorithm to the three 

meteorological data sets. For this evaluation, in addition to 

N20 , we also used the NASA Models and Measurements II A1 

and A3 tracers. The A1 tracer was a diagnostic to generate the 
age spectrum of the atmospheric model. The A3 tracer was the 

emissions of a hypothetical tracer from a projected fleet of 

high-speed civil transports (HSCTs). For more information on 
the NASA MMII tracer and analysis, see Park et at. [1999]. The 
goal was to compare the long-lived tracer distributions ob- 

tained using FFSLT to those distributions obtained using the 

parent model's advection scheme. Thus, in stage one, we ran 
the NCAR meteorological data through the NCAR SLT rou- 

tine and reproduced the correct profiles. Next we used the 

NCAR meteorological data through the FFSLT advection rou- 

tine to investigate differences in the profiles caused by the 

different advection operator. 

Figure 3a shows the N20 zonal averaged (steady state) pro- 
files from the MACCM2 meteorological data and the NCAR 

SLT algorithm. Figure 3b shows the same calculation using the 

FFSLT advection operator. Comparing Figures 3a and 3b 

shows the profiles of N20 to be very faithfully reproduced 
using the FFSLT advection operator. In its current form the 

FFSLT routine requires grids with equally spaced grids in the 
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Figure 3. Steady state zonal averaged N20 simulation results for January using the GMI model. (a) Results 
obtained using the NCAR MACCM2 meteorological input data with the semi-Lagrangian advection algo- 
rithm. (b) Results obtained using the NCAR MACCM2 meteorological input data with the flux form 
semi-Lagrangian advection scheme. Units are ppbv. 



ROTMAN ET AL.: GMI MODEL--MODEL DESCRIPTION AND TESTING 1683 

(a) 

10 

•-' 100 

IOO0 

-90 

300 

-60 -30 0 30 60 90 

Latitude 

lO 

(b) 

lOO 

1000 , , , I , , , , I • , , , I , , , 

--50 0 50 

Lotitude 

Figure 4. Steady state zonal averaged N20 simulation results for January using the GMI model. (a) Results 
obtained using the GISS II' meteorological input data with the second-order moment method advection 
scheme. (b) Results obtained using the GISS II' meteorological input data with the flux form semi-Lagrangian 
advection scheme. Units are ppbv. 

latitude and longitude direction. Since the MACCM3 data 

were originally provided on a Gaussian grid, the data were 
interpolated onto a fixed 4 ø by 5 ø grid. Even with this additional 

interpolation, the results match very well. The NCAR SLT 

routine appears to be slightly better in keeping a stronger 
gradient in the extratropical regions, but it is not clear whether 

this is an advection scheme issue or an issue arising from the 
added interpolation. 

Figure 4a shows the N20 zonal averaged (steady state) pro- 
file from the GISS II meteorological data and the UCI second- 

order moment (SOM) advection scheme. Figure 4b shows the 
profile from the GISS II data obtained using the FFSLT 
scheme. Comparisons of these plots show the SOM is better 
able to maintain gradients in the N20 profiles, but the overall 
structure is reproduced very well. 

It should be noted that in both of these cases, the FFSLT 

scheme is calculating the vertical fluxes from the input hori- 
zontal wind data. We have assessed the predicted vertical mass 
fluxes in the FFSLT and in the other advection routines, and in 

both cases, the FFSLT has accurately calculated the same 
vertical fluxes that the SLT and SOM predict when using those 
meteorological data. This validation and sensitivity test sug- 
gests that for long-lived tracers, like N20 , the particular char- 
acteristics of the advection operator do not influence the dis- 
tribution. This does not address whether the N20 simulations 
reproduce observed data. That has been addressed by Douglass 
et al. [1999]. 

Another test of the sensitivity of stratospheric transport to 
advection operator is the age diagnostic as defined by the 
NASA Models and Measurements II workshop (see Park et al. 
[1999] for details). In short, this test case inputs a short (month 
long) pulse of tracer into the equatorial lower troposphere, 
then stops the pulse and imposes a loss rate in the troposphere. 
The speed at which the tracer is eliminated from the tropo- 
sphere by dynamics of the stratosphere through stratosphere/ 
troposphere exchange is representative of the residence time 

and overturning rate of the stratosphere. Figures 5a and 5b 
show the mean age of the MACCM2 meteorological data as 
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Figure 5. Maan aga of air as calculatad with tha NCAR MACCM2 mataorological input data with (a) tha 
sami-Lagrangian advaction schama and (b) tha flux form sami-Lagrangian schama. Units ara yaars. 

simulatad using tha SLT and FFSLT (raspactivaly) and Figuras 
6a and 6b show tha sama using tha GISS data. Again, tha GMI 
modal rasults match tha original modal rasults vary wall. It 

should ba notad that obsarvations suggast stratospharic air 
with a maan aga that is longar than simulatad with aithar 

MACCM2 or GISS II [saa Hall e! al., 1999]. As notad in tha 

NASA MMII raport [Park et al., 1999] and by Hall et al. [1999], 
this is charactaristic of most two- and thraa-dimansional atmo- 

spharic modals and is still an araa of intansa rasaarch. 

Tha GMI modal was davalopad to produca assassmants of 

tha anvironmantal consaquancas from tha amissions of a pro- 
posad flaat of suparsonic aircraft. Tha NASA Modals and 

Maasuramants II constructad a tast problam, tha A3 tracar 

tast, to avaluata tha ability of a modal to simulata a tracar 

raprasanting aircraft amissions. Tha A3 tracar run was basad 

on an HSCT amission scanario [Baughcum and Henderson, 
1998] assuming 500 HSCTs flying batwaan 17 and 20 km with 

a NOx amission indax of 10 grams (as NO2)/kilogram of fual 
burnad [Park e! al., 1999]. Tha tracar was amittad via thasa 
scanarios and lost via alimination if tha tracar movad to within 

6 km of tha surfaca. Simulations ara run until staady stata. 
Figura 7 shows tha rasults of tha GMI modal with all thraa 

mataorological data sats and thosa producad by tha parant 
organization of tha data sats. All distributions in tha first col- 

umn wara obtainad using tha GMI modal with tha FFSLT 

advaction schama, hanca diffarancas show tha sansitivity to tha 
mataorological data. Tha top row raprasants tha simulations of 

tha GMI and GSFC using tha DAO assimilation data. In this 

casa, tha GSFC simulation usad tha sama advaction oparator 
but was run at a highar rasolution (2 ø by 2.5 ø varsus 4 ø by 5 ø in 
tha GMI simulation). This highar rasolution battar maintains 
tha tracar in tha ragion of amission and, in particular, allows 
lass transport of tracar into tha Southurn Hamisphara. Tha 
middla panal shows tha simulation using tha MACCM2 mata- 
orological fialds in tha GMI modal and tha NCAR MATCH 

modal using tha NCAR SLT advaction schama. Thasa simu- 

lations show larga diffarancas. Through additional tasting and 
analysis, it is baliavad this diffaranca is causad by tha "mass 
fixar" raquirad within tha SLT algorithm in tha MATCH 
modal. Furthar tasting (D. Waugh, privata communication, 
1998) showad that distributions of this tracar diffarad graatly 
whan tha mass fixar was or was not usad. Racall that in Figura 
1 wa showad that for N20 thara wara no significant diffarancas 
batwaan simulations carriad out with tha FFLST and SLT 

advaction schamas. Howavar, for tha HSCT tracar (Figura 7) 
this sama advaction schama comparison shows larga diffar- 
ancas. Possibly, tha influanca of tha mass fixar is graatar for 
thosa spacias whosa maximum concantrations occur in tha 
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Figure 6. Mean age of air as calculated with the GISS II' meteorological input data with (a) the second- 
order moment advection scheme and (b) the flux form semi-Lagrangian scheme. Units are years. 

stratosphere (like the HSCT) versus those whose maximum is 
near the surface (like N20 ). The bottom panel shows the A3 
simulation using the GISS II data in both the GMI model and 
the UCI CTM using the SOM advection scheme. The simula- 

tions compare very well. We conclude from these simulations 
that the SLT scheme is not well suited to studies of strato- 

spheric aircraft emissions since simulation results are strongly 
dependent on the use (or nonuse) of the mass fixer. 
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Figure 7. Steady state simulations of NOx-like aircraft emissions (NASA MMII tracer A3). (top) Results 
from a 4 ø by 5 ø horizontal resolution simulation (GMI/DAO) and a 2 ø by 2.5 ø horizontal resolution (GSFC- 
3-D) using the NASA DAO assimilation input data. Simulations show higher horizontal resolution to isolate 
tracer to emission region. (middle) Results from MACCM2 input data in the flux form semi-Lagrangian 
transport algorithm and the semi-Lagrangian algorithm. Differences were attributable to the use of a mass 
fixer in the semi-Lagrangian algorithm. (bottom) Good agreement between the flux form semi-Lagrangian and 
second-order moment advection schemes. Units are ppbv. 

Distributions in the first column of Figure 7 show only the 
influence of input meteorological data on the HSCT emission 

distribution (all other aspects of the model were held con- 
stant). Studies carried out in MMII showed the mean age in 
the DAO meteorological data to be less than those of the 

MACCM2 and GISS II' [see Park et al., 1999]. Distributions in 
Figure 7 suggest that for those models with lower mean ages 
(DAO), they accumulate less exhaust material in the lower 
stratosphere. Recent work by Hall and Waugh [2000] suggests 
there may be a more quantitative relationship, albeit not per- 
fect, between mean age and buildup of aircraft emissions. For 
example, they suggest that a mean age of 3 years suggests a 

typical residence time of aircraft emissions of 1.1 to 2.1 years, 

while reducing the mean age to 2 years reduces the residence 

time to 0.6 to 1.2 years. For more discussion of this subject, see 
Kawa et al. [1999]. 

8. Sensitivity of Simulations to Advection 
Scheme Parameters 

The GMI model's primary advection algorithm is the flux 

form semi-Lagrangian transport (FFSLT) [Lin and Rood, 
1996]. Within its algorithmic structure there are multiple 

choices for monotonicity constraints that have implications on 
the subgrid tracer distribution used to calculate fluxes across 

cell edges. In an effort to understand the sensitivities of tracer 

simulations to the selection of these constraints, we have car- 

ried out further simulations of MM II A1 and A3 using the 
FFSLT scheme. In the nomenclature of the FFSLT scheme 

these various choices are referred to as ORDs, and one has 
choices of these constraints in the horizontal and vertical di- 

rections (i.e., IORD, JORD, and KORD). In our simulations 
the sensitivities seem to be small with respect to IORD and 
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Figure 8. NASA MMII A-1 age diagnostic using the GISS II' input meteorological data. Figure shows the 
second-order method scheme results and those of two versions of the flux form semi-Lagrangian (FFSLT) 
method. Case A of the FFSLT used a monotonicity constraint that allowed no overshoots and undershoots. 
Case B of the FFSLT used a monotonicity constraint that allowed only overshoots (remained positive 
definite). Results show the simulations to be highly dependent on this constraint. Analysis showed the 
dependence to be attributable to the constraint and the coarse vertical resolution of the GISS II' data in the 
region of the tropopause. Units are years. 

JORD; however, important differences appear when altering 
the KORD. We will show these differences using the MMII A1 

and A3 tracer using FFLST and the GISS II winds. Similar 
differences occur when using the DAO and NCAR data sets, 

but the differences are smaller (we will use this fact to better 
understand our results). 

Figure 8 shows the MMII A1 tracer run SOM and FFSLT 
with the GISS II data set. Figure 8a shows output using the 

UCI-SOM advection scheme. Figure 8b represents FFSLT 

simulations using KORD = 3, while those in Figure 8c repre- 
sents those from a run using KORD = 5. The KORD = 5 

results match the original UCI-produced age very well (and 
was used in Figure 6). However, when using KORD = 3, the 
age of the stratosphere is much younger; by nearly 2 years. 
Recall, these KORD values represent different choices of 

monotonicity constraints and, in general, one can associate 
reduced diffusion with increasing values of KORD (for details 
on the exact definitions of the KORD parameters, see Lin and 

Rood [1996, Appendix A.3]. Figure 9 shows simulations of the 
MM II A3 tracer which also show large differences in the 

buildup of tracer emissions in the lower stratosphere when 
using KORD = 3 (Figure 9a) and KORD = 5 (Figure 9b). 
Further investigations showed these differences to be related 
to vertical resolution. While these comparison simulations 
were done with all the meteorological data sets, the GISS II set 

produced the most marked differences. The GISS II set also 
has the coarsest vertical resolution in the tropopause region, 

identical to the region of tracer input. This is likely one of the 
causes that leads to the larger differences in the GISS II'. 

Differences when using KORD = 5 or KORD = 3 appear to 

be problem-dependent. Figure 4 showed N20 distributions 
using FFSLT and GISS II' winds. In this case, the solution was 
smoother through the tropopause region, and the results did 
not depend on the choice of KORD. 

By design, the GMI model allows these types of comparison 
simulations to be carried out and greatly aids in the under- 
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Figure 9. Steady state NOx-like tracer using the flux form semi-Lagrangian transport algorithm and the 
GISS II' meteorological data. Simulation results show a large difference in buildup of aircraft emissions 
depending on the advection algorithm characteristics: (a) with monotonicity constraint allowing no overshoots 
and undershoots and (b) allowing only overshoots (remains positive definite). Analysis showed this depen- 
dence to be attributable to the constraint and the coarse vertical resolution of the GISS II' data in the region 
of the tropopause. Units are ppbv. 



ROTMAN ET AL.: GMI MODEL--MODEL DESCRIPTION AND TESTING 1689 

standing of model simulations. This analysis can also be ex- 
tended to other results. For example, the MMII report [Park et 

al., 1999] shows large variations in simulation results from the 
MM II A3 tracer (and others). Given the variations seen by 
simply changing the monotonicity constraint in the advection 
scheme in the GMI model, one could argue that different 

advection schemes, different meteorological data, and differ- 

ent model structures throughout the entire MM II model suite 

should easily be able to produce the variety of results seen in 
the simulation output. Such variations also point to the need 
for GMI-type frameworks where science modules can be in- 
terchanged and intercompared. Moreover, this capability cou- 
pled with comparisons to observations (such as Douglass et al. 
[1999] and J. M. Rodriguez et al. (manuscript in preparation, 
2000)) provide an important pathway toward improved under- 
standing of assessment simulations. 

9. Conclusions 

The NASA High Speed Research Program was tasked with 
providing an assessment of the possible environmental conse- 
quences caused by the emissions of a proposed fleet of super- 
sonic aircraft. Past aircraft assessments made use of two- 

dimensional chemical transport models to provide impacts of 

the emissions on stratospheric ozone. Measurements and sim- 

ulations have both pointed toward the need for three- 
dimensional models to accurately assess the response of lower 

stratospheric ozone. The NASA Global Modeling Initiative 
and its science team was created to provide a robust, well 

tested and evaluated, and computationally advanced three- 

dimensional chemical transport model to provide assessment 

simulations and analysis. This model and framework is re- 
ferred to as the GMI core model. We have described a mod- 

eling structure designed to allow controlled numerical experi- 
mentation to better understand model simulations toward 

enabling a more robust and well understood assessment sim- 
ulation. The model structure allows intercomparison and diag- 

nosis of individual physics and numerical modules and allows 
an understanding of sensitivities of simulation results to the 
numerical algorithms and chemical/physical approaches taken. 
Extensive comparisons to observations are given by Douglass et 
al. [1999] and J. M. Rodriguez et al. (manuscript in prepara- 
tion, 2000). The model runs on a variety of platforms including 
massively parallel computers. We have used this model to 
produce assessment simulations of a proposed fleet of super- 
sonic aircraft [Kawa et al., 1999; Kinnison et al., this issue]. 

The framework includes three different meteorological in- 

puts (NASA DAO, NCAR MACC2, and the GISS II'), three 
different advection schemes (flux form semi-Lagrangian, semi- 
Lagrangian, and the second-order moment method), two dif- 
ferent numerical algorithms for chemistry solutions 

(SMVGEAR II and the semi-implicit method), along with 
algorithms to provide mass consistent meteorological data, 
heterogeneous chemical processes on type 1 and type 2 polar 

stratospheric clouds, and diagnostics for model simulation 
analysis. Simplified parameterizations for tropospheric physics 
are included to wet deposit chemical species. The chemical 
mechanism is focused on stratospheric chemistry with simpli- 

fied chemistry in the troposphere (i.e., methane). The mecha- 
nism includes photolytic and thermal reactions of species in the 

species families of Ox, NOy, ClOy, HOy, BrOy, CH4, and its 
oxidation products. Photolysis rates are provided by a lookup 
table. 

To evaluate the model performance in the transport of 

chemical species, we have applied the GMI core model to the 
NASA Model and Measurement II tracer tests: MMII A1 (age 
diagnostic) and MMII A3 (aircraft-emitted NOx-like tracer) as 
well as N20. The model was tested to ensure accurate imple- 

mentation of the numerical algorithms and was also applied to 

understand the sensitivity of meteorological input data and 

numerical algorithms to simulated tracer transport. Studies 

discussed in this paper show the models to faithfully reproduce 
simulation results from the data/algorithm parent organiza- 

tion. The ability of the model to swap numerical algorithms 

and input data enabled the model to examine the sensitivity of 

algorithms and input data on simulation results. Results show 
the N20 tracer to be relatively independent of numerical al- 

gorithm; however, the tracers of the age diagnostic and the 

aircraft NOx-like tracer are shown to be very dependent on the 

numerical algorithm used in the advection operator. 

Future work with the GMI model will extend its application 

to more meteorological data sets and more detailed tropo- 

spheric chemistry and transport, where, for example, the model 
can be used to study the influence of convective transport 

formulation on species distributions. A particular application 

will be studying the perturbation caused by the emissions from 
current and projected fleets of subsonic (commercial) aircraft 
and analyzing the impacts on ozone and ozone chemistry with 

possible feedbacks to clouds and climate. 
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