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#### Abstract

In this note we study the existence of global solutions for a class of impulsive abstract differential equations with non-instantaneous impulses. Specifically, we establish the existence of mild solutions on $[0, \infty)$ and the existence of $\mathcal{S}$-asymptotically $\omega$-periodic mild solutions. Our results are based on the Hausdorff measure of non-compactness. Some applications involving partial differential equations are considered.
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## 1. Introduction

In this paper we study the existence of global solutions for a class of abstract differential equations with non-instantaneous impulses of the form

$$
\begin{align*}
u^{\prime}(t) & =A u(t)+f(t, u(t)), \quad t \in\left[s_{i}, t_{i+1}\right], i \in \mathbb{N},  \tag{1.1}\\
u(t) & =g_{i}\left(t, N_{i}(t)(u)\right), \quad t \in\left(t_{i}, s_{i}\right], i \in \mathbb{N},  \tag{1.2}\\
u(0) & =x_{0}, \tag{1.3}
\end{align*}
$$

where $A: D(A) \subseteq X \rightarrow X$ is the infinitesimal generator of a $C_{0}$-semigroup of bounded linear operators $(T(t))_{t \geq 0}$ defined on a Banach space $(X,\|\cdot\|)$, $x_{0} \in X$ and $0=t_{0}=s_{0}<t_{1}<s_{1}<\cdots<t_{i}<s_{i}<t_{i+1}<\ldots$ are pre-fixed real numbers, $N_{i}(t): C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow X$ are continuous maps for $t \in\left[t_{i}, s_{i}\right]$, the function $t \mapsto N_{i}(t)(u)$ is continuous for each $u \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$, $g_{i} \in C\left(\left[t_{i}, s_{i}\right] \times X ; X\right)$ for all $i \in \mathbb{N}$ and $f:[0, \infty) \times X \rightarrow X$ is a suitable function. Here, as throughout the text, for an interval $I \subseteq[0, \infty)$, we denote by $C(I ; X)$ the space consisting of bounded continuous functions from $I$ into $X$ provided with the norm of uniform convergence.

[^0]The literature on impulsive abstract differential equations is very extensive and consider basically problems in which the impulses are abrupt and instantaneous. Concerning to the general motivations of the theory, its most relevant developments and the current status of this class of problems, we refer the reader to $[1,2,5,7,9-12,15,21,22,25,26,29,31,34,35,37-43]$ and the references therein. In addition, concerning the existence of global and almost periodic type solutions for differential equations with impulses we cite the papers $[3,15,23,26,38,40-42]$, the recent book by Stamov [39] and the references therein.

The study of abstract differential equations with non-instantaneous impulses was initiated recently by Hernández and O'Regan in [20]. In the abstract model analyzed in [20], the impulses are triggered abruptly at the instants $t_{i}$ and their action remains during a finite time interval of the form $\left[t_{i}, s_{i}\right]$. As pointed in [20], there are many different motivations for the study of this type of problems. As example, from [20] we note the following simplified situation concerning the hemodynamical equilibrium of a person. In the case of a decompensation (for example, high or low levels of glucose) one can prescribe some intravenous drugs (insulin). As the entry of drugs into the bloodstream and the consequent absorption by the body are gradual and continuous processes, we can interpret this situation as an impulsive action which starts abruptly at a certain instant and stays active on a finite time interval.

In this paper, we continue the development in [20]. Specifically, we discuss the existence of mild solutions on $[0, \infty)$ and the existence of $\mathcal{S}$ asymptotically $\omega$-periodic mild solutions for (1.1)-(1.3). Furthermore, we consider the more realistic situation in which the impulsive action is not instantaneous but depends on its accumulation over the entire time interval in which acts.

We next introduce some additional notations, definitions and results used in this paper. Let $\left(Z,\|\cdot\|_{Z}\right)$ and $\left(W,\|\cdot\|_{W}\right)$ be Banach spaces. In this paper, we denote by $\mathcal{L}(Z, W)$ the Banach space of bounded linear operators from $Z$ into $W$ endowed with the norm of operators denoted by $\|\cdot\|_{\mathcal{L}(Z, W)}$, and we abbreviate this notation to $\mathcal{L}(Z)$ and $\|\cdot\|_{\mathcal{L}(Z)}$ when $Z=W$. In addition, $B_{r}(z, Z)$ denotes the closed ball in $Z$ with center at $z \in Z$ and radius $r$. When the space $Z$ is clear from the context, we write simply $B_{r}(z)$ instead of $B_{r}(z, Z)$. Henceforth, $M \geq 1$ and $\sigma \in \mathbb{R}$ are constants such that $\|T(t)\| \leq M e^{\sigma t}$ for all $t \geq 0$ and $C_{i}=\sup _{t \in\left[s_{i}, t_{i+1}\right]} e^{\sigma\left(t-s_{i}\right)}$, for $i \in \mathbb{N}_{0}$. For additional details on semigroup theory, we refer the reader to [30].

To treat with the impulsive action, we consider the vector space $\mathcal{P C}(X)$ which is formed by all functions $u:[0, \infty) \rightarrow X$ such that $u(\cdot)$ is continuous at $t \neq t_{i}, u\left(t_{i}^{-}\right)=u\left(t_{i}\right)$ and $u\left(t_{i}^{+}\right)$exists for all $i \in \mathbb{N}$. For $u \in \mathcal{P C}(X)$ and $i \in \mathbb{N}_{0}$, we denote by $\tilde{u}_{i}$ the function $\tilde{u}_{i} \in C\left(\left[t_{i}, t_{i+1}\right] ; X\right)$ given by

$$
\widetilde{u}_{i}(t)= \begin{cases}u(t), & \text { for } t \in\left(t_{i}, t_{i+1}\right], \\ u\left(t_{i}^{+}\right), & \text {for } t=t_{i} .\end{cases}
$$

In addition, for $B \subseteq \mathcal{P C}(X), t \geq 0$ and $i \in \mathbb{N}_{0}$, we use the notations $\widetilde{B}_{i}$ and $B(t)$ for the sets $\widetilde{B}_{i}=\left\{\tilde{u}_{i}: u \in B\right\}$ and $B(t)=\{u(t): u \in B\}$.

We denote by $\mathcal{P C}_{b}(X)$ the subspace of $\mathcal{P C}(X)$ consisting of bounded functions endowed with the norm of uniform convergence denoted by $\|\cdot\|_{\mathcal{P C}(X)}$. It is well known that $\mathcal{P} \mathcal{C}_{b}(X)$ is a Banach space. Moreover, the following compactness criterion holds.
Lemma 1.1. Let $B \subseteq \mathcal{P}_{b}(X)$. Assume $\widetilde{B}_{i}$ is relatively compact in $C\left(\left[t_{i}, t_{i+1}\right]\right.$, $X$ ) for all $i \in \mathbb{N}_{0}$ and $u(t) \rightarrow 0$ as $t \rightarrow \infty$ uniformly for $u \in B$. Then $B$ is relatively compact in $\mathcal{P} \mathcal{C}_{b}(X)$.

From this Lemma we deduce the following Ascoli-Arzelá criterion.
Corollary 1.1. Let $B \subseteq \mathcal{P C}_{b}(X)$. Assume that the following conditions hold.
(a) $B(t)$ is relatively compact in $X$ for all $t \geq 0$ and $B$ is equicontinuous at $t \neq t_{i}$, for all $i \in \mathbb{N}$.
(b) For each $i \in \mathbb{N}$, $\lim _{t \rightarrow t_{i}^{+}} u(t)$ exists uniformly for $u \in B$ and $\lim _{t \rightarrow \infty}$ $u(t)=0$ uniformly for $u \in B$.
Then $B$ is relatively compact in $\mathcal{P C}_{b}(X)$.
Proof. It is immediate from condition (b) that $\widetilde{B}_{i}$ is an equicontinuous set at $t \in\left[t_{i}, t_{i+1}\right]$. Moreover, it follows from (a) that $\widetilde{B}_{i}(t)$ is relatively compact in $X$ for all $t \in\left(t_{i}, t_{i+1}\right]$. In addition, for each $\varepsilon>0$, it follows from (b) that there exists $\delta>0$ such that $\left\|u\left(t_{i}^{+}\right)-u\left(t_{i}+\delta\right)\right\| \leq \varepsilon$, which implies that $\widetilde{B}_{i}\left(t_{i}\right) \subseteq$ $\widetilde{B}_{i}\left(t_{i}+\delta\right)+B_{\varepsilon}(0)$. This yields that $\widetilde{B}_{i}\left(t_{i}\right)$ is relatively compact. Consequently, $\widetilde{B}_{i}, i \in \mathbb{N}_{0}$, is relatively compact in $C\left(\left[t_{i}, t_{i+1}\right] ; X\right)$. We complete the proof using condition (b) and Lemma 1.1.

For the convenience of the reader, we recall below some properties of the concept of Hausdorff measure of non-compactness. For general information about this topic the reader can see $[4,14]$.

Definition 1.1. Let $B$ be a bounded subset of a metric space $Y$. The Hausdorff measure of non-compactness of $B$ is defined by

$$
\gamma(B)=\inf \{\varepsilon>0: B \text { has a finite cover by closed balls of radius } \varepsilon\}
$$

For a bounded set $B \subseteq X$, we next denote by $\overline{c o}(B)$ the closed convex hull of the set $B$. Moreover, if $B$ is a set of functions, $B(t)=\{v(t): v \in B\}$.
Remark 1.1 [4]. Let $B, B_{1}, B_{2} \subseteq X$ be bounded sets. The Hausdorff measure of non-compactness has the following properties.
(a) If $B_{1} \subseteq B_{2}$, then $\gamma\left(B_{1}\right) \leqslant \gamma\left(B_{2}\right)$.
(b) $\gamma(B)=\gamma(\bar{B})=\gamma(\overline{c o}(B))$ and $\gamma(\lambda B)=|\lambda| \gamma(B)$ for all $\lambda \in \mathbb{R}$.
(c) $\gamma(B)=0$ if and only if $B$ is totally bounded.
(d) $\gamma\left(B_{1} \cup B_{2}\right)=\max \left\{\gamma\left(B_{1}\right), \gamma\left(B_{2}\right)\right\}$ and $\gamma\left(B_{1}+B_{2}\right) \leqslant \gamma\left(B_{1}\right)+\gamma\left(B_{2}\right)$.

In what follows, we will use the symbols $\zeta$ and $\gamma$ to denote the Hausdorff measures of non-compactness on $X$ and $C([a, b] ; X)$, respectively.

Lemma 1.2. Let $W \subseteq C([a, b] ; X)$. If $W$ is bounded and equicontinuous, then the set $\overline{c o}(W)$ is also bounded and equicontinuous.

Lemma 1.3. Let $W \subseteq C([a, b] ; X)$ be a bounded set. Then $\zeta(W(t)) \leqslant \gamma(W)$ for all $t \in[a, b]$. Furthermore, if $W$ is equicontinuous on $[a, b]$, then the function $t \rightarrow \zeta(W(t))$ is continuous on $[a, b]$ and $\gamma(W)=\sup \{\zeta(W(t)): t \in[a, b]\}$.

We note that a set $W \subseteq L^{1}([a, b] ; X)$ is said to be uniformly integrable if there exists a positive function $k \in L^{1}([a, b])$ such that $\|w(t)\| \leq k(t)$ a.e. for all $w \in W$.

Lemma 1.4 [16, Theorem 3.1]. Assume that $X$ is a separable Banach space. If $W \subseteq L^{1}([a, b] ; X)$ is uniformly integrable, then the function $t \rightarrow \zeta(\{W(t)\}$ is measurable and

$$
\zeta\left(\left\{\int_{a}^{b} w(s) d s: w \in W\right\}\right) \leqslant \int_{a}^{b} \zeta(\{w(s): w \in W\}) d s
$$

The next property has been studied by several authors $[6,44]$ under different hypotheses. We establish it here to unify the presentation and avoid some unnecessary hypotheses.

Lemma 1.5. Let $(Y, d)$ be a metric space and let $D \subseteq Y$ be a bounded set. Then there exists a countable set $D_{0} \subseteq D$ such that $\gamma\left(D_{0}\right)=\gamma(D)$.

Corollary 1.2. Let $W \subseteq L^{1}([a, b] ; X)$ be a uniformly integrable set and $m \in$ $L^{1}([a, b])$ be a positive function such that $\zeta(W(t)) \leq m(t)$ a.e. If $F: L^{1}([a, b] ;$ $X) \rightarrow X$ is the map given by $F(u)=\int_{a}^{b} u(s) d s$, then $\zeta(F(W)) \leq \int_{a}^{b} m(s) d s$.

Proof. From Lemma 1.5, there exists a countable set $W_{0}=\left\{w_{n}: n \in \mathbb{N}\right\} \subseteq$ $W$ such that $\zeta(F(W))=\zeta\left(F\left(W_{0}\right)\right)$. It follows from [27, Proposition 2.2.6] that there exist $Z_{n} \subseteq[a, b]$ with Lebesgue measure $\lambda\left(Z_{n}\right)=0$ such that $w_{n}\left([a, b] \backslash Z_{n}\right)$ is separable. Redefining $w_{n}$ on a set of measure zero, which does not change the value $F\left(w_{n}\right)$, we can assume that $\cup_{n=1}^{\infty} w_{n}([a, b])$ is separable. Thus, there exists a separable closed subspace $X_{0}$ of $X$ such that $W_{0}([a, b]) \subseteq$ $X_{0}$ 。

We identify $F$ with its restriction to $L^{1}\left([a, b] ; X_{0}\right)$. Since $W_{0}$ is uniformly integrable, using Lemma 1.4 we obtain that $\zeta\left(F\left(W_{0}\right)\right) \leq \int_{0}^{a} \zeta\left(W_{0}(s)\right) d s$.

Definition 1.2. A continuous map $F: X \rightarrow X$ is said to be a $\gamma$ - $k$-set contraction, $k \in(0,1)$, if for all bounded set $B \subset X, \gamma(F(B)) \leqslant k \gamma(B)$ and F is said to be $\gamma$-condensing if $\gamma(F(B))<\gamma(B)$ for every bounded subset $B$ of $X$ with $\gamma(B)>0$.

The following result was established by Darbo [8] in 1955 for $\gamma$ - $k$-set contractions, and for Sadovskii [36] in 1967 for $\gamma$-condensing maps.

Theorem 1.1. Assume that $M$ is a nonempty bounded closed and convex subset of a Banach space $X$. Let $F: M \rightarrow M$ be a $\gamma$-condensing map. Then $F$ has a fixed point in $M$.

The following result is a recent extension of Theorem 1.1 established in [24].

Theorem 1.2. Let $B$ be a closed and convex subset of a Banach space $Z$ and $F: B \rightarrow B$ be a continuous map such that $F(B)$ is bounded. For each bounded subset $D \subseteq B$, denote $F^{1}(D)=F(D)$ and $F^{n}(D)=F\left(\overline{c o}\left(F^{n-1}(D)\right)\right), n \in$ $2,3, \ldots$ If there exist $n_{0} \in \mathbb{N}$ and $r \in[0,1)$ such that $\gamma\left(F^{n_{0}}(D)\right) \leqslant r \gamma(D)$, for all bounded set $D \subseteq B$, then $F$ has a fixed point.

This paper has three sections. In Sect. 2 we study the existence of global solutions for (1.1)-(1.3). In Sect. 3, some applications involving the heat equation are considered.

## 2. Existence of Global Solutions

In this section we discuss the existence of global mild solutions for the problem (1.1)-(1.3). In the remainder of this work, for $u \in \mathcal{P C}(X)$ and $i \in \mathbb{N}$, we use the notation $v_{i}$ for the function

$$
v_{i}(t)= \begin{cases}u(t), & t \in\left(t_{i}, s_{i}\right], \\ u\left(t_{i}^{+}\right), & t=t_{i} .\end{cases}
$$

Following [20] we adopt the following concept of solution.
Definition 2.1. A function $u \in \mathcal{P C}(X)$ is called a mild solution of problem (1.1)-(1.3) if $u(0)=x_{0}, u(t)=g_{j}\left(t, N_{j}(t)\left(v_{j}\right)\right)$ for all $t \in\left(t_{j}, s_{j}\right]$ and each $j \in \mathbb{N}$, and

$$
\begin{aligned}
& u(t)=T(t) x_{0}+\int_{0}^{t} T(t-\tau) f(\tau, u(\tau)) d \tau, \quad t \in\left[0, t_{1}\right] \\
& u(t)=T\left(t-s_{i}\right) u\left(s_{i}\right)+\int_{s_{i}}^{t} T(t-\tau) f(\tau, u(\tau)) d \tau, \quad t \in\left[s_{i}, t_{i+1}\right], i \in \mathbb{N}
\end{aligned}
$$

To establish our results we introduce a number of conditions on $f, g_{i}$, $N_{i}$. In what follows we denote $J=\cup_{i=0}^{\infty}\left[s_{i}, t_{i+1}\right]$ and $J^{\prime}=\cup_{i=1}^{\infty}\left[t_{i}, s_{i}\right]$.
$\left(\mathbf{H}_{\mathbf{1}}\right)$ There are positive constants $L_{g_{i}}$ such that $\left\|g_{i}(t, x)-g_{i}(t, y)\right\| \leq L_{g_{i}} \|$ $x-y \|$ for all $x, y \in X, t \in\left[t_{i}, s_{i}\right]$ and each $i \in \mathbb{N}$.
$\left(\mathbf{H}_{\mathbf{2}}\right)$ The map $f:[0, \infty) \times X \rightarrow X$ satisfies the Carathéodory conditions. That is, $f(\cdot, x)$ is measurable for all $x \in X$ and $f(t, \cdot)$ is continuous for almost all $t \in J$.
$\left(\mathbf{H}_{3}\right)$ There are functions $m_{f}, h_{f} \in L_{l o c}^{1}\left(J ; \mathbb{R}^{+}\right)$and $\Phi_{i} \in C\left([0, \infty) ; \mathbb{R}^{+}\right)$, $i \in \mathbb{N}_{0}$, non-decreasing such that

$$
\|f(t, x)\| \leq m_{f}(t) \Phi_{i}(\|x\|)+h_{f}(t)
$$

for all $x \in X$ and almost all $t \in\left[s_{i}, t_{i+1}\right]$.
$\left(\mathbf{H}_{4}\right)$ There exists a function $H \in L_{l o c}^{1}\left(J ; \mathbb{R}^{+}\right)$such that

$$
\zeta(f(t, B)) \leqslant H(t) \zeta(B)
$$

for almost all $t \in J$ and every bounded set $B \subseteq X$.
$\left(\mathbf{H}_{\mathbf{5}}\right)$ There exist constants $\mu_{i}>0, i \in \mathbb{N}$ such that

$$
\gamma\left(\left\{N_{i}(\cdot)(v): v \in W_{i}\right\}\right) \leqslant \mu_{i} \gamma\left(W_{i}\right)
$$

for every bounded set $W_{i} \subseteq C\left(\left[t_{i}, s_{i}\right] ; X\right)$.

When condition $\left(\mathbf{H}_{\mathbf{5}}\right)$ holds, the maps $N_{i}(\cdot)$ : $C\left(\left[t_{i}, s_{i}\right]\right.$; $X) \rightarrow C\left(\left[t_{i}, s_{i}\right] ; X\right), i \in \mathbb{N}$, given by $\left(N_{i}(\cdot) u\right)(t)=N_{i}(t) u$ are uniformly bounded on bounded sets. In this case, we use the notation

$$
\nu_{i, R}=\sup \left\{\left\|N_{i}(t)(v)\right\|: t \in\left[t_{i}, s_{i}\right], v \in C\left(\left[t_{i}, s_{i}\right] ; X\right),\|v\|_{\infty} \leq R\right\}
$$

Remark 2.1. If condition $\left(\mathbf{H}_{\mathbf{5}}\right)$ holds, then the maps $\widetilde{N}_{i}(\cdot): C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow$ $C\left(\left[t_{i}, s_{i}\right] ; X\right), i \in \mathbb{N}$, defined by $\widetilde{N}_{i}(v)(t)=N_{i}(t)(v)$, are continuous. In fact, if $\left(v_{n}\right)_{n}$ is a sequence convergent to $v$ in $C\left(\left[t_{i}, s_{i}\right] ; X\right)$, then the set $W=\left\{v_{n}\right.$ : $n \in \mathbb{N}\}$ is relatively compact in $C\left(\left[t_{i}, s_{i}\right] ; X\right)$, which implies that $\left\{N_{i}(\cdot)\left(v_{n}\right)\right.$ : $n \in \mathbb{N}\}$ is also relatively compact. Therefore, there exists a subsequence $\left(v_{n_{k}}\right)_{k}$ of $\left(v_{n}\right)_{n}$ such that $N_{i}(\cdot)\left(v_{n_{k}}\right) \rightarrow N_{i}(\cdot)(v)$ as $k \rightarrow \infty$ in $C\left(\left[t_{i}, s_{i}\right] ; X\right)$. Since this property is independent of the sequence $\left(v_{n_{k}}\right)_{k}$, we obtain that $N_{i}(\cdot)\left(v_{n}\right) \rightarrow N_{i}(\cdot)(v)$ as $n \rightarrow \infty$.

In order to show the generality of our presentation, we exhibit below a pair of simple examples of families $\left(N_{i}\right)_{i \in \mathbb{N}}$ that verify the condition $\mathbf{H}_{\mathbf{5}}$.

Example 2.1. Let $Q_{i}:\left[t_{i}, s_{i}\right] \rightarrow \mathcal{L}(X), i \in \mathbb{N}$, be a strongly continuous operator map and let

$$
N_{i}(t)(v)=Q_{i}(t) v(t), v \in C\left(\left[t_{i}, s_{i}\right] ; X\right), t \in\left[t_{i}, s_{i}\right], i \in \mathbb{N}
$$

Since $\left\{Q_{i}(t): t \in\left[t_{i}, s_{i}\right]\right\}$ is bounded for the norm of operators, then $N_{i}(\cdot)(v)$ is continuous on $\left[t_{i}, s_{i}\right]$ for each $v \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$ and $N_{i}(\cdot)$ is Lipschitz continuous. In particular, this occurs for $Q(t)=I$. In this case, Eq. (1.2) is reduced to $u(t)=g_{i}(t, u(t))$.

Example 2.2. Let $k_{i}:\left[t_{i}, s_{i}\right] \times\left[t_{i}, s_{i}\right] \times X \rightarrow X, i \in \mathbb{N}$, be a continuous function. Assume that $k_{i}$ takes bounded sets into bounded sets and there are positive functions $\mu_{i} \in L^{1}\left(\left[t_{i}, s_{i}\right]\right)$ such that $\zeta\left(\left\{k_{i}(\tau, t, x): x \in B\right\}\right) \leq$ $\mu_{i}(\tau) \zeta(B)$, for every bounded set $B \subseteq X$. Then the maps

$$
N_{i}(t)(v)=\int_{t_{i}}^{s_{i}} k_{i}(\tau, t, v(\tau)) d \tau, v \in C\left(\left[t_{i}, s_{i}\right] ; X\right), t \in\left[t_{i}, s_{i}\right]
$$

satisfy condition $\left(\mathbf{H}_{\mathbf{5}}\right)$. In fact, it is clear that $N_{i}(\cdot)(v)$ is continuous for each $v \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$. Moreover, applying Corollary 1.2, we have

$$
\zeta\left(N_{i}(t)(W)\right) \leq \int_{t_{i}}^{s_{i}} \mu_{i}(\tau) d \tau \gamma(W)
$$

for all bounded set $W \subseteq C\left(\left[t_{i}, s_{i}\right] ; X\right)$. We note that in this case, Eq. (1.2) is reduced to $u(t)=g_{i}\left(t, \int_{t_{i}}^{s_{i}} k_{i}(\tau, t, u(\tau)) d \tau\right)$.

We can establish now our first results on the existence of global solutions.

Theorem 2.1. Assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right)-\left(\mathbf{H}_{\mathbf{5}}\right)$ are fulfilled,

$$
\begin{equation*}
L_{g_{i+1}} \mu_{i+1}<1 \tag{2.1}
\end{equation*}
$$

for each $i \in \mathbb{N}_{0}$ and there exist constants $R_{1}(i), R_{2}(i+1) \geqslant 0$ such that

$$
\begin{gather*}
M C_{i} R_{2}(i)+M \sup _{s_{i} \leq t \leq t_{i+1}} \int_{s_{i}}^{t} e^{\sigma(t-\tau)}\left(\Phi_{i}\left(R_{1}(i)\right) m_{f}(\tau)+h_{f}(\tau)\right) d \tau \leq R_{1}(i)  \tag{2.2}\\
L_{g_{i+1}} \nu_{i+1, R_{2}(i+1)}+\sup _{t_{i+1} \leq t \leq s_{i+1}}\left\|g_{i+1}(t, 0)\right\| \leq R_{2}(i+1) \tag{2.3}
\end{gather*}
$$

where $R_{2}(0)=\left\|x_{0}\right\|$. Then the problem (1.1)-(1.3) has at least one mild solution $u \in \mathcal{P C}(X)$.

Proof. We consider the map $G_{i}: C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow C\left(\left[t_{i}, s_{i}\right] ; X\right), i \in \mathbb{N}$, given by

$$
\begin{equation*}
G_{i}(v)(t)=g_{i}\left(t, N_{i}(t)(v)\right), t_{i} \leq t \leq s_{i} . \tag{2.4}
\end{equation*}
$$

It follows from our general hypotheses and Remark 2.1 that $G_{i}$ is a continuous map. Moreover, if $v \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$ with $\sup _{t_{i} \leq t \leq s_{i}}\|v(t)\| \leq R_{2}(i)$, then

$$
\begin{aligned}
\left\|G_{i}(v)(t)\right\| & \leq\left\|g_{i}\left(t, N_{i}(t)(v)\right)-g_{i}(t, 0)\right\|+\left\|g_{i}(t, 0)\right\| \\
& \leq L_{g_{i}} \nu_{i, R_{2}(i)}+\sup _{t_{i} \leq t \leq s_{i}}\left\|g_{i}(t, 0)\right\|,
\end{aligned}
$$

which implies that $G_{i}\left(B_{R_{2}(i)}(0)\right) \subseteq B_{R_{2}(i)}(0)$. Moreover, if $W \subset C\left(\left[t_{i}, s_{i}\right] ; X\right)$ is bounded with $\gamma(W)>0$, and $W^{\prime}=\left\{N_{i}(\cdot)(v): v \in W\right\}$, from $\left(\left(\mathbf{H}_{\mathbf{1}}\right)\right)$ and $\left(\mathbf{H}_{5}\right)$, we obtain

$$
\gamma\left(G_{i}(W)\right) \leq L_{g_{i}} \gamma\left(W^{\prime}\right) \leq L_{g_{i}} \mu_{i} \gamma(W)<\gamma(W)
$$

Consequently, $G_{i}$ is a condensing map, and using Theorem 1.1 we infer that there exists a fixed point $v_{i}$ of $G_{i}$.

We define $\Gamma_{i}: C\left(\left[s_{i}, t_{i+1}\right] ; X\right) \rightarrow C\left(\left[s_{i}, t_{i+1}\right] ; X\right), i \in \mathbb{N}_{0}$, by

$$
\begin{align*}
\left(\Gamma_{i} v\right)(t) & =T\left(t-s_{i}\right)\left(v_{i}\left(s_{i}\right)\right)+\int_{s_{i}}^{t} T(t-\tau) f(\tau, v(\tau)) d \tau, t \in\left[s_{i}, t_{i+1}\right] \\
v & \in C\left(\left[s_{i}, t_{i+1}\right] ; X\right) \tag{2.5}
\end{align*}
$$

where $v_{0}\left(s_{0}\right)=x_{0}$. Since the function $\tau \mapsto f(\tau, v(\tau))$ is integrable on $\left[s_{i}, t_{i+1}\right]$, we infer that $\Gamma_{i}$ is well defined. Moreover, combining $\left(\mathbf{H}_{\mathbf{2}}\right),\left(\mathbf{H}_{\mathbf{3}}\right)$ and the Lebesgue dominated convergence theorem we deduce that $\Gamma_{i}$ is a continuous map.

On the other hand, if $\sup _{s_{i} \leq t \leq t_{i+1}}\|v(t)\| \leq R_{1}(i)$, it follows from (2.5) that

$$
\begin{aligned}
\left\|\left(\Gamma_{i} v\right)(t)\right\| \leqslant & \left\|T\left(t-s_{i}\right)\left(v_{i}\left(s_{i}\right)\right)\right\|+\left\|\int_{s_{i}}^{t} T(t-\tau) f(\tau, v(\tau)) d \tau\right\| \\
\leqslant & M C_{i} R_{2}(i)+M \Phi_{i}\left(R_{1}(i)\right) \int_{s_{i}}^{t} e^{\sigma(t-\tau)} m_{f}(\tau) d \tau \\
& +M \int_{s_{i}}^{t} e^{\sigma(t-\tau)} h_{f}(\tau) d \tau \\
\leqslant & R_{1}(i)
\end{aligned}
$$

which implies that $\Gamma_{i}\left(B_{R_{1}(i)}(0)\right) \subseteq B_{R_{1}(i)}(0)$.

Let $W$ be a bounded subset of $B_{R_{1}(i)}(0), t \in\left[s_{i}, t_{i+1}\right]$ and $\tau \in\left[s_{i}, t\right]$. It follows directly from the Definition 1.1 that

$$
\begin{aligned}
\zeta(\{T(t-\tau) f(\tau, v(\tau)): v \in W\}) & \leq M e^{\sigma(t-\tau)} \zeta(\{f(\tau, v(\tau)): v \in W\}) \\
& \leq M e^{\sigma(t-\tau)} H(\tau) \gamma(W)
\end{aligned}
$$

Using now Corollary 1.2, we obtain

$$
\begin{equation*}
\zeta\left(\Gamma_{i}(W)(t)\right) \leq M \int_{s_{i}}^{t} e^{\sigma(t-\tau)} H(\tau) d \tau \gamma(W) \leq M C_{i} \int_{s_{i}}^{t} H(\tau) d \tau \gamma(W) \tag{2.6}
\end{equation*}
$$

In addition, a simple estimate applying condition $\left(\mathbf{H}_{\mathbf{3}}\right)$ shows that $\Gamma_{i}(W)$ is an equicontinuous subset of $C\left(\left[s_{i}, t_{i+1}\right] ; X\right)$. Therefore, making use of Lemma 1.3, we can write

$$
\gamma\left(\Gamma_{i}(W)\right) \leq M C_{i} \int_{s_{i}}^{t_{i+1}} H(\tau) d \tau \gamma(W)
$$

We now evaluate $\gamma\left(\Gamma_{i}^{2}(W)\right)=\gamma\left(\Gamma_{i}\left(W^{\prime}\right)\right)$, where $W^{\prime}=\overline{c o}\left(\Gamma_{i}(W)\right)$. It follows from Remark 1.1, condition $\left(\mathbf{H}_{\mathbf{4}}\right)$ and (2.6) that

$$
\begin{aligned}
\zeta\left(\left\{f(\tau, v(\tau)): v \in W^{\prime}\right\}\right) & \leq H(\tau) \zeta\left(W^{\prime}(\tau)\right) \\
& =H(\tau) \zeta\left(\Gamma_{i}(W)(\tau)\right) \\
& \leq H(\tau) M C_{i} \int_{s_{i}}^{\tau} H(\xi) d \xi \gamma(W)
\end{aligned}
$$

Hence, repeating our previous arguments, we can write

$$
\begin{aligned}
\gamma\left(\Gamma_{i}^{2}(W)(t)\right) & \leq M \int_{s_{i}}^{t} e^{\sigma(t-\tau)} H(\tau) M C_{i} \int_{s_{i}}^{\tau} H(\xi) d \xi d \tau \gamma(W) \\
& \leq M^{2} C_{i}^{2} \int_{s_{i}}^{t} \int_{s_{i}}^{\tau} H(\tau) H(\xi) d \xi d \tau \gamma(W) \\
& =\frac{1}{2} M^{2} C_{i}^{2}\left(\int_{s_{i}}^{t} H(\tau) d \tau\right)^{2} \gamma(W)
\end{aligned}
$$

and

$$
\gamma\left(\Gamma_{i}^{2}(W)\right) \leq \frac{1}{2} M^{2} C_{i}^{2}\left(\int_{s_{i}}^{t_{i+1}} H(\tau) d \tau\right)^{2} \gamma(W)
$$

Proceeding inductively, we obtain

$$
\gamma\left(\Gamma_{i}^{n}(W)\right) \leq \frac{1}{n!} M^{n} C_{i}^{n}\left(\int_{s_{i}}^{t_{i+1}} H(\tau) d \tau\right)^{n} \gamma(W)
$$

Since $\frac{1}{n!} M^{n} C_{i}^{n}\left(\int_{s_{i}}^{t_{i+1}} H(\tau) d \tau\right)^{n} \rightarrow 0$ as $n \rightarrow \infty$, applying Theorem 1.2 we infer that there exists $u_{i} \in C\left(\left[s_{i}, t_{i+1}\right] ; X\right)$ such that $\Gamma_{i}\left(u_{i}\right)=u_{i}$.

Using this inductive construction, we are led to define

$$
u(t)= \begin{cases}u_{i}(t), & t \in\left[s_{i}, t_{i+1}\right), \quad i \in \mathbb{N}_{0}  \tag{2.7}\\ v_{i}(t), & t \in\left[t_{i}, s_{i}\right], \quad i \in \mathbb{N}\end{cases}
$$

It is not difficult to see that $u \in \mathcal{P C}(X)$ is a mild solution of problem (1.1)(1.3).

Corollary 2.1. Assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right)-\left(\mathbf{H}_{\mathbf{3}}\right)$ and $\left(\mathbf{H}_{\mathbf{5}}\right)$ are fulfilled, that $T(t)$ is compact for all $t>0$ and that for each $i \in \mathbb{N}_{0}$, the conditions (2.1), (2.2), (2.3) hold. Then problem (1.1)-(1.3) has at least one mild solution $u \in \mathcal{P C}(X)$.

Proof. We proceed as in the proof of Theorem 2.1. We only modify the argument to establish that the map $\Gamma_{i}: B_{R_{1}(i)}(0) \rightarrow B_{R_{1}(i)}(0)$ has a fixed point. In fact, using that $T(t)$ is compact for $t>0$, it is easy to see that $\Gamma_{i}$ is a compact map. Therefore, the assertion is a consequence of the SchauderTychonoff theorem [13, Theorem 7.1.13].

We can obtain a simpler result when the maps $\tilde{N}_{i}$ are completely continuous.

Corollary 2.2. Assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right)-\left(\mathbf{H}_{\mathbf{4}}\right)$ are fulfilled, the maps $\widetilde{N}_{i}$, $i \in \mathbb{N}$, are completely continuous and that for each $i \in \mathbb{N}_{0}$, conditions (2.2) and (2.3) hold. Then problem (1.1)-(1.3) has at least one mild solution $u \in$ $\mathcal{P C}(X)$.

Proof. We proceed as in the proof of Theorem 2.1. In this case, we can choose $\mu_{i}=0$.

We consider now a situation frequent in applications. Next, we say that $N_{i}$ and $f$ are uniformly Hölder-continuous if there are constants $a_{i}, b_{i} \geq 0$, $\theta_{i}, \vartheta_{i} \in(0,1)$ such that

$$
\begin{aligned}
\left\|N_{i}(t)\left(v_{2}\right)-N_{i}(t)\left(v_{1}\right)\right\| & \leq a_{i}\left\|v_{2}-v_{1}\right\|_{\infty}^{\theta_{i}}, t \in\left[t_{i}, s_{i}\right], v_{2}, v_{1} \in C\left(\left[t_{i}, s_{i}\right] ; X\right), \\
\|f(t, x)-f(t, y)\| & \leq b_{i}\|x-y\|^{\vartheta_{i}}, t \in\left[s_{i}, t_{i+1}\right], x, y \in X .
\end{aligned}
$$

Corollary 2.3. Assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right),\left(\mathbf{H}_{\mathbf{2}}\right),\left(\mathbf{H}_{\mathbf{4}}\right)$ and $\left(\mathbf{H}_{\mathbf{5}}\right)$ are fulfilled, and the function $f(\cdot, 0)$ is locally integrable on J. Suppose that $N_{i}$, $i \in \mathbb{N}$, and $f$ are uniformly Hölder-continuous and that for each $i \in \mathbb{N}_{0}$ condition (2.1) holds. Then the problem (1.1)-(1.3) has at least one mild solution $u \in \mathcal{P C}(X)$.

Proof. We begin by pointing out that

$$
\left\|N_{i}(t)(v)\right\| \leq\left\|N_{i}(t)(v)-N_{i}(t)(0)\right\|+\left\|N_{i}(t)(0)\right\| \leq a_{i}\|v\|_{\infty}^{\theta_{i}}+\left\|N_{i}(t)(0)\right\|
$$

for $t \in\left[t_{i}, s_{i}\right]$ and $v \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$, which implies that $\nu_{i, R} \leq a_{i} R^{\theta_{i}}+$ $\sup _{t_{i} \leq t \leq s_{i}}\left\|N_{i}(t)(0)\right\|$. Since
$L_{g_{i+1}} a_{i+1} R^{\theta_{i+1}}+L_{g_{i+1}} \sup _{t_{i+1} \leq t \leq s_{i+1}}\left\|N_{i+1}(t)(0)\right\|+\sup _{t_{i+1} \leq t \leq s_{i+1}}\left\|g_{i+1}(t, 0)\right\| \leq R$,
for $R$ large enough, we can select a constant $R_{2}(i+1)$ so that (2.3) is verified for any $i \in \mathbb{N}_{0}$.

It remains to prove that there are constants $R_{1}(i)$ for $i \in \mathbb{N}_{0}$ for which condition (2.2) is verified. Arguing as above,

$$
\|f(t, x)\| \leq b_{i}\|x\|^{\vartheta_{i}}+\|f(t, 0)\|, t \in\left[s_{i}, t_{i+1}\right], x \in X
$$

and we can choose $m_{f}(t)=b_{i}, h_{f}(t)=\|f(t, 0)\|$, and $\Phi_{i}(R)=R^{\vartheta_{i}}$ for $t \in$ $\left[s_{i}, t_{i+1}\right]$. Therefore, we can choose $R_{1}(i)$ sufficiently large so that condition (2.2) is verified for all $i \in \mathbb{N}_{0}$.

The assertion is now an immediate consequence of Theorem 2.1.
In our next result we consider the following Lipschitz conditions.
$\left(\mathbf{H}_{\mathbf{6}}\right)$ There is a function $L_{f} \in L_{l o c}^{1}\left([0, \infty) ; \mathbb{R}^{+}\right)$such that $\|f(t, x)-f(t, y)\| \leq$ $L_{f}(t)\|x-y\|$ for all $x, y \in X$ and every $t \geq 0$.
$\left(\mathbf{H}_{\mathbf{7}}\right)$ There are constants $a_{i} \geq 0$ such that

$$
\left\|N_{i}(t)\left(v_{2}\right)-N_{i}(t)\left(v_{1}\right)\right\| \leq a_{i}\left\|v_{2}-v_{1}\right\|_{\infty}, t \in\left[t_{i}, s_{i}\right], v_{2}, v_{1} \in C\left(\left[t_{i}, s_{i}\right] ; X\right)
$$

Theorem 2.2. Assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right),\left(\mathbf{H}_{\mathbf{2}}\right),\left(\mathbf{H}_{\mathbf{6}}\right)$ and $\left(\mathbf{H}_{\mathbf{7}}\right)$ are satisfied, the function $f(\cdot, 0)$ is locally integrable on $J$, and $a_{i} L_{g_{i}}<1$ for all $i \in \mathbb{N}$. Then there exists a unique mild solution $u \in \mathcal{P C}(X)$ of problem (1.1)-(1.3).

Proof. Let $G_{i}, i \in \mathbb{N}$ be the maps given by (2.4). It follows from our hypotheses that $G_{i}$ is a contraction on $C\left(\left[t_{i}, s_{i}\right] ; X\right)$. Hence, there exists a unique $v_{i} \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$ such that $G_{i} v_{i}=v_{i}$. Let $\Gamma_{i}, i \in \mathbb{N}_{0}$, be the maps given by (2.5). It is not difficult to see that there exists $n_{i} \in \mathbb{N}$ such that $\Gamma_{i}^{n_{i}}$ is a contraction on $C\left(\left[s_{i}, t_{i+1}\right] ; X\right)$. Consequently, there exists a unique solution $u_{i} \in C\left(\left[s_{i}, t_{i+1}\right] ; X\right)$ such that $\Gamma_{i} u_{i}=u_{i}$, for $i \in \mathbb{N}_{0}$.

We complete the proof defining $u(\cdot)$ by (2.7).
Example 2.3. In this example we consider $N_{i}(t): C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow X$ given by $N_{i}(t)(v)=v(t)$. We assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right)$ and $\left(\mathbf{H}_{\mathbf{2}}\right)$ hold, $L_{g_{i}}<1$ for all $i \in \mathbb{N}$ and one of the following conditions is verified.
(i) Condition $\left(\mathbf{H}_{\mathbf{3}}\right)$ holds, $T(t)$ is compact for $t>0$ and

$$
\begin{equation*}
M C_{i} \liminf _{\xi \rightarrow \infty} \frac{\Phi_{i}(\xi)}{\xi} \int_{s_{i}}^{t_{i+1}} m_{f}(\tau) d \tau<1 \tag{2.8}
\end{equation*}
$$

(ii) Condition $\left(\mathbf{H}_{\mathbf{6}}\right)$ holds and the function $f(\cdot, 0)$ is locally integrable on $J$.

Then there exists a mild solution $u \in \mathcal{P C}(X)$ of problem (1.1)(1.3).

In fact, if (i) is fulfilled, then each map $G_{i}$ is a contraction. Consequently, there exists $v_{i} \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$ such that $v_{i}(t)=g_{i}\left(t, v_{i}(t)\right)$ for $i \in \mathbb{N}$. Let $R_{2}(i)=\left\|v_{i}\left(s_{i}\right)\right\|$. It follows from (2.8) that the condition (2.2) is verified for $R_{1}(i)$ sufficiently large. We complete the proof in this case as in Corollary 2.1. If (ii) is fulfilled, since $\left(\mathbf{H}_{\mathbf{7}}\right)$ holds with constants $a_{i}=1$, the assertion is an immediate consequence of Theorem 2.2.

Example 2.4. In this example we consider $N_{i}(t): C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow X$ given by

$$
N_{i}(t)(v)=\int_{t_{i}}^{t} p_{i}(v(s)) d s
$$

where $p_{i}: X \rightarrow X$ is a completely continuous and not Lipschitz continuous map. We denote $\rho_{i}(R)=\sup \left\{\left\|p_{i}(x)\right\|:\|x\| \leq R\right\}$. We assume further that $T(t)$ is compact for all $t>0$, conditions $\left(\mathbf{H}_{\mathbf{1}}\right)-\left(\mathbf{H}_{\mathbf{3}}\right)$ and (2.8) hold, and

$$
\begin{equation*}
L_{g_{i}}\left(s_{i}-t_{i}\right) \liminf _{\xi \rightarrow \infty} \frac{\rho_{i}(\xi)}{\xi}<1, \quad \forall i \in \mathbb{N} \tag{2.9}
\end{equation*}
$$

Then there exists a mild solution $u \in \mathcal{P C}(X)$ of problem (1.1)-(1.3).

In fact, since

$$
\left\|G_{i}(v)(t)\right\| \leq L_{g_{i}}\left(s_{i}-t_{i}\right) \rho_{i}(R)+\left\|g_{i}(t, 0)\right\|
$$

for any $v \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$ with $\|v\|_{\infty} \leq R$, it follows from (2.9) that there is $R_{2}(i)>0$ such that $G_{i}\left(B_{R_{2}(i)}(0)\right) \subseteq B_{R_{2}(i)}(0)$. Moreover, $G_{i}$ is a compact map on $B_{R_{2}(i)}(0)$. It is sufficient to prove that $\tilde{N}_{i}: C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow$ $C\left(\left[t_{i}, s_{i}\right] ; X\right)$ is completely continuous. Let $R>0$. We consider the set $W=$ $\left\{v \in C\left(\left[t_{i}, s_{i}\right] ; X\right):\|v\|_{\infty} \leq R\right\}$. It follows from the definition of $N_{i}(t)$ that $N_{i}(W)$ is equicontinuous. Moreover, using the mean value theorem, we obtain $N_{i}(t)(W) \subseteq\left(t-t_{i}\right) \overline{c o}\left\{p_{i}(v(s)): v \in W, 0 \leq s \leq t\right\} \subseteq\left(t-t_{i}\right) \overline{c o}\left(p_{i}\left(B_{R}(0)\right)\right)$,
which shows that $N_{i}(t)(W)$ is relatively compact for all $t \in\left[t_{i}, s_{i}\right]$. An application of the Ascoli-Arzelá theorem allows us to affirm that $\widetilde{N}_{i}$ is completely continuous. We complete the proof proceeding as in Corollary 2.2 and Example 2.3.

The hypotheses in our previous results are general conditions to obtain the existence of solutions. There are special cases in which we can reduce considerably these hypotheses.

Example 2.5. In this example, $N_{i}(t): C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow X$ is given by

$$
N_{i}(t)(v)=\int_{t_{i}}^{t} v(\tau) d \tau
$$

and we assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right)-\left(\mathbf{H}_{\mathbf{2}}\right)$ hold.
(i) If in further $\left(\mathbf{H}_{\mathbf{6}}\right)$ holds and the function $f(\cdot, 0)$ is locally integrable on $J$, then there exists a unique mild solution $u \in \mathcal{P C}(X)$ of problem (1.1)(1.3).
(ii) If in further $\left(\mathbf{H}_{\mathbf{3}}\right)$ and (2.8) hold, and $T(t)$ is compact for $t>0$, then there exists a mild solution $u \in \mathcal{P C}(X)$ of problem (1.1)-(1.3).

In fact, it is not difficult to see that $G_{i}^{n_{i}}$ is a contraction for some $n_{i} \in \mathbb{N}$ large enough and each $i \in \mathbb{N}$. This implies that $G_{i}$ has a unique fixed point in $C\left(\left[t_{i}, s_{i}\right] ; X\right)$. In the case (i), we complete the proof arguing as in the proof of Theorem 2.2, while in the case (ii), we complete the proof arguing as in Example 2.3.

### 2.1. On the Existence of Bounded Mild Solutions

In this subsection, we study the existence of bounded mild solutions of problem (1.1)-(1.3) on $[0, \infty)$.

Theorem 2.3. Assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right)-\left(\mathbf{H}_{\mathbf{5}}\right)$ are fulfilled, the condition (2.1) holds and there are constants $R_{1} \geq 0, R_{2} \geq\left\|x_{0}\right\|$ such that

$$
\begin{gather*}
M C_{i} R_{2}+M \sup _{s_{i} \leq t \leq t_{i+1}} \int_{s_{i}}^{t} e^{\sigma(t-\tau)}\left(\Phi_{i}\left(R_{1}\right) m_{f}(\tau)+h_{f}(\tau)\right) d \tau \leq R_{1}  \tag{2.10}\\
L_{g_{i+1}} \nu_{i+1, R_{2}}+\sup _{t_{i+1} \leq t \leq s_{i+1}}\left\|g_{i+1}(t, 0)\right\| \leq R_{2} \tag{2.11}
\end{gather*}
$$

for each $i \in \mathbb{N}_{0}$. Then the problem (1.1)-(1.3) has at least one bounded mild solution $u \in \mathcal{P C}(X)$.

Proof. Proceeding as in the proof of Theorem 2.1, we obtain the existence of functions $u_{i}$ and $v_{i}$ such that $\left\|u_{i}\right\|_{\infty} \leq R_{1}$ and $\left\|v_{i+1}\right\|_{\infty} \leq R_{2}$ for all $i \in \mathbb{N}_{0}$. In this case, the function $u$ given by (2.7) is a mild solution of (1.1)-(1.3) and satisfies $\sup _{t \geq 0}\|u(t)\| \leq \max \left\{R_{1}, R_{2}\right\}$.

To establish our next result, for $i \in \mathbb{N}_{0}$ we introduce the notation

$$
d_{i}= \begin{cases}\frac{1}{\sigma} e^{\sigma\left(t_{i+1}-s_{i}\right)}, & \sigma>0 \\ -\frac{1}{\sigma}, & \sigma<0 \\ t_{i+1}-s_{i}, & \sigma=0\end{cases}
$$

Corollary 2.4. Assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right),\left(\mathbf{H}_{\mathbf{2}}\right),\left(\mathbf{H}_{\mathbf{4}}\right)$ and $\left(\mathbf{H}_{\mathbf{5}}\right)$ are fulfilled, the maps $N_{i}$ and $f$ are uniformly Hölder-continuous, and that for each $i \in \mathbb{N}_{0}$ condition (2.1) holds. If, in addition, $M \sup _{i \in \mathbb{N}_{0}} b_{i} d_{i}<1$ and

$$
\begin{gather*}
\sup _{i \in \mathbb{N}_{0}} C_{i}<\infty  \tag{2.12}\\
\sup _{i \in \mathbb{N}} \sup _{t_{i} \leq t \leq s_{i}}\left[L_{g_{i}}\left\|N_{i}(t, 0)\right\|+\left\|g_{i}(t, 0)\right\|\right]<\infty  \tag{2.13}\\
\sup _{i \in \mathbb{N}_{0}} \int_{s_{i}}^{t_{i+1}}\|f(\tau, 0)\| d \tau<\infty  \tag{2.14}\\
\sup _{i \in \mathbb{N}} L_{g_{i}} a_{i}<1 \tag{2.15}
\end{gather*}
$$

then the problem (1.1)-(1.3) has at least one bounded mild solution $u \in$ $\mathcal{P C}(X)$.

Proof. Arguing as in the proof of Corollary 2.3, and using (2.13) and (2.15), we have that

$$
\begin{aligned}
& L_{g_{i+1}} \nu_{i+1, R}+\sup _{t_{i+1} \leq t \leq s_{i+1}}\left\|g_{i+1}(t, 0)\right\| \\
& \leq L_{g_{i+1}} a_{i+1} R^{\theta_{i+1}}+\sup _{t_{i} \leq t \leq s_{i}}\left[L_{g_{i+1}}\left\|N_{i+1}(t, 0)\right\|+\left\|g_{i+1}(t, 0)\right\|\right] \\
& \leq R
\end{aligned}
$$

for $R>0$ large enough and all $i \in \mathbb{N}_{0}$. Let denote by $R_{2} \geq\left\|x_{0}\right\|$ a constant that satisfies the above condition. Proceeding in similar way, if $v \in$ $C\left(\left[s_{i}, t_{i+1}\right] ; X\right)$ with $\|v\|_{\infty} \leq R$, using (2.12), (2.14) and the fact that $M \sup _{i \in \mathbb{N}_{0}} b_{i} d_{i}<1$, we obtain that

$$
\begin{aligned}
& M C_{i} R_{2}+M \sup _{s_{i} \leq t \leq t_{i+1}} \int_{s_{i}}^{t} e^{\sigma(t-\tau)}\|f(\tau, v(\tau))\| d \tau \\
& \leq M C_{i} R_{2}+M b_{i} d_{i} R^{\vartheta_{i}}+M C_{i} \int_{s_{i}}^{t_{i+1}}\|f(\tau, 0)\| d \tau \leq R
\end{aligned}
$$

for $R$ large enough and all $i \in \mathbb{N}_{0}$. Denoting by $R_{1}$ this constant, we can complete the proof as in Theorem 2.3.

To complete this section, we study the existence of bounded mild solutions when the maps $f$ and $N_{i}$ satisfy Lipschitz conditions $\left(\mathbf{H}_{\mathbf{6}}\right)$ and $\left(\mathbf{H}_{\mathbf{7}}\right)$, respectively. We introduce the notations

$$
\begin{aligned}
D_{i} & =\sup _{s_{i} \leq t \leq t_{i+1}} \int_{s_{i}}^{t} e^{\sigma(t-\tau)}\|f(\tau, 0)\| d \tau \text { and } \\
E_{i} & =e^{M \int_{s_{i}}^{t_{i+1}} L_{f}(\xi) d \xi}, \text { for } i \in \mathbb{N}_{0}
\end{aligned}
$$

Theorem 2.4. Assume conditions $\left(\mathbf{H}_{\mathbf{1}}\right),\left(\mathbf{H}_{\mathbf{2}}\right),\left(\mathbf{H}_{\mathbf{6}}\right),\left(\mathbf{H}_{\mathbf{7}}\right)$, (2.12)-(2.15) are satisfied and

$$
\begin{equation*}
\sup _{i \in \mathbb{N}_{0}} \int_{s_{i}}^{t_{i+1}} L_{f}(\xi) d \xi<\infty \tag{2.16}
\end{equation*}
$$

Then there exists a unique bounded mild solution $u \in \mathcal{P C}(X)$ of problem (1.1)-(1.3).

Proof. Let $G_{i}$ be defined by (2.4). It follows from (2.15) that $G_{i}$ is a contraction. For each $i \in \mathbb{N}$, let $v_{i} \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$ be the unique solution of $G_{i} v_{i}=v_{i}$. Then, we can estimate,

$$
\begin{aligned}
\left\|v_{i}(t)\right\| & \leq\left\|g_{i}\left(t, N_{i}(t)\left(v_{i}\right)\right)-g_{i}\left(t, N_{i}(t)(0)\right)\right\|+\left\|g_{i}\left(t, N_{i}(t)(0)\right)\right\| \\
& \leq L_{g_{i}}\left\|N_{i}(t)\left(v_{i}\right)-N_{i}(t)(0)\right\|+L_{g_{i}}\left\|N_{i}(t)(0)\right\|+\left\|g_{i}(t, 0)\right\| \\
& \leq L_{g_{i}} a_{i}\left\|v_{i}\right\|_{\infty}+\sup _{i \in \mathbb{N}} \sup _{t_{i} \leq t \leq s_{i}}\left[L_{g_{i}}\left\|N_{i}(t)(0)\right\|+\left\|g_{i}(t, 0)\right\|\right]
\end{aligned}
$$

which implies that

$$
\left\|v_{i}\right\|_{\infty} \leq \frac{1}{1-\sup _{i \in \mathbb{N}} L_{g_{i}} a_{i}} \sup _{i \in \mathbb{N} t_{i} \leq t \leq s_{i}} \sup _{t_{i}}\left[L_{g_{i}}\left\|N_{i}(t)(0)\right\|+\left\|g_{i}(t, 0)\right\|\right]=R_{2}^{\prime}
$$

We denote by $R_{2}=\max \left\{\left\|x_{0}\right\|, R_{2}^{\prime}\right\}$. In addition, et $\Gamma_{i}, i \in \mathbb{N}_{0}$, be defined by (2.5). Proceeding as in the proof of Theorem 2.2 we know that there is $u_{i} \in C\left(\left[s_{i}, t_{i+1}\right] ; X\right)$ for $i \in \mathbb{N}_{0}$ be the solution of $\Gamma_{i} u_{i}=u_{i}$. It follows from (2.5) that

$$
\begin{aligned}
& \left\|u_{i}(t)\right\| \leq M e^{\sigma\left(t-s_{i}\right)} R_{2} \\
& \quad+M \int_{s_{i}}^{t} e^{\sigma(t-\tau)} L_{f}(\tau)\left\|u_{i}(\tau)\right\| d \tau+M \int_{s_{i}}^{t} e^{\sigma(t-\tau)}\|f(\tau, 0)\| d \tau
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& e^{-\sigma t}\left\|u_{i}(t)\right\| \leq M e^{-\sigma s_{i}} R_{2}+M \int_{s_{i}}^{t} e^{-\sigma \tau} L_{f}(\tau)\left\|u_{i}(\tau)\right\| d \tau \\
& \quad+M \int_{s_{i}}^{t} e^{-\sigma \tau}\|f(\tau, 0)\| d \tau
\end{aligned}
$$

and applying the Gronwall lemma, we infer that

$$
\begin{aligned}
\left\|u_{i}(t)\right\| \leq & M e^{\sigma\left(t-s_{i}\right)} R_{2}+M \int_{s_{i}}^{t} e^{\sigma(t-\tau)}\|f(\tau, 0)\| d \tau \\
& +\int_{s_{i}}^{t} e^{\sigma t}\left[M e^{-\sigma s_{i}} R_{2}+M \int_{s_{i}}^{\tau} e^{-\sigma \xi}\|f(\xi, 0)\| d \xi\right] M L_{f}(\tau) e^{\int_{\tau}^{t} M L_{f}(\xi) d \xi} d \tau \\
\leq & M C_{i} R_{2} E_{i}+M D_{i} E_{i}
\end{aligned}
$$

Using our hypotheses, we obtain easily that

$$
\sup _{i \in \mathbb{N}_{0}} \sup _{s_{i} \leq t \leq t_{i+1}}\left\|u_{i}(t)\right\| \leq M \sup _{i \in \mathbb{N}_{0}}\left(C_{i} R_{2} E_{i}+D_{i} E_{i}\right)<\infty
$$

Defining the mild solution $u(\cdot)$ by (2.7), we obtain that $u(\cdot)$ is bounded on $[0, \infty)$.

### 2.2. On the Existence of $\mathcal{S}$-Asymptotically $\boldsymbol{\omega}$-Periodic Solutions

In this subsection we study the existence of $\mathcal{S}$-asymptotically $\omega$-periodic mild solutions for (1.1)-(1.3). Concerning the theory of $\mathcal{S}$-asymptotically $\omega$ periodic we cite the papers $[17,18,28,33]$ and the recent work [32]. Next, we need to adapt the concept of $\mathcal{S}$-asymptotically $\omega$-periodic function introduced in the cited works to include piecewise continuous functions. Initially, we recall the concept of $\mathcal{S}$-asymptotically $\omega$-periodic function.

Definition 2.2. A function $u \in C_{b}([0, \infty) ; X)$ is said to be $\mathcal{S}$-asymptotically periodic if there exists $\omega>0$ such that $\lim _{t \rightarrow \infty}[u(t+\omega)-u(t)]=0$. In this case, we say that $u(\cdot)$ is a $\mathcal{S}$-asymptotically $\omega$-periodic function.

In what follows, $S A P_{\omega}(X)$ denotes the space formed by all $X$-valued $\mathcal{S}$ asymptotically $\omega$-periodic functions provided with the norm $\|\cdot\|_{C_{b}([0, \infty) ; X)}$.

Definition 2.3. We say that a function $u \in \mathcal{P C}_{b}(X)$ is $\mathcal{I S}$-asymptotically periodic if there exists $\omega>0$ such that $\lim _{t \rightarrow \infty}[u(t+\omega)-u(t)]=0$. In this case, we say that $\omega$ is an asymptotic period of $u(\cdot)$ and that $u(\cdot)$ is an $\mathcal{I S}$-asymptotically $\omega$-periodic function.

We next use the notation $I S A P_{\omega}(X)$ for the space formed by all $X$ valued $\mathcal{S}$-asymptotically $\omega$-periodic functions provided with the norm $\|\cdot\|_{\mathcal{P C}(X)}$. It is not difficult to see that $I S A P_{\omega}(X)$ is a Banach space,

In the remainder of this section, we always assume that there is $m \in \mathbb{N}$ such that the impulsive points $s_{i}, t_{j}$ satisfy that $t_{i}+\frac{\omega}{2^{m}}=s_{i}$ and $s_{i}+\frac{\omega}{2^{m}}=$ $t_{i+1}$ for all $i \in \mathbb{N}_{0}$.

To simplify the text, in what follows we use the following notations. We define $g:[0, \infty) \times X \rightarrow X$ as $g(t, x)=g_{i}(t, x)$ for $t \in\left[t_{i}, s_{i}\right], g_{0}(0, x)=x_{0}$, and

$$
g(t, x)=\frac{t_{i+1}-t}{t_{i+1}-s_{i}} g_{i}\left(s_{i}, x\right)+\frac{t-s_{i}}{t_{i+1}-s_{i}} g_{i+1}\left(t_{i+1}, x\right)
$$

for $t \in\left[s_{i}, t_{i+1}\right]$ and $i \in \mathbb{N}_{0}$. It is easy to see that $g$ is continuous. Let $u \in \mathcal{P C}(X)$ and $i \in \mathbb{N}$. We denote by $u_{i} \in C\left(\left[t_{i}, s_{i}\right] ; X\right)$ the function given by $u_{i}(t)=u(t)$ for $t \in\left(t_{i}, s_{i}\right]$ and $u_{i}\left(t_{i}\right)=\lim _{t \rightarrow t_{i}^{+}} u(t)$. We define $N(t)$ : $\mathcal{P C}(X) \rightarrow X$ by $N(t)(u)=N_{i}(t)\left(u_{i}\right)$ for $t \in\left[t_{i}, s_{i}\right]$, and

$$
N(t)(u)=\frac{t_{i+1}-t}{t_{i+1}-s_{i}} N\left(s_{i}\right)(u)+\frac{t-s_{i}}{t_{i+1}-s_{i}} N\left(t_{i+1}\right)(u)
$$

for $t \in\left[s_{i}, t_{i+1}\right]$ and $i \in \mathbb{N}_{0}$. Here we set $N(0)=0$.
Some of results included in the paper [17] depend heavily on the following concept.

Definition 2.4. A continuous function $\varphi:[0, \infty) \times X \rightarrow X$ is said to be uniformly $S$-asymptotically $\omega$-periodic on bounded sets if for every bounded subset $K$ of $X$, the set $\{\varphi(t, x): t \geq 0, x \in K\}$ is bounded and $\lim _{t \rightarrow \infty}(\varphi(t, x)-$ $\varphi(t+\omega, x))=0$ uniformly for $x \in K$.

This motivates us to establish the following definition.
Definition 2.5. We say that the family of functions $\left(g_{i}\right)_{i \in \mathbb{N}}$ is uniformly $\mathcal{I S}$ asymptotically $\omega$-periodic on bounded sets if $g$ is uniformly $S$-asymptotically $\omega$-periodic on bounded sets.

We also consider the following concept.
Definition 2.6. The family $\left(N_{i}\right)_{i \in \mathbb{N}}$ is said to be $\mathcal{I S}$-asymptotically $\omega$-periodic if the set $\{N(t)(u): t \geq 0\}$ is bounded and $N(t+\omega)(u)-N(t)(u) \rightarrow 0$ as $t \rightarrow \infty$ for each $u \in I S A P_{\omega}(X)$.

In the next statement, $C=\sup _{i \in \mathbb{N}_{0}} C_{i}$. If $\sigma \leq 0$, then $C=1$ but if $\sigma>0$, then $C=e^{\sigma \omega / 2^{m}}$.

Theorem 2.5. Assume that $f$ is continuous and conditions $\left(\mathbf{H}_{\mathbf{1}}\right),\left(\mathbf{H}_{\mathbf{6}}\right),\left(\mathbf{H}_{\mathbf{7}}\right)$, (2.13) and (2.16) are fulfilled. Suppose, that $f(\cdot)$ is uniformly $\mathcal{S}$-asymptotically $\omega$-periodic on bounded sets, the family $\left(g_{i}\right)_{i \in \mathbb{N}}$ is uniformly $\mathcal{I} \mathcal{S}$-asymptotically $\omega$-periodic on bounded sets, and the family $\left(N_{i}\right)_{i \in \mathbb{N}}$ is $\mathcal{I S}$-asymptotically $\omega$ periodic. If $\Theta=\sup _{i \in \mathbb{N}} L_{g_{i}}$ is finite and $\alpha=M C \sup _{i \in \mathbb{N}} L_{g_{i}} a_{i}<1$, then there exists a unique $\mathcal{I} \mathcal{S}$-asymptotically $\omega$-periodic mild solution of problem (1.1)-(1.3).

Proof. To simplify the writing of the text, in what follows we assume that $m=1$. Moreover, to avoid introducing more notations, for a function $u \in$ $\mathcal{P C}(X)$, and an interval of type $\left[s_{i}, t_{i+1}\right]$, we identify $u$ with its restriction to the interval $\left[s_{i}, t_{i+1}\right]$. Similarly, for an interval $\left(t_{i}, s_{i}\right]$, we identify $u$ with its restriction on $\left(t_{i}, s_{i}\right]$ and $u\left(t_{i}\right)=\lim _{t \rightarrow t_{i}^{+}} u(t)$.

Let $\Gamma$ be the map defined on $\mathcal{P C}^{0}(X)=\left\{u \in \mathcal{P C}(X): u(0)=x_{0}\right\}$ by $\Gamma u(t)=G_{i} u(t)$, for $t \in\left(t_{i}, s_{i}\right], i \in \mathbb{N}$, and $\Gamma u(t)=\Gamma_{i} u(t)$, for $t \in\left[s_{i}, t_{i+1}\right]$, $i \in \mathbb{N}_{0}$, where the maps $G_{i}$ are defined by (2.4) and

$$
\Gamma_{i} u(t)=T\left(t-s_{i}\right)\left(G_{i}(u)\left(s_{i}\right)\right)+\int_{s_{i}}^{t} T(t-\tau) f(\tau, u(\tau)) d \tau, \quad \text { for } t \in\left[s_{i}, t_{i+1}\right]
$$

It is clear that $\Gamma: \mathcal{P C}^{0}(X) \rightarrow \mathcal{P C}^{0}(X)$.
We separate the rest of the proof in three steps.
First step Initially we will show that $\Gamma$ takes bounded functions into bounded functions. Let $u \in \mathcal{P C} \mathcal{C}^{0}(X)$ be a bounded function. For $t \in\left[t_{i}, s_{i}\right], i \in \mathbb{N}$, from

$$
\left\|g_{i}\left(t, N_{i}(t)(u)\right)\right\| \leq L_{g_{i}} a_{i}\|u\|_{\infty}+L_{g_{i}}\left\|N_{i}(t)(0)\right\|+\left\|g_{i}(t, 0)\right\|,
$$

the conditions on $\alpha$ and $\Theta$, and using (2.13) we obtain that $\left\{\Gamma u(t): t \in J^{\prime}\right\}$ is a bounded set. In similar way, for $t \in\left[s_{i}, t_{i+1}\right], i \in \mathbb{N}_{0}$, we have that

$$
\|\Gamma u(t)\| \leq M C\left\|u\left(s_{i}\right)\right\|+M C \int_{s_{i}}^{t} L_{f}(\tau)\|u(\tau)\| d \tau+M C \int_{s_{i}}^{t}\|f(\tau, 0)\| d \tau
$$

and using (2.16) and the fact that $f(t, 0)$ is bounded on $[0, \infty)$, we obtain that $\{\Gamma u(t): t \in J\}$ is a bounded set. Consequently, we can consider $\Gamma$ : $\mathcal{P C}_{b}^{0}(X) \rightarrow \mathcal{P C}_{b}^{0}(X)$.
Second step In this second step we will prove that $\Gamma$ is Lipschitz continuous on $\mathcal{P C}_{b}^{0}(X)$, and that there exists $n \in \mathbb{N}$ such that $\Gamma^{n}$ is a contraction. We denote $k=\sup _{i \in \mathbb{N}} L_{g_{i}} a_{i}$. Since $M C \geq 1$, we have that $0 \leq k<1$. Let $u, v \in \mathcal{P C}_{b}(X)$. If $t \in\left[t_{i}, s_{i}\right], i \in \mathbb{N}$, then

$$
\|\Gamma v(t)-\Gamma u(t)\| \leq L_{g_{i}} a_{i} \sup _{t_{i} \leq t \leq s_{i}}\|v(t)-u(t)\| \leq k\|v-u\|_{\infty}
$$

It is immediate that

$$
\left\|\Gamma^{n} v(t)-\Gamma^{n} u(t)\right\|_{\infty} \leq k^{n}\|v-u\|_{\infty}, \forall n \in \mathbb{N}
$$

If $t \in\left[s_{i}, t_{i+1}\right], i \in \mathbb{N}_{0}$, then

$$
\begin{aligned}
\|\Gamma v(t)-\Gamma u(t)\| \leq & M e^{\sigma\left(t-s_{i}\right)}\left\|G_{i}(v)\left(s_{i}\right)-G_{i}(u)\left(s_{i}\right)\right\| \\
& +M \int_{s_{i}}^{t} e^{\sigma(t-\tau)} L_{f}(\tau)\|v(\tau)-u(\tau)\| d \tau \\
\leq & M C k\|v-u\|_{\infty}+M C \int_{s_{i}}^{t} L_{f}(\tau) d \tau \sup _{s_{i} \leq \tau \leq t}\|v(\tau)-u(\tau)\| .
\end{aligned}
$$

Repeating this argument, we can assert that

$$
\left\|\Gamma^{n} v(t)-\Gamma^{n} u(t)\right\| \leq\left(\alpha^{n}+\alpha^{n-1} \beta+\alpha^{n-2} \frac{\beta^{2}}{2!}+\cdots+\frac{\beta^{n}}{n!}\right)\|v-u\|_{\infty}
$$

where we have denoted $\beta=M C \sup _{i \in \mathbb{N}_{\mathrm{o}}} \int_{s_{i}}^{t_{i+1}} L_{f}(\tau) d \tau<\infty$. Combining these estimates, we can affirm that

$$
\left\|\Gamma^{n} v-\Gamma^{n} u\right\|_{\infty} \leq\left(\alpha^{n}+\alpha^{n-1} \beta+\alpha^{n-2} \frac{\beta^{2}}{2!}+\cdots+\frac{\beta^{n}}{n!}\right)\|v-u\|_{\infty}
$$

Using now (2.16) and that $\alpha<1$, we get that $\alpha^{n}+\alpha^{n-1} \beta+\alpha^{n-2} \frac{\beta^{2}}{2!}+\cdots+$ $\frac{\beta^{n}}{n!} \rightarrow 0$, as $n \rightarrow \infty$, which implies that $\Gamma^{n}$ is a contraction for $n$ large enough.
Third step As a consequence of the Second Step, in order to establish that there exists an $\mathcal{I S}$-asymptotically $\omega$-periodic mild solution it remains to show that $\Gamma\left(I S A P_{\omega}^{0}(X)\right) \subseteq I S A P_{\omega}^{0}(X)$, where $\operatorname{ISA} P_{\omega}^{0}(X)=\left\{u \in I S A P_{\omega}(X)\right.$ : $\left.u(0)=x_{0}\right\}$.

To prove this fact, we take $u \in I S A P_{\omega}^{0}(X)$ and $t \geq 0$.
We analyze two cases. If $t \in\left[t_{i}, s_{i}\right], i \in \mathbb{N}$, then $t+\omega \in\left[t_{i+1}, s_{i+1}\right]$, and

$$
\begin{aligned}
\Gamma u(t+\omega)-\Gamma u(t)= & g(t+\omega, N(t+\omega)(u))-g(t, N(t+\omega)(u)) \\
& +g_{i}(t, N(t+\omega)(u))-g_{i}(t, N(t)(u)) .
\end{aligned}
$$

Since $\{N(\tau)(u): \tau \geq 0\}$ is a bounded set, $g(t+\omega, N(t+\omega)(u))-g(t, N(t+$ $\omega)(u)) \rightarrow 0$ as $t \rightarrow \infty$. In addition,

$$
\begin{aligned}
& \left\|g_{i}(t, N(t+\omega)(u))-g_{i}(t, N(t)(u))\right\| \leq \sup _{i \in \mathbb{N}} L_{g_{i}} \| N(t+\omega)(u) \\
& \quad-N(t)(u) \| \rightarrow 0, t \rightarrow \infty
\end{aligned}
$$

and combining these estimates,

$$
\begin{equation*}
\Gamma u(t+\omega)-\Gamma u(t) \rightarrow 0, t \rightarrow \infty, t \in\left[t_{i}, s_{i}\right] . \tag{2.17}
\end{equation*}
$$

On the other hand, if $t \in\left[s_{i}, t_{i+1}\right]$, then $t+\omega \in\left[s_{i+1}, t_{i+2}\right]$. Therefore,

$$
\begin{aligned}
\Gamma u(t+\omega)-\Gamma u(t)= & T\left(t+\omega-s_{i+1}\right) G_{i+1}(u)\left(s_{i+1}\right)-T\left(t-s_{i}\right) G_{i}(u)\left(s_{i}\right) \\
& +\int_{s_{i+1}}^{t+\omega} T(t+\omega-\tau) f(\tau, u(\tau)) d \tau-\int_{s_{i}}^{t} T(t-\tau) f(\tau, u(\tau)) d \tau \\
= & T\left(t-s_{i}\right)\left(G_{i+1}(u)\left(s_{i+1}\right)-G_{i}(u)\left(s_{i}\right)\right) \\
& +\int_{s_{i}}^{t} T(t-\tau)[f(\tau+\omega, u(\tau+\omega))-f(\tau, u(\tau))] d \tau .
\end{aligned}
$$

Let $B=\{u(\tau): \tau \geq 0\}$. It follows from above that

$$
\begin{align*}
\|\Gamma u(t+\omega)-\Gamma u(t)\| \leq & M C\left\|G_{i+1}(u)\left(s_{i+1}\right)-G_{i}(u)\left(s_{i}\right)\right\| \\
& +M \int_{s_{i}}^{t} e^{\sigma(t-\tau)}\|f(\tau+\omega, u(\tau+\omega))-f(\tau, u(\tau+\omega))\| d \tau \\
& +M \int_{s_{i}}^{t} e^{\sigma(t-\tau)}\|f(\tau, u(\tau+\omega))-f(\tau, u(\tau))\| d \tau \\
\leq & M C\left\|G_{i+1}(u)\left(s_{i+1}\right)-G_{i}(u)\left(s_{i}\right)\right\| \\
& +\frac{1}{2} \omega M C \sup _{s_{i} \leq \tau \leq t_{i+1}}\|f(\tau+\omega, x)-f(\tau, x)\| \\
& \left.+M C \int_{s_{i}}^{t} L_{f}(\tau) d \tau \sup _{s_{i} \leq \tau \leq t_{i+1}} \| u(\tau+\omega)\right)-u(\tau) \| . \tag{2.18}
\end{align*}
$$

The first term on the right hand side of (2.18) converges to zero as $t \rightarrow \infty$ by (2.17) and using our hypotheses, we get that the other two terms also converge to zero as $t \rightarrow \infty$.

From the above steps we infer that $\Gamma^{n}$ is a contraction on $\operatorname{ISA} P_{\omega}^{0}(X)$, which implies that there exists a unique $\mathcal{I S}$-asymptotically $\omega$-periodic mild solution of (1.1)-(1.3).

In the following results, we modify some of the assumptions about functions $g_{i}$ and $N_{i}$ considered in the statement of in Theorem 2.5.

Definition 2.7. We say that the family of functions $\left(g_{i}\right)_{i \in \mathbb{N}}$ vanishes at infinite uniformly on bounded sets if for every bounded set $K \subseteq X, g(t, x) \rightarrow 0$ as $t \rightarrow \infty$ uniformly for $x \in K$.

The following result is a direct consequence of Theorem 2.5.
Theorem 2.6. Assume that $f$ is continuous and conditions $\left(\mathbf{H}_{\mathbf{1}}\right),\left(\mathbf{H}_{\mathbf{6}}\right),(2.11)$ and (2.16) are fulfilled. Suppose that $f(\cdot)$ is uniformly $\mathcal{S}$-asymptotically $\omega$ periodic on bounded sets, the family $\left(g_{i}\right)_{i \in \mathbb{N}}$ vanishes at infinite uniformly on bounded sets, and the maps $N_{i}, i \in \mathbb{N}$ are uniformly bounded on bounded sets. If the maps $\widetilde{N}_{i}: C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow C\left(\left[t_{i}, s_{i}\right] ; X\right), i \in \mathbb{N}$, are completely continuous, then there exists an $\mathcal{I S}$-asymptotically $\omega$-periodic mild solution of (1.1)-(1.3).

Proof. We introduce the space $Y$ consisting of all bounded continuous functions $u: J^{\prime} \rightarrow X$ provided with the norm of uniform convergence. We define $\Gamma_{2}$ on $Y$ by

$$
\begin{equation*}
\Gamma_{2} u(t)=g_{i}(t, N(t)(u)), t \in\left[t_{i}, s_{i}\right], i \in \mathbb{N} \tag{2.19}
\end{equation*}
$$

Initially we point out that as a consequence of $\left(\mathbf{H}_{\mathbf{1}}\right)$, the fact that $\widetilde{N}_{i}$ are continuous, and the family $\left(g_{i}\right)_{i \in \mathbb{N}}$ vanishes at infinite uniformly on bounded sets, it follows that $\Gamma_{2}$ is a continuous map from $Y$ into $Y$. In addition, combining $\left(\mathbf{H}_{\mathbf{1}}\right)$ with the property that $\widetilde{N}_{i}$ are completely continuous, we deduce that the maps $G_{i}$ for $i \in \mathbb{N}$ are also completely continuous. Using again that the family $\left(g_{i}\right)_{i \in \mathbb{N}}$ vanishes at infinite uniformly on bounded sets and arguing as in Lemma 1.1, we can affirm that $\Gamma_{2}$ is completely continuous. Moreover, using (2.11) we can assert that there exists a constant $R_{2}>0$ such that $\Gamma_{2}\left(B_{R_{2}}(0, Y)\right) \subseteq B_{R_{2}}(0, Y)$.

An application of the Schauder-Tychonoff theorem [13, Theorem 7.1.13] allows us to conclude the existence of a function $\bar{u} \in Y$ such that $\Gamma_{2} \bar{u}=\bar{u}$. From $\bar{u}(t)=g_{i}\left(t, N_{i}(t)(\bar{u})\right)$ for $t \in\left[t_{i}, s_{i}\right]$, we infer that $\bar{u}(t) \rightarrow 0$ as $t \in J^{\prime}$, $t \rightarrow \infty$.

We define now $\Gamma_{1}$ on $\mathcal{P} \mathcal{C}_{b}(X)$ by
$\Gamma_{1} u(t)= \begin{cases}T(t) x_{0}+\int_{0}^{t} T(t-\tau) f(\tau, u(\tau)) d \tau, & t \in\left[0, t_{1}\right], \\ \bar{u}(t), & t \in\left(t_{i}, s_{i}\right], \quad i \in \mathbb{N}, \\ T\left(t-s_{i}\right) \bar{u}\left(s_{i}\right)+\int_{s_{i}}^{t} T(t-\tau) f(\tau, u(\tau)) d \tau, & t \in\left(s_{i}, t_{i+1}\right], \quad i \in \mathbb{N},\end{cases}$
Arguing as in the proof of Theorem 2.5, we obtain that $\Gamma_{1}$ is a map from $\mathcal{P C}_{b}(X)$ into $\mathcal{P C}_{b}(X)$. Moreover, proceeding as in the third step of the proof of Theorem 2.5 we can show that $\Gamma_{1}\left(I S A P_{\omega}(X)\right) \subseteq I S A P_{\omega}(X)$. In fact, if $t \in\left[s_{i}, t_{i+1}\right]$, then $t+\omega \in\left[s_{i+1}, t_{i+2}\right]$, and.

$$
\begin{aligned}
\Gamma_{1} u(t+\omega)-\Gamma_{1} u(t)= & T\left(t+\omega-s_{i+1}\right) \bar{u}\left(s_{i+1}\right)-T\left(t-s_{i}\right) \bar{u}\left(s_{i}\right) \\
& +\int_{s_{i+1}}^{t+\omega} T(t+\omega-\tau) f(\tau, u(\tau)) d \tau \\
& -\int_{s_{i}}^{t} T(t-\tau) f(\tau, u(\tau)) d \tau \\
= & T\left(t-s_{i}\right)\left(\bar{u}\left(s_{i}+\omega\right)-\bar{u}\left(s_{i}\right)\right) \\
& +\int_{s_{i}}^{t} T(t-\tau)[f(\tau+\omega, u(\tau+\omega))-f(\tau, u(\tau))] d \tau
\end{aligned}
$$

Since $f$ is uniformly $\mathcal{S}$-asymptotically $\omega$-periodic on bounded sets and $\bar{u}\left(s_{i}\right) \rightarrow$ 0 as $i \in \mathbb{N}, i \rightarrow \infty$, then $\Gamma_{1} u(t+\omega)-\Gamma_{1} u(t) \rightarrow 0$ as $t \rightarrow \infty$.

On the other hand, proceeding as in the proof of Theorem 2.5 we can show that

$$
\left\|\Gamma_{1}^{n} v_{2}(t)-\Gamma_{1}^{n} v_{1}(t)\right\| \leq \frac{M^{n} C^{n}}{n!}\left(\int_{s_{i}}^{t_{i+1}} L_{f}(\tau) d \tau\right)^{n}\left\|v_{2}-v_{1}\right\|_{\infty}
$$

for $n \in \mathbb{N}$. Using (2.16), we infer that there exists $n \in \mathbb{N}$ such that $\Gamma_{1}^{n}$ is a contraction.

Combining these assertions, we infer that there is $u \in I S A P_{\omega}(X)$ such that $\Gamma_{1} u=u$. This implies that $u(t)=\bar{u}(t)$ for $t \in\left(t_{i}, s_{i}\right], i \in \mathbb{N}$, and

$$
u(t)=T\left(t-s_{i}\right) u\left(s_{i}\right)+\int_{s_{i}}^{t} T(t-\tau) f(\tau, u(\tau)) d \tau
$$

for $t \in\left(s_{i}, t_{i+1}\right]$. Hence $u(\cdot)$ is an $\mathcal{I} \mathcal{S}$-asymptotically $\omega$-periodic mild solution of (1.1)-(1.3).

The following immediate consequence of Theorem 2.6 is more appropriate for applications.

Corollary 2.5. Assume that $f$ is continuous and conditions $\left(\mathbf{H}_{\mathbf{1}}\right),\left(\mathbf{H}_{\mathbf{6}}\right)$, (2.11) and (2.16) are fulfilled. Assume further that $f(\cdot)$ is uniformly $\mathcal{S}$-asymptotically $\omega$-periodic on bounded sets, the family $\left(g_{i}\right)_{i \in \mathbb{N}}$ vanishes at infinite uniformly on bounded sets, and the maps $N_{i}, i \in \mathbb{N}$ are uniformly bounded on bounded sets. If the set $\left\{g_{i}(\cdot, x): x \in B\right\}$ is relatively compact in $C\left(\left[t_{i}, s_{i}\right] ; X\right)$ for each bounded set $B \subseteq X$, and the set $\left\{\widetilde{N}_{i}(u): u \in W\right\}$ is equicontinuous in $C\left(\left[t_{i}, s_{i}\right] ; X\right)$ for each bounded set $W \subseteq C\left(\left[t_{i}, s_{i}\right] ; X\right)$ and $i \in \mathbb{N}$, then there exists an $\mathcal{I S}$-asymptotically $\omega$-periodic mild solution of problem (1.1)-(1.3).

Proof. It only remains to prove that the map $\Gamma_{2}$ defined by (2.19) is completely continuous. Let $W \subseteq C\left(\left[t_{i}, s_{i}\right] ; X\right)$ be a bounded set. Since $\widetilde{N}_{i}(W)$ is bounded, we obtain that the set $G_{i}(W)(t) \subseteq\left\{g_{i}(t, v): v \in \widetilde{N}_{i}(W)\right\}$ is relatively compact. Furthermore, combining $\left(\mathbf{H}_{\mathbf{1}}\right)$ with the fact that $\left\{\widetilde{N}_{i}(u)\right.$ : $u \in W\}$ is equicontinuous, we get that $G_{i}(W)$ is also equicontinuous. Consequently, $G_{i}(W)$ is relatively compact in $C\left(\left[t_{i}, s_{i}\right] ; X\right)$. We complete the proof of the assertion arguing as in the proof of Corollary 1.1 and Theorem 2.6.

Example 2.6. For each $i \in \mathbb{N}$, we consider $N_{i}(t)(v)=\int_{t_{i}}^{t} v(s) d s$ and $g_{i}(t, x)=$ $\varphi_{i}(t) Q_{i}(x)$, where $\varphi_{i}:\left[t_{i}, s_{i}\right] \rightarrow \mathbb{R}$ is a continuous function such that $\varphi_{i}(t) \rightarrow$ $0, t \in\left[t_{i}, s_{i}\right], t \rightarrow \infty$, and $Q_{i}: X \rightarrow X$ is a Lipschitz continuous and completely continuous map.

We assume that conditions $\left(\mathbf{H}_{\mathbf{1}}\right),\left(\mathbf{H}_{\mathbf{6}}\right),(2.11)$ and (2.16) are fulfilled and that $f$ is continuous and uniformly $\mathcal{S}$-asymptotically $\omega$-periodic on bounded sets. Then there exists an $\mathcal{I S}$-asymptotically $\omega$-periodic mild solution of problem (1.1)-(1.3). In fact, it is not difficult to see that hypotheses of Corollary 2.5 hold.

## 3. Applications

In this section, we will study the problem of heat conduction in a metal bar subjected to impulses that are maintained during predetermined time intervals. To simplify the exposition, we shall only consider a bar located on the interval $[0, \pi]$.

Specifically, we consider a problem described by the equations

$$
\begin{align*}
\frac{\partial}{\partial t} w(t, \xi) & =\frac{\partial^{2}}{\partial \xi^{2}} w(t, \xi)+F(t, w(t, \xi)), \quad(t, \xi) \in \cup_{i=0}^{\infty}\left[s_{i}, t_{i+1}\right] \times[0, \pi]  \tag{3.1}\\
w(t, 0) & =w(t, \pi)=0, \quad t \in[0, \infty)  \tag{3.2}\\
w(0, \xi) & =z(\xi), \quad \xi \in[0, \pi]  \tag{3.3}\\
w(t, \xi) & =p_{i}\left(t, q_{i}(t, w(\cdot, \xi))\right), \quad \xi \in[0, \pi], t \in\left(t_{i}, s_{i}\right], i \in \mathbb{N} \tag{3.4}
\end{align*}
$$

where $0=t_{0}=s_{0}<t_{1}<s_{1}<\cdots<t_{n}<s_{n} \cdots$ are fixed real numbers, and $F \in C([0, \infty) \times \mathbb{R} ; \mathbb{R}) ; p_{i} \in C\left(\left[t_{i}, s_{i}\right] \times \mathbb{R} ; \mathbb{R}\right)$ and $q_{i}:\left(t_{i}, s_{i}\right] \times C\left(\left[t_{i}, s_{i}\right] ; \mathbb{R}\right) \rightarrow \mathbb{R}$ for all $i \in \mathbb{N}$. We assume that $p_{i}(t, 0)=0$ and $q_{i}(t, 0)=0$, and that $F, p_{i}, q_{i}$ are functions that satisfy appropriate conditions which will be specified later.

To model this problem in abstract form, as usual we consider the space $X=L^{2}([0, \pi])$ and define $u(t)=w(t, \cdot)$. For this reason, we take $z \in X$ and define the operator $A: D(A) \subseteq X \rightarrow X$ by $A x=x^{\prime \prime}$ on the domain $D(A):=\left\{x \in X: x^{\prime \prime} \in X, x(0)=x(\pi)=0\right\}$. It is well known that $A$ is the infinitesimal generator of a compact semigroup $(T(t))_{t \geq 0}$ on $X$ such that $\|T(t)\| \leq e^{-t}$ for all $t \geq 0$. Moreover, we define the functions $f$ : $[0, \infty) \times X \rightarrow X$ and $g_{i}:\left[t_{i}, s_{i}\right] \times X \rightarrow X$ by $f(t, x)(\xi)=F(t, x(\xi))$ and $g_{i}(t, x)(\xi)=p_{i}(t, x(\xi))$.

We study two alternatives for $q_{i}:\left(t_{i}, s_{i}\right] \times C\left(\left[t_{i}, s_{i}\right] ; \mathbb{R}\right) \rightarrow \mathbb{R}$ and $N_{i}(t):$ $C\left(\left[t_{i}, s_{i}\right] ; X\right) \rightarrow X$, for $t \in\left(t_{i}, s_{i}\right]$ and $i \in \mathbb{N}$.
(i) $q_{i}(t, w(\cdot, \xi))=w(t, \xi)$ and $N_{i}(t)(v)(\xi)=v(t)(\xi)$.
(ii) $q_{i}(t, w(\cdot, \xi))=\int_{t_{i}}^{t} w(\tau, \xi) d \tau$ and $N_{i}(t)(v)(\xi)=\int_{t_{i}}^{t} v(\tau)(\xi) d \tau$.

In these conditions the impulsive problem (3.1)-(3.4) can be modeled in the form (1.1)-(1.3). Next, we say that $w(\cdot)$ is a mild solution of (3.1)-(3.4) if $u(\cdot) \in \mathcal{P C}(X)$ is a mild solution of the associated abstract problem (1.1)(1.3).

The next result follows from Theorem 2.2, Theorem 2.4 and Theorem 2.5.

Proposition 3.1. Assume that condition (i) holds and that the following properties are fulfilled.
(a) There exists a constant $L_{F} \geq 0$ such that $\left|F\left(t, \eta_{2}\right)-F\left(t, \eta_{1}\right)\right| \leq L_{F} \mid \eta_{2}-$ $\eta_{1} \mid$ for $t \geq 0$ and $\eta_{2}, \eta_{1} \in \mathbb{R}$.
(b) There are constants $0 \leq L_{i}<1$ such that $\left|p_{i}\left(t, \eta_{2}\right)-p_{i}\left(t, \eta_{1}\right)\right| \leq L_{i} \mid \eta_{2}-$ $\eta_{1} \mid$, for $t \in\left[t_{i}, s_{i}\right], \eta_{2}, \eta_{1} \in \mathbb{R}$ and $i \in \mathbb{N}$.

Then there exits a unique mild solution $w$ of problem (3.1)-(3.4). If the following additional conditions are verified.
(c) $\sup _{i \in \mathbb{N}} L_{i}<1$; $\sup _{i \in \mathbb{N}} \sup _{t_{i} \leq t \leq s_{i}}\left|p_{i}(t, 0)\right|<\infty$; $\sup _{i \in \mathbb{N}_{0}}\left(t_{i+1}-s_{i}\right)<\infty$, and
$\sup _{i \in \mathbb{N}_{0}} \int_{s_{i}}^{t_{i+1}}|F(\tau, 0)| d \tau<\infty$,
then there exits a unique bounded mild solution $w$ of problem (3.1)-(3.4).
If, in addition to all the above conditions, $t_{i+1}-s_{i}=\omega / 2, s_{i}-t_{i}=\omega / 2$, $F(t+\omega, \eta)-F(t, \eta) \rightarrow 0, t \rightarrow \infty$, for $\eta \in \mathbb{R}$, and $p_{i+1}(t+\omega, \eta)-p_{i}(t, \eta) \rightarrow 0$,
$t \rightarrow \infty, t \in\left[t_{i}, s_{i}\right]$ and $\eta \in \mathbb{R}$, then there exists an $\mathcal{I S}$-asymptotically $\omega$ periodic mild solution of problem (3.1)-(3.4).

Proof. We only prove the last assertion. By comparing with the statement of Theorem 2.5, it remains to show that $f(\cdot)$ is uniformly $\mathcal{S}$-asymptotically $\omega$ periodic on bounded sets, the family $\left(g_{i}\right)_{i \in \mathbb{N}}$ is uniformly $\mathcal{I S}$-asymptotically $\omega$-periodic on bounded sets, and the family $\left(N_{i}\right)_{i \in \mathbb{N}}$ is $\mathcal{I} \mathcal{S}$-asymptotically $\omega$-periodic. Let $K \subseteq X$ be a bounded set and $x \in K$. Then

$$
|F(t+\omega, x(\xi))-F(t, x(\xi))| \rightarrow 0, t \rightarrow \infty, \xi \in[0, \pi] .
$$

Moreover, since $|F(t, \eta)| \leq L_{F}|\eta|+|F(t, 0)|$ the Lebesgue dominated convergence theorem implies that
$\|f(t+\omega, x)-f(t, x)\|=\left(\int_{0}^{\pi}|F(t+\omega, x(\xi))-F(t, x(\xi))|^{2} d \xi\right)^{1 / 2} \rightarrow 0, t \rightarrow \infty$,
uniformly for $x \in K$. This shows that $f(\cdot)$ is uniformly $\mathcal{S}$-asymptotically $\omega$-periodic on bounded sets. A similar argument establishes that the family $\left(g_{i}\right)_{i \in \mathbb{N}}$ is uniformly $\mathcal{I S}$-asymptotically $\omega$-periodic on bounded sets. Finally, from (i) is immediate that the family $\left(N_{i}\right)_{i \in \mathbb{N}}$ is $\mathcal{I} \mathcal{S}$-asymptotically $\omega$-periodic.

On the other hand, since in this case $T(t)$ is compact for $t>0$, proceeding as in Example 2.5 we get the following consequence.

Proposition 3.2. Assume that condition (ii) and the following properties are fulfilled.
(a) There exists a positive continuous function $\rho$ such that $\int_{s_{i}}^{t_{i+1}} \rho(\tau) d \tau<1$ for all $i \in \mathbb{N}_{0}$, and $|F(t, \eta)| \leq \rho(t)|\eta|$, for $t \geq 0$ and $\eta \in \mathbb{R}$.
(b) There are constants $L_{i} \geq 0$ such that $\left|p_{i}\left(t, \eta_{2}\right)-p_{i}\left(t, \eta_{1}\right)\right| \leq L_{i}\left|\eta_{2}-\eta_{1}\right|$, for $t \in\left[t_{i}, s_{i}\right], \eta_{1}, \eta_{2} \in \mathbb{R}$ and $i \in \mathbb{N}$.

Then there exits a mild solution $w$ of problem (3.1)-(3.4).
If the following additional conditions are verified.
(c) There is $n \in \mathbb{N}$ such that $\sup _{i \in \mathbb{N}} \frac{L_{i}^{n}}{n!}<1$; $\sup _{i \in \mathbb{N}} \sup _{t_{i} \leq t \leq s_{i}}\left|p_{i}(t, 0)\right|<$ $\infty$, and $\sup _{i \in \mathbb{N}_{0}} \int_{s_{i}}^{t_{i+1}} \rho(\tau) d \tau<1$,
then there exits a bounded mild solution $w$ of problem (3.1)-(3.4).
If, in addition to all the above conditions, $t_{i+1}-s_{i}=\omega / 2, s_{i}-t_{i}=\omega / 2$, $F(t+\omega, \eta)-F(t, \eta) \rightarrow 0, t \rightarrow \infty$, for $\eta \in \mathbb{R}$, and $p_{i+1}(t+\omega, \eta)-p_{i}(t, \eta) \rightarrow 0$, $t \rightarrow \infty, t \in\left[t_{i}, s_{i}\right]$ and $\eta \in \mathbb{R}$, then there exists an $\mathcal{I S}$-asymptotically $\omega$ periodic mild solution of problem (3.1)-(3.4).

Proof. To prove the first assertion, we choose $m_{f}(t)=\rho(t)$ and $\Phi_{i}(\xi)=\xi$ for $\xi \geq 0$ and $i \in \mathbb{N}_{0}$. Thus, in this case condition [2.8 holds and the assertion is a consequence of Example 2.5(ii)].

To establish the second assertion, we proceed as in the proof of Theorem 2.6. It is not difficult to see that in this case $\Gamma_{2}: Y \rightarrow Y$ and $\Gamma_{2}^{n}$ is a contraction. Hence, there exists $\bar{u} \in Y$ such that $\Gamma_{2}(\bar{u})=\bar{u}$. We complete the proof as in Theorem 2.6.

The last assertion is proved in similar manner to what we did to establish that type of property in Proposition 3.1.
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