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#### Abstract

: We consider here some Oldroyd models of non Newtonian flows consisting of a strong coupling between incompressible Navier-Stokes equations and some transport equations. We prove that there exist global weak solutions for general initial conditions. The existence proof relies upon showing the propagation in time of the compactness of solutions.


Solutions Globales pour un modèle d'Oldroyd de fluides non Newtoniens

Résumé Nous considérons ici quelques modèles d'Oldroyd gouvernant des écoulements non newtoniens. Ceux ci se traduisent par un couplage fort entre les équations de Navier-Stokes incompressible et une équation de transport sur le tenseur des contrainte. Nous montrons ici l'existence de solutions faibles globales pour des données initiales générales. La preuve d'existence est basé sur la propagation en temps de la compacité des solutions.

## I. Introduction :

We consider here some Oldroyd models of non-Newtonian flows and prove the existence of global weak solution of the corresponding systems of equations.

More precisely, we study the following system of equations

$$
\begin{gather*}
\frac{\partial u}{\partial t}+(u \cdot \nabla) u-\nu \Delta u+\nabla p=\operatorname{div} \tau, \quad \operatorname{div} u=0  \tag{1}\\
\frac{\partial \tau}{\partial t}+u \cdot \nabla \tau+\tau \cdot \omega-\omega \cdot \tau+a \tau=b D(u) \tag{2}
\end{gather*}
$$

where $\nu>0, a, b \geq 0 ; u$ stands for the velocity of the fluid assumed to be incompressible and $p$ for the pressure and $\tau$ is a symmetric tensor ; we denote by $\omega=\frac{1}{2}\left(\nabla u-\nabla u^{T}\right)$ the vorticity tensor and by $D(u)=\frac{1}{2}\left(\nabla u-\nabla u^{T}\right)$ the deformation tensor. The parameters $\nu, a, b$ correspond respectively to $\frac{\theta}{R e}$, $\frac{1}{W e}$ and $\frac{2(1-\theta)}{W e R e}$ where Re is the Reynolds number, $\theta$ is the ratio between the so called relaxation and retardation times and $W e$ is the Weissenberg number which measures the elasticity of the fluid. The above system of equations is set in three dimensions with boundary conditions described below so that $u$ is a $N$-dimensional vector field and $\tau$ is a $N \times N$ symmetric matrix with $N=3$ and we shall consider as well the case when $N=2$ in which case the matrix reduces to $\left(\begin{array}{cc}\theta & \omega \\ -\omega & 0\end{array}\right)$ where $\omega$ is the usual scalar vorticity $\omega=\partial_{1} u_{2}-\partial_{2} u_{1}$.

The above system of equations is one of the basic macroscopic models for visco-elastic flows such as polymer flows. We have, however, made a simplify-
ing assumption (taking one parameter of the model to be 0 , namely the one in front of $[D(u) . \tau=\tau . D(u)]$ in the definition of the so-called objective derivative in Oldroyd models. We shall come back to that issue in a future work where we study other related macroscopic models and also the physically more realistic micro-macro models for polymers that couple the macroscopic scale together with a mesoscopic (or microscopic) scale. For more details on the macroscopic models, we refer the reader to [11] , [2] (for instance) while information on the so-called micro-macro models can be found in R.B. Bird, D.F. Curtiss, R.C. Armstrong and O. Hassager [3], H.C. Ottinger [19], H.C. Ottinger and M. Ormela [20], P. Halin, G. Lielens, R. Keunings and V. Legat [10] ...

If we complete (1)-(2) with initial and boundary conditions, it is then natural to study the corresponding evolution (Cauchy) problem for which nothing was known as far as global and general solutions are concerned. The only known results concern either the short-time well-posedness of the problem in appropriate regularity classes or the existence and uniqueness of global small regular solutions and we refer the reader to D.D. Joseph, M. Renardy and J.-C. Saut [12], C. Guillopé and J.-C. Saut [8], [9], E. FernándezCara, F. Guillén and R. Ortega [7], R. Ortega [18], J.-Y. Chemin and N. Masmoudi [4] for such results.

Let us now make precise the initial and boundary conditions. First of all, we consider three examples of boundary conditions (and it should be clear from the arguments below that many other situations can be handled as well, such as exterior problems, non-homogeneous boundary conditions...) namely i) the periodic case where all functions are assumed to be periodic in $x_{i}$ with a fixed period $T_{i}>0(1 \leq i \leq n)$-in that case, all the functions spaces we use will be composed of periodic functions and we shall not recall it - or ii) the whole space case in which (1)-(2) holds in $\mathbb{R}^{N}$ and unknowns $u, \tau, p$ vanish at infinity in an appropriate sense described later on, or iii) the case of (homogeneous) Dirichlet conditions in which (1)-(2) are set in $\Omega \times(0, \infty)$ where $\Omega$ is a bounded, smooth, open domain in $\mathbb{R}^{N}$ and we impose that $u$ vanishes on $\partial \Omega \times(0, \infty)$. Next, we impose initial conditions

$$
\begin{equation*}
\left.u\right|_{t=0}=u_{0} \quad,\left.\quad \tau\right|_{t=0}=\tau_{0} \tag{3}
\end{equation*}
$$

and we assume that $u_{0} \in L^{2}, \tau_{0} \in L^{2}$ and that $\operatorname{div} u_{0}=0$ in $\mathcal{D}^{\prime}$.
In addition, in the case of Dirichlet boundary conditions, $u_{0}$ has to satisfy
the following compatibility condition : $u_{0} \cdot n=0$ on $\partial \Omega$, where $n$ denotes the unit normal to $\partial \Omega$.

Our main result, stated in the following section, shows that there exist global weak solutions, satisfying energy identities if $N=2$ or inequalities if $N=3$, of (1)-(2)-(3). It is worth pointing out that if $b=0$ and $\tau_{0} \equiv 0$, then $\tau \equiv 0$ solves (2) and (1) reduces to the classical incompressible Navier-Stokes equations : in that case, our result allows to recover the well-known Leray solutions!

The proof of this result is split into two sections where we derive some a priori bounds on $u, p$ and $\tau$ (section III) and where we state and prove a result concerning the behavior of sequences of solutions. This result is the heart of the matter for the existence proof and it shows that the "possible loss of compactness of $\tau$ does not grow too fast along particle paths" and that, in particular, the compactness of $\tau$ (in $L^{2}$ ) propagates in $t$. We also show, by explicit examples, that, in general, there is no compactification mechanism. This type of result presents a striking similitude with those obtained in [15], [14] by one of the authors on compressible Navier-Stokes equations which also consist, like (1)-(2), of a coupled system of a "parabolic" equation (1) with a transport equation (2). Although the general approach consisting in establishing the propagation of compactness (through the derivation of a transport equation) is indeed the same, the particular structure of our proof is quite different and involves various elements such as renormalized solutions of transport equations and generalized flows for ordinary differential equations (see R.J. DiPerna and P.-L. Lions [6]), but also renormalization techniques for three-dimensional incompressible Navier-Stokes equations which are, we believe, of independent interest.

## II Main results :

We begin with a definition of solutions (1)-(2) : we shall consider $(u, \tau, p)$ satisfying (1)-(2) ( in the sense of distributions) and (3) such that, for all $T \in(0, \infty), u \in L^{2}\left(0, T ; H^{1}\right)\left(H_{0}^{1}\right.$ in the case of Dirichlet conditions $\cap L^{\infty}\left(0, \infty ; L^{2}\right) ; u \in C\left([0, \infty) ; L^{2}\right)$ if $N=2, u \in C\left([0, \infty) ; L_{w}^{2}\right)$ if $N=3$ where $L_{w}^{2}$ means that $L^{2}$ is endowed with its weak topology ; $\tau \in C\left([0, \infty) ; L^{2}\right)$; if $N=2, p \in\left(L^{1}\left(0, T ; W^{2,1}\right) \cap L^{2}\left(0, T ; W^{1,1}\right) \cap L^{q}\left(0, T ; L^{r}\right)\right)+C\left([0, \infty) ; L^{2}\right)$
where $1 \leq q<\infty$ and $r=\frac{q}{q-1}$, except in the case of Dirichlet boundary conditions where we replace $C\left([0, \infty) ; L^{2}\right)$ by $C\left([0, \infty) ; L_{\text {loc }}^{2}\right)+L^{2}\left(0, T ; C_{\text {loc }}^{\infty}\right)$ (for example) and $W^{2,1}, W^{1,1}$ by $W_{\text {loc }}^{2,1}$, $W_{\text {loc }}^{1,1}$ respectively ; and if $N=3$, $p \in\left(L^{1}\left(0, T ; W^{2,1}\right) \cap L^{2}\left(0, T ; W^{1,1}\right) \cap L^{q}\left(0, T ; L^{r}\right)\right)+C\left([0, \infty) ; L^{2}\right)$ where $1 \leq q<\infty$ and $r=\frac{3 q}{3 q-2}$, except in the case of Dirichlet boundary conditions where we replace $C\left([0, \infty) ; L^{2}\right)$ by $C\left((0, \infty) ; L_{\text {loc }}^{2}\right)+L^{2}\left(0, T ; C_{\text {loc }}^{\infty}\right)$ (for example) and $W^{2,1}, W^{1,1}$ by $W_{\text {loc }}^{2,1}, W_{\text {loc }}^{1,1}$ respectively.
Also, in the whole space case, $W^{2,1}$ is to be replaced by the set $\left\{p \in L^{r}\right.$, $\left.D p \in L^{1}, D^{2} p \in L^{1}\right\}$ and, in the periodic case, we normalize $p$ in such a way that $\int p d x=0$ a.e. in $t>0$. Let us mention that the slightly complicated spaces to which $p$ belongs and the fact that we have no simple control on $p$ up to the boundary in the case of Dirichlet boundary condition are phenomena that already appear for the classical incompressible Navier-Stokes equations and that are discussed in detail in P.-L. Lions [13].

We now discuss energy identities which will also be part, in some form, of our definition of solutions. Formally, we multiply (1) by $u$ and we obtain
(4) $\frac{\partial}{\partial t}\left(\frac{|u|^{2}}{2}\right)+\operatorname{div}\left\{u\left\{\frac{|u|^{2}}{2}+p\right\}-u . \tau\right\}-\nu \Delta \frac{|u|^{2}}{2}+\nu|\nabla u|^{2}=-\operatorname{Tr}(D(u) \cdot \tau)$.

Next, we multiply (2) by $\tau$ and we obtain taking the trace of the equation

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\|\tau\|^{2}}{2}\right)+\operatorname{div}\left\{u \frac{\|\tau\|^{2}}{2}\right\}+a\|\tau\|^{2}=b \operatorname{Tr}(D(u) . \tau) \tag{5}
\end{equation*}
$$

where we denote by $\|\tau\|=\operatorname{Tr}\left(\tau^{2}\right)^{1 / 2}=\left(\sum_{i j} \tau_{i j}^{2}\right)^{1 / 2}$. Combining (4) and (5), we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{|u|^{2}}{2}+\frac{1}{2 b}\|\tau\|^{2}\right)+\operatorname{div}\left\{u\left\{\frac{|u|^{2}}{2}+\frac{\|\tau\|^{2}}{2 b}+p\right\}-u . \tau\right\}-\nu \Delta \frac{|u|^{2}}{2}+\nu|\nabla u|^{2}+\frac{a}{b}\|\tau\|^{2}=0 . \tag{6}
\end{equation*}
$$

Of course, we deduce from (4), (5) and (6) at least formally

$$
\begin{align*}
& \frac{d}{d t} \int \frac{|u|^{2}}{2}+\nu \int|\nabla u|^{2}=-\int \operatorname{Tr}(D(u) \cdot \tau)  \tag{7}\\
& \frac{d}{d t} \int \frac{\|\tau\|^{2}}{2}+a \int\|\tau\|^{2}=b \int \operatorname{Tr}(D(u) \cdot \tau) \tag{8}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d}{d t} \int \frac{|u|^{2}}{2}+\frac{\|\tau\|^{2}}{2 b}+\frac{a}{b} \int\|\tau\|^{2}+\nu \int|\nabla u|^{2}=0 \tag{9}
\end{equation*}
$$

When $N=2$, we incorporate in our notion of solution the equalities (4) and (7)-(9), and (5)-(6) if $\tau_{0} \in L^{p}$ for fome $p>2$; while, if $N=3$, we request that (4) and (7)-(9) hold replacing equalities by inequalities, and if $\tau_{0} \in L^{9 / 4}$, (5)-(6) hold replacing again equalities by inequalities.

And all those equalities or inequalities are assumed to hold in distributions sense.

Finally, we introduce a class of functions, denoted by $I_{p, q}$ for $1<p<\infty$, defined by the set of vector fields $u$ in $W^{-1, q}$ such that $\operatorname{div} u=0$ and $\nabla w \in$ $L^{p}\left(0, T ; L^{q}\right)$ (for all $T \in(0, \infty)$ ) where $w$ solves the Stokes equation (with the corresponding boundary conditions)

$$
\frac{\partial w}{\partial t}-\nu \Delta w+\nabla p=0 \quad, \quad \operatorname{div} w=0
$$

and $\left.w\right|_{t=0}=u$. This space is quite technical to describe explicitly and, in terms of regularity, is very close to $W^{1-2 / p, q}$ (in the case of Dirichlet boundary conditions, the condition on the normal trace $u . n=0$ on $\partial \Omega$ has to be imposed as soon as $\left.\frac{2}{p^{\prime}}=2\left(1-\frac{1}{p}\right)>\frac{1}{q}\right)$ and, in the case $p=q \geq 2$, $W^{1-2 / p, q}$ (with the vanishing normal trace condition in the case of Dirichlet boundary conditions and with the divergence free condition in all cases) is contained in $I_{p, q}$.

We may now state our main results :
Theorem 1 : i) There exists a global solution of (1)-(2)-(3).
ii) IF $N=2, \tau_{0} \in L^{q}, u_{0} \in I_{p, q}$, for some $1<p<\infty, 2<q<\infty$, then $\nabla u \in L^{p}\left(0, T ; L^{q}\right)$ for all $T \in(0, \infty)$ and $\tau \in C\left([0, \infty) ; L^{q}\right)$.
iii) If $N=3, \tau_{0} \in L^{q}$, $u_{0} \in I_{p, q}$ for some $2<q \leq 3,1<p \leq q /(2 q-3)$, then $\nabla u \in L^{p}\left(0, T ; L^{q}\right)$ for all $T \in(0, \infty)$ and $\tau \in C\left([0, \infty) ; L^{q}\right)$.

## Remarks :

i) Since the above result applies, as a very special case, to the classical incompressible Navier-Stokes equations, it is worth comparing it with the known results in that case. First of all, when $N=3$, the above result is strictly analogous to Leray celebrated results [13], [14] on global weak solutions. And, since the regularity of solutions (say, for smooth $u_{0}$ ) and
their uniqueness are still fundamental open problems, we cannot expect these issues to be any easier in a more general framework! Also, like in the classical newtonian case, it is not known whether (6) holds and the proof below shows that (6) holds with a right-hand side given by a non-positive bounded measure which is, roughly speaking, "concentrated on large values of $u$ ".

In the case when $N=2$, the above result also yields classical results in the newtonian case $(b=0, \tau \equiv 0)$ and in view of what is known in that case, we might expect uniqueness results and further regularity results. These are, however, not known in our general setting. The main reason is that we are not able to obtain a $L^{\infty}$ bound on $\tau$ : if it were known, then uniqueness and regularity would follow in a straightforward manner (see J.-Y. Chemin and N. Masmoudi [4] for more general results of that sort).
ii) Of course, we may add to the equation (1) force terms i.e. a right-hand side $f$. The only assumption we need for the existence part of the theorem is : $f \in L^{2}\left(0, T ; H^{-1}\right)(T>0$ is fixed $)$. And the $L^{q}$ regularity results hold as soon as $f \in L^{p}\left(0, T ; W^{-1, q}\right)$.
iii) As we mentioned in the Introduction, our arguments may be modified to other non-Newtonian models and we shall come back to that issue in a future work. Roughly speaking, the main feature we are using for models involving transport equations for $\tau$ is the possibility of deriving energy bounds. Let us, however, mention immediately a straightforward adaptation of our results and proofs to the case when $\tau=\tau_{1}+\ldots+\tau_{m}(m \geq 1)$ and each symmetric tensor solves a transport equation likes (2) with different constants $b$.
iv) Contrarily to what is known on classical (newtonian) incompressible Navier-Stokes equations, we do not know how to extend the above results to dimensions $N \geq 4$. The main reason is that we need to be able to obtain bounds on $\nabla u$ in $L^{1}\left(0, T ; L^{s}\right)$ for some $s>2$ or bounds on $(u . \nabla) u$ in $L^{1}\left(0, T ; L^{r}\right)$ for some $r>\frac{2 N}{N+2}$. And since the "best" bounds on $u$ and $\nabla u$ we can derive come from the energy, we find only a bound on $(u . \nabla) u$ in $L^{1}\left(0, T ; L^{r_{0}}\right)$ where $\frac{1}{r_{0}}=\frac{N-2}{2 N}+\frac{1}{2}$ (by Sobolev embeddings) and $\frac{1}{r_{0}}<\frac{N+2}{2 N}$ if and only if $N<4$.

The rest of this paper is devoted to the proof of the above result. let us
immediately mension that we shall only present in detail the proof in the periodic case and mention the necessary modifications for the case of Dirichlet boundary conditions. The case of the whole space is a straightforward adaptation of the periodic case and we skip it.

As usual for evolution nonlinear partial differential equations, the existence of global (weak) solutions follows upon approximating conveniently the equations and proving that the approximated solutions yield in the limit the desired solutions. The main step is then the passage to the limit since we only have $L^{2}$ estimates (see the definition of solutions) on $\nabla u$ and $\tau$ and thus the approximating sequences are only known to converge weakly in $L^{2}$. But then, we cannot a priori pass to the limit in equation (2) because of the quadratic terms $\tau . \omega-\omega . \tau$. In order to solve that difficulty, we shall investigate and prove in section IV the strong compactness in $L^{2}$ of $\tau$ (when the corresponding initial condition $\tau_{0}$ belongs to a compact set of $L^{2} \ldots$ ) which is thus the heart of the matter. The a priori bounds we need in order to prove that compactness and the above result are derived in the next section.

Although, we shall consider only sequences of solutions of (1)-(2), it is easy to check (and we leave it to the reader) that the compactness result of section IV and its proof immediately adapt to appropriate approximated systems of equations like, for instance,

$$
\begin{gather*}
\frac{\partial u}{\partial t}+(\tilde{u} \cdot \nabla) u-\nu \Delta u+\nabla p=\operatorname{div} \tau \quad, \quad \operatorname{div} u=0  \tag{10}\\
\frac{\partial \tau}{\partial t}+\operatorname{div}(\tilde{u} \cdot \tau)+\tau \cdot \tilde{\omega}-\tilde{\omega} \tau+a \tau=b D(u) \tag{11}
\end{gather*}
$$

where $\tilde{\omega}=\frac{1}{2}\left(\nabla \tilde{u}-\nabla \tilde{u}^{T}\right)$ and $\tilde{u}$ solves (for example)

$$
\begin{equation*}
-\epsilon \Delta \tilde{u}+\tilde{u}+\nabla \pi=u \quad, \quad \operatorname{div} \tilde{u}=0 \tag{12}
\end{equation*}
$$

(with the same boundary condition as for $u$ ). Let us also observe that in the periodic case or in the case of the whole space, we might choose for $\tilde{u}$ a simple regularization of $u$ by convolution... Finally, we may also regularize the initial conditions $\left(u_{0}, \tau_{0}\right)$ if needed, in which case we obtain smooth approximated solutions for which all the computations that follow in the next sections are justified.

## III A priori bounds

## III. 1 Energy bounds

We begin with the straightforward bound which can be derived from the formal energy identities. All the a priori bounds we obtain, unless explicit mention, are uniform in $\left(u_{0}, \tau_{0}\right)$ provided $\left(u_{0}, \tau_{0}\right)$ are uniformly bounded accordingly. Obviously, (9) immediately yields a bound on $u$ in $L^{2}\left(0, T ; H^{1}\right) \cap$ $L^{\infty}\left(0, \infty ; L^{2}\right)$ and on $\tau$ in $L^{\infty}\left(0, \infty ; L^{2}\right)$ (for all $t \in(0, \infty)$ ). From now on, in order to simplify notation, $T$ will denote an arbitrary and fixed positive number and we shall simply write $L^{p}(X)$ in place of $L^{p}(0, T ; X)$ for any function space $X$. If $N=2$, we deduce from these bounds the following (classical) bounds

$$
\begin{equation*}
\|u\|_{L^{\alpha}\left(L^{\beta}\right)}<\infty \quad, \quad\|(u . \nabla) u\|_{L^{\gamma}\left(L^{\delta}\right)}<\infty \tag{13}
\end{equation*}
$$

for $2<\alpha \leq \infty, \beta=\frac{2 \alpha}{\alpha-2}, 1<\gamma \leq 2, \delta=\frac{2 \gamma}{3 \gamma-2}$, while, if $N=3$, we obtain (13) for $2 \leq \alpha \leq \infty, \beta=\frac{6 \alpha}{3 \alpha-4}, 1 \leq \gamma \leq 2, \delta=\frac{3 \gamma}{4 \gamma-2}$ and we observe that, if $1 \leq \gamma<2$, we may replace $L^{\delta}$ by the Lorentz space $L^{\delta, 1}$ : in particular, $(u . \nabla) u$ is bounded in $L^{1}\left(L^{\frac{3}{2}, 1}\right)$.

We now deduce some bounds on the pressure $p$. Recalling that we deal with the periodic case, we observe that $p$ solves the folloging equation
$-\Delta p=\operatorname{div}((u . \nabla) u)-\partial_{i j} \tau_{i j}=\partial_{i j}\left(u_{i} u_{j}-\tau_{i j}\right)=\partial_{i} u_{j} \partial_{j} u_{i}-\partial_{i j}\left(\tau_{i j}\right), \quad \int p d x=0$,
where we use the implicit summation convention. We may thus write $p=$ $p_{1}+p_{2}$ where $p_{1}, p_{2}$ solve the following equations

$$
\begin{gather*}
-\Delta p_{1}=\partial_{i j}\left(u_{i} u_{j}\right)=\operatorname{div}((u . \nabla) u)=\partial_{i} u_{j} \partial_{j} u_{i}, \quad \int p_{1} d x=0  \tag{14}\\
-\Delta p_{2}=-\partial_{i j}\left(\tau_{i j}\right), \quad \int p_{2} d x=0 \tag{15}
\end{gather*}
$$

And we obtain a bound on $p_{2}$ in $L^{\infty}\left(L^{2}\right)$ and on $p_{1}$ in $L^{1}\left(W^{2,1}\right) \cap L^{2}\left(W^{1,1}\right) \cap$
$L^{q}\left(L^{r}\right)$ with $1 \leq q<\infty, r=\frac{q}{q-1}$ if $N=2$ and $r=\frac{3 q}{3 q-2}$ if $N=3$. Let us notice that the bounds in $L^{1}\left(W^{2,1}\right)$ and in $L^{2}\left(W^{1,1}\right)$ use the fact that $\partial_{i} u_{j} \partial_{j} u_{i}$ is bound in $L^{1}\left(\mathcal{H}^{\prime}\right)$ where $\mathcal{H}^{1}$ denotes the usual Hardy space (see P.-L. Lions [13] and R. Coifman, P.-L. Lions, Y. Meyer and S. Semmes [5] for more details). In fact, we also obtain a bound on $\nabla p_{1}$ in $L^{2}\left(\mathcal{H}^{1}\right)$ since
$(u . \nabla) u$ is bounded in $L^{2}\left(\mathcal{H}^{1}\right)$. In the case of Dirichlet boundary conditions, the bounds on the pressure are more delicate : we first split $u$ into $u_{1}+u_{2}$ where $u_{1}, u_{2}$ solve respectively

$$
\begin{gather*}
\frac{\partial u_{1}}{\partial t}-\nu \Delta u_{1}+\nabla p_{1}=-(u . \nabla) u \quad, \quad \operatorname{div} u_{1}=0  \tag{16}\\
\frac{\partial u_{2}}{\partial t}-\nu \Delta u_{2}+\nabla p_{2}=\operatorname{div} \tau \quad, \quad \operatorname{div} u_{2}=0 \tag{17}
\end{gather*}
$$

with the following initial conditions : $\left.u_{1}\right|_{t=0} \equiv 0,\left.u_{2}\right|_{t=0} \equiv u_{0}$.
Then, exactly as in [5], one obtains bounds on $p_{1}$ in $L^{1}\left(W_{\text {loc }}^{2,1}\right) \cap L^{2}\left(W_{\text {loc }}^{1,1}\right) \cap$ $L^{q}\left(L^{r}\right)$ (for the range of $(q, r)$ described in section II). Bounds on $p_{2}$ may be obtained in various ways. For instance, one may write $u_{2}=u_{3}+v+w$, $p_{2}=p_{3}+p_{4}+\pi$, where $u_{3}, v, w$ solve respectively

$$
\begin{gather*}
\frac{\partial u_{3}}{\partial t}-\nu \Delta u_{3}+\nabla p_{3}=0 \quad, \quad \operatorname{div} u_{3}=0,\left.u_{3}\right|_{t=0}=u_{0}  \tag{18}\\
\frac{\partial v}{\partial t}-\nu \Delta v+\nabla p_{4}=-\frac{\partial w}{\partial t}, \operatorname{div} v=0,\left.v\right|_{t=0}=0  \tag{19}\\
-\nu \Delta w+\nabla \pi=\operatorname{div} \tau \quad, \quad \operatorname{div} w=0 \tag{20}
\end{gather*}
$$

And we have obviously a bound on $w$ in $C\left(H_{0}^{1}\right)$, on $\pi$ in $C\left(L^{2}\right)$ and, using (2), on $\frac{\partial w}{\partial t}$ in $L^{2}\left(L^{r}\right)$ for all $1<r<\frac{N}{N-1}$. Then, classical regularity results for Stokes' equations yield a bound on $p_{4}$ in $L^{2}\left(W^{1, r}\right)$ and in fact in $L^{2}\left(C_{\text {loc }}^{\infty}\right)$ since $p_{4}$ is obviously harmonic. Finally, standard considerations on Stokes' equations show that $p_{3}$ is bounded in $C\left([\epsilon, T] ; C^{\infty}\right)$ for all $0<\epsilon<T$. Let us also notice, for future purposes, that we have the following bounds on $\nabla u_{1}$, $\nabla u_{2}$

$$
\begin{equation*}
\left\|\nabla u_{2}\right\|_{L^{2}\left(L^{2}\right)}<\infty,\left\|\nabla u_{1}\right\|_{L^{p}\left(L^{q}\right)}<\infty \quad \text { if } \quad N=3 \tag{21}
\end{equation*}
$$

where $1 \leq p \leq 2, q=\frac{3 p}{2 p-1}$.

## III. $2 L^{q}$ bounds on $\tau$

We now prove the bounds which are stated in parts ii) and iii) of Theorem

1. We begin with the case when $N=3$ (and $1<p \leq \frac{q}{2 q-3}, 2 \leq q \leq 3$ ) or
when $N=2$ and $1<p \leq \frac{q}{q-1}, 2 \leq q \leq \infty$. In these cases, we use classical regularity results for Stokes' equations and we deduce easily bounds on $\nabla u_{1}$ in $L^{p}\left(L^{q}\right)$ from the bounds obtained in section III. 1 above, where $u_{1}$ solves (16) with $\left.u_{1}\right|_{t=0} \equiv u_{0}\left(\in I_{p, q}\right)$. And, using once more regularity results for Stokes' equations, we obtain

$$
\left\|\nabla u_{2}\right\|_{L^{p}\left(L^{q}\right)} \leq C\|\tau\|_{L^{p}\left(L^{q}\right)}
$$

where $C$ denotes various constants independent of $(u, \tau)$ and $u_{2}$ solves (17) with $\left.u_{2}\right|_{t=0} \equiv 0$ so that $u=u_{1}+u_{2}$. Therefore, we have on each interval $[0, t]$ where $t \in[0, T]$

$$
\begin{equation*}
\|\nabla u\|_{L^{p}\left(L^{q}\right)} \leq C\left(1+\|\tau\|_{L^{p}\left(L^{q}\right)}\right) \tag{22}
\end{equation*}
$$

Next, we deduce from (5)

$$
\frac{\partial}{\partial t}\left(\frac{\|\tau\|^{q}}{q}\right)+\operatorname{div}\left\{u \frac{\|\tau\|^{q}}{q}\right\}+a\|\tau\|^{q}=b \operatorname{Tr}\{D(u) \cdot \tau\}\|\tau\|^{q-2}
$$

hence, integrating in $x$, we obtain

$$
\begin{equation*}
\frac{d}{d t} \int\|\tau\|^{q} \leq C\left(\int|\nabla u|^{q}\right)^{1 / q}\left(\int\|\tau\|^{q}\right)^{(q-1) / q} \tag{23}
\end{equation*}
$$

Therefore, we have for all $t \in[0, T]$

$$
\begin{aligned}
\|\tau\|(t) & \leq C\left(1+\int_{0}^{t}\|\nabla u\|_{L^{q}}(s) d s\right) \\
& \leq C\left(1+t^{\frac{p-1}{p}}\|\nabla u\|_{L^{p}\left(0, t ; L^{q}\right)}\right) \\
& \leq C\left(1+\|\tau\|_{L^{p}\left(0, t ; L^{q}\right)}\right) \quad \text { in view of } 22
\end{aligned}
$$

and we deduce easily a bound on $\tau$ in $L^{\infty}\left(L^{q}\right)$ which thus imply, using again (22), the bound on $\nabla u$ in $L^{p}\left(L^{q}\right)$.

When $N=2, q<\infty$ and $p>\frac{q}{q-1}$, the argument is slightly different. From the previous argument, we already know that $\tau$ is bounded in $L^{\infty}\left(L^{q}\right)$. Using once more, regularity results for Stokes' equations, we have

$$
\|\nabla u\|_{L^{p}\left(L^{q}\right)} \leq C\left(1+\|(u . \nabla) u\|_{L^{p}\left(L^{q *}\right)+L^{p *}\left(L^{q}\right)}\right)
$$

where $\frac{1}{q_{*}}=\frac{1}{q}+\frac{1}{2}, \frac{q}{q-1}<p_{*}<p$. Then, for each $\epsilon \in(0,1)$, we may write $u=u_{\epsilon}^{1}+u_{\epsilon}^{2}$ where $\left\|u_{\epsilon}^{1}\right\|_{L^{\infty}\left(0, T ; L^{2}\right)} \leq \epsilon$ and $u_{\epsilon}^{2} \in L^{\infty}\left(0, T . L^{\infty}\right)$. Hence, we have

$$
\|\nabla u\|_{L^{p}\left(L^{q}\right)} \leq C\left(1+\epsilon\|\nabla u\|_{L^{p}\left(L^{q}\right)}+C_{\epsilon}\|\nabla u\|_{\left.L^{p_{*} L^{q}}\right)}\right)
$$

and we conclude easily choosing $\epsilon$ small enough since we have already obtained above a bound on $\nabla u$ in $L^{\frac{q}{q-1}}\left(L^{q}\right)$.

However, the above decomposition is valid provided we show that $u$ is equicontinuous in $L^{2}$ uniformly in $t \in[0, T]$. This fact is indeed true since, in the course of proving Theorem 1, our compactness analysis will show that the sequence of approximated solutions is relatively compact in $C\left([0, T] ; L^{2}\right)$ (recall that $N=2$ ) and that analysis only uses the bounds in $L^{p}\left(L^{q}\right)$ for $1<p \leq q /(q-1)$.

## III. 3 Equicontinuity in $L^{2}$ of $\tau$

We now wish to prove that if $\tau_{0}$ belongs to an equicontinuous set in $L^{2}$, then $\tau$ is equicontinuous in $L^{2}$, uniformly in $t \in[0, T]$, or in other words, the following estimate is true, uniformly in $\tau_{0}$

$$
\begin{equation*}
\sup _{t \in[0, T]} \int\|\tau\|^{2} 1_{(\|\tau\| \geq M)} \rightarrow 0 \quad \text { as } \quad M \rightarrow+\infty \tag{24}
\end{equation*}
$$

In order to prove this estimate, we introduce the solutions $u_{1}, u_{2}$ of (16),(17) respectively satisfying $\left.u_{1}\right|_{t=0} \equiv u_{0}$ and $\left.u_{2}\right|_{t=0} \equiv 0$. Then, given $v \in L^{2}\left(0, T ; H^{1}\right)\left(H_{0}^{1}\right.$ in the case of Dirichlet boundary conditions) such that $\operatorname{div} v \equiv 0$ an anti-symmetric tensor and $j \in L^{2}\left(0, T ; L^{2}\right)$, we consider the solution $\tau$ of

$$
\begin{equation*}
\frac{\partial \tau}{\partial t}+v \cdot \nabla \tau+\tau \cdot j-j \cdot \tau+a \tau=b\left(D\left(u_{1}\right)+D\left(u_{2}\right)\right),\left.\quad \tau\right|_{t=0} \equiv \tau_{0} \tag{25}
\end{equation*}
$$

Before we explain the meaning of (25), we point out that $F=-(u . \nabla) u$ is fixed in a bounded set of $L^{2}\left(\mathcal{H}^{1}\right)+L^{1}\left(L^{p, 1}\right)$ where $p \in(1,2)$ if $N=2$ and $p=\frac{3}{2}$ if $N=3$ and that $(v, w)$ is fixed in a bounded set of $L^{2}\left(H^{1}\right) \times L^{2}\left(L^{2}\right)$ so that $u_{1}$ is entirely determined by $u_{0}$ and $F$. Besides, $u_{1} \in L^{1}\left(W^{1, q}\right)$ for some $q>2(q<\infty$ if $N=2, q=3$ if $N=3)$. And, $\left(u_{2}, \tau\right)$ solves a coupled affine system (for $\left(v, j, u_{1}\right)$ fixed) which admits a unique solution $\left(u_{2}, \tau\right)$ in $L^{2}\left(H^{1}\right) \times L^{2}\left(L^{2}\right)$. In other words, the mapping $\left(\tau_{0} \mapsto\left(u_{2}, \tau\right)\right)$ is a continuous
affine mapping from $L^{2}$ into $L^{2}\left(H^{1}\right) \times C\left(L^{2}\right)$. The existence and uniqueness follows easily from the adaptation of the energy identities derived formally in section II namely

$$
\frac{d}{d t} \int \frac{\left|u_{2}\right|^{2}}{2}+\nu \int\left|\nabla u_{2}\right|^{2}=-\int \operatorname{Tr}\left(D\left(u_{2}\right) \cdot \tau\right)
$$

and

$$
\begin{equation*}
\left.\frac{d}{d t} \int \frac{\|\tau\|^{2}}{2}+a \int\|\tau\|^{2}=b \int \operatorname{Tr} D\left(u_{1}\right) \cdot \tau+\operatorname{Tr}\left(D\left(u_{2}\right) \cdot \tau\right) \cdot\right) \tag{26}
\end{equation*}
$$

The justification of (26) is straightforward once we observe that, given $\left(u_{1}, u_{2}\right)$, there exists a unique solution, which is a renormalized solution and tghus satisfies (26) by considering for instance $\frac{\|\tau\|^{2}}{1+\delta\|\tau\|^{2}}$ and letting $\delta$ go to $0_{+}$in view of the theory of R.J. DiPerna and P.-L. Lions [6]. Finally, we observe that, when $v \equiv u$ and $j \equiv \omega$, then $u \equiv u_{1}+u_{2}$ and $\tau$ is the tensor we are really inerested in.

Next, we observe that the proof made in the first part of the preceding subsection (III.2) yields also a bound on $\tau$ in $L^{\infty}\left(L^{q}\right)$ if $\tau_{0} \in L^{q}$. In other words, the affine mapping $\left(\tau_{0} \mapsto \tau\right)$ from $L^{2}$ into $C\left(L^{2}\right)$ that we denote by $K$ satisfies the following properties

$$
\left\{\begin{array}{l}
\left\|K\left(\tau_{0}^{1}-\tau_{0}^{2}\right)\right\|_{C\left([0, T] ; L^{2}\right)} \leq C\left\|\tau_{0}^{1}-\tau_{0}^{2}\right\|_{L^{2}}, \forall \tau_{0}^{1}, \tau_{0}^{2} \in L^{2}  \tag{27}\\
\left\|K \tau_{0}\right\|_{C\left([0, T] ; L^{q}\right)} \leq C\left(1+\left\|\tau_{0}\right\|_{L^{q}}\right), \forall \tau_{0} \in L^{q}
\end{array}\right.
$$

Note that $K$ depends upon $\left(u_{0}, u_{1}, v, \omega\right)$ but that the constants appearing in (27) are uniform! These properties of $K$ imply that we have, denoting by $\tau=K \tau_{0}$, for all $M, R \in(0, \infty)$ and for all $t \in[0, T]$

$$
\begin{array}{r}
\int\|\tau\|^{2} 1_{(\|\tau\| \geq M)} \leq 2 \int\left\|K\left(\tau_{0} 1_{\left(\left\|\tau_{0}\right\|<R\right)}\right)\right\|^{2} 1_{\|\tau\|>M}+ \\
+2 \int\left\|K\left(\tau_{0}\right)-K\left(\tau_{0} 1_{\left(\left\|\tau_{0}\right\|<R\right)}\right)\right\|^{2} \\
\leq\left\|K\left(\tau_{0} 1_{\left.\left\|\tau_{0}\right\|<R\right)}\right)\right\|_{L^{q}}^{2} \operatorname{meas}(\|\tau\|>M)^{1-2 / q}+C \int\left\|\tau_{0}\right\|^{2} 1_{\left(\left\|\tau_{0}\right\| \geq R\right)} \\
\leq C\left(1+\left\|\tau_{0} 1_{\left.\left\|\tau_{0}\right\|<R\right)}\right\|_{L^{q}}^{2}\right) M^{2-4 / q}\left(\int\|\tau\|^{2}\right)+C \int\left\|\tau_{0}\right\|^{2} 1_{\left.\left\|\tau_{0}\right\| \geq R\right)} \\
\leq C M^{2-4 / q}\left(1+\left\|\tau_{0}\right\|_{L^{2}}^{2}\right)\left(1+R^{(2-q) 2 / q}\left\|\tau_{0}\right\|_{L^{2}}\right)+C \int\left\|\tau_{0}\right\|^{2} 1_{\left(\left\|\tau_{0}\right\| \geq R\right)} .
\end{array}
$$

Hence, since $q>2$, we deduce

$$
\varlimsup_{M \rightarrow+\infty} \sup _{t \in[0, T]} \int\|\tau\|^{2} 1_{(\|\tau\| \geq M)} \leq C \int\left\|\tau_{0}\right\|^{2} 1_{\left(\left\|\tau_{0}\right\| \geq R\right)}
$$

and we have shown the estimate (24).
At this point, we also wish to notice that, $u$ being fixed in $L^{2}\left(H^{1}\right)$ (with $\operatorname{div} u=0$ ) and $\omega$ being fixed in $L^{2}\left(L^{2}\right)$, then $\tau \in L^{\infty}\left(L^{2}\right)$ is the unique solution of $(2)$ and is a renormalized solution (see [6]). This is why $\tau \in C\left([0, \infty) ; L^{2}\right)$ and $\tau \in C\left([0, \infty) ; L^{q}\right)$ if $\tau_{0} \in L^{q}$ and $\tau \in L^{\infty}\left(L^{q}\right)$. Furthermore, by general arguments easily adapted from [6], the (relative) compactness of $\tau$ in $L^{2}\left(L^{2}\right)$ together with the compactness of $\tau_{0}$ in $L^{2}$ easily yield the compactness of $\tau$ in $C\left([0, T] ; L^{2}\right)$ (for all $T \in(0, \infty)$ ).

## IV Compactness

## IV. 1 Preliminaries

In this section, we consider a sequence $\left(u^{n}, \tau^{n}\right)$ of solutions of (1)-(2) satisfying, uniformly in $n$, the a priori bounds shown in section III and corresponding to initial conditions $\left(u_{0}^{n}, \tau_{0}^{n}\right)$ such that $u_{0}^{n}$ converges strongly in $L^{2}$ to $\tau_{0}$ while $\tau_{0}^{n}$ is equicontinuous in $L^{2}$ namely

$$
\sup _{n} \int\left\|\tau_{0}^{n}\right\|^{2} 1_{\left(\left\|\tau_{0}^{n}\right\| \geq M\right)} \vec{n} \quad 0
$$

Hence, (24) holds uniformly in $n$.
We next fix $T \in(0, \infty)$ and we study the passage to the limit in equations (1)-(2) as $n$ goes to $+\infty$. Obviously, we may assume without loss of generality, extracting subsequences if necessary, that $u^{n}$ converges weakly to $u \in L^{2}\left(0, T ; H^{1}\right)$ (and weakly in $L^{\infty}\left(0, T ; L^{2}\right)$ ) and $\tau^{n}$ converges weakly-* to $\tau$ in $L^{\infty}\left(0, T ; L^{2}\right)$. The bounds shown on the pressure imply some bounds on $\frac{\partial u^{n}}{\partial t}$ that we do not wish to detail but that are enough to guarantee by standard arguments that $u^{n}$ converges strongly to $u$ in $L^{2}\left(L^{p}\right)$ for all $p<\frac{2 N}{n-2}$, and in $L^{\infty}\left(L^{p}\right)$ for all $p<2$ and thus in $L^{q}\left(L^{p}\right)$ for all $2 \leq q \leq \infty$,
$p<\frac{2 q N}{q N-4}$. Next, we write $u^{n}=u_{1}^{n}+u_{2}^{n}+u_{3}^{n}$ which solve respectively

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{\partial u_{1}^{n}}{\partial t}-\nu \Delta u_{1}^{n}+\nabla p_{1}^{n}=-\left(u^{n} . \nabla\right) u^{n}, \operatorname{div} u^{n}=0 \\
\left.u_{1}^{n}\right|_{t=0}=0,
\end{array}\right.  \tag{28}\\
& \frac{\partial u_{2}^{n}}{\partial t}-\nu \Delta u_{2}^{n}+\nabla p_{2}^{n}=0, \quad \operatorname{div} u_{0}^{n}=0,\left.\quad u_{2}^{n}\right|_{t=0}=u_{0}^{n} \tag{29}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial u_{3}^{n}}{\partial t}-\nu \Delta u_{2}^{n}+\nabla p_{3}^{n}=\operatorname{div}\left(\tau^{n}\right), \quad \operatorname{div} u_{3}^{n}=0 ;\left.\quad u_{3}^{n}\right|_{t=0}=0 \tag{30}
\end{equation*}
$$

Obviously, $u_{2}^{n}$ converges strongly in $C\left([0, T] ; L^{2}\right) \cap L^{2}\left(H^{1}\right)$ to some $u_{2}$ solving the same equation with $u_{0}$ in place of $u_{0}^{n}$. And $u_{3}^{n}$ converges weakly in $L^{2}\left(H^{1}\right)$ and weakly $-*$ in $L^{\infty}\left(L^{2}\right)$ to some $u_{3}$ solving also (30) with $\tau$ in place of $\tau^{n}$. Furthermore, $u_{3}^{n}$ converges strongly to $u_{3}$ in the same $L^{q}\left(L^{p}\right)$ spaces than $u^{n}$ does. And, thus $u_{1}^{n}$ enjoys the same convergence properties to $u_{1}=u-\left(u_{2}+u_{3}\right)$. In addition, exactly as in [13] or in the preceding sections, the bounds on $\left(u^{n} . \nabla\right) u^{n}$ in $L^{2}\left(\mathcal{H}^{\prime}\right) \cap L^{1}\left(L^{p_{0,1}}\right)$ (with $p_{0}<2$ if $N=2, p_{0}=\frac{3}{2}$ if $N=3$ ) and thus in $L^{q}\left(L^{p}\right)$ for $1<q<2, p=\frac{q p_{0}}{2(q-1) p_{0}+2-q}$, yield bounds on $\frac{\partial u_{1}^{n}}{\partial t}, \nabla p_{1}^{n}$ and $D_{x}^{2} u_{1}^{n}$ in $L^{q}\left(L^{p}\right)$ which in turn imply that $\nabla u_{1}^{n}$ converges strongly to $\nabla u_{1}$ in $L^{2}\left(L^{p}\right) \cap L^{1}\left(L^{r}\right)$ for all $p<2, r<\infty$ if $N=2$ and $r<3$ if $N=3$.

We next claim that $\nabla u_{1}^{n} \Phi\left(u_{1}^{n}\right)$ converges strongly to $\nabla u_{1} \Phi\left(u_{1}\right)$ in $L^{2}\left(L^{2}\right)$ for any scalar continuous function $\Phi$ such that

$$
\Phi(z) \rightarrow 0 \quad \text { as } \quad|z| \rightarrow+\infty .
$$

By density, it is clearly enough to show that this claim holds for any $\psi \in$ $\left.C_{0}^{\infty}(\mathbb{R})^{N}\right)$. And the main reason for this fact is the following observation (crucial for renormalized solutions of parabolic equations) which is valid for any $\psi \in C^{1}\left(\mathbb{R}^{N}\right)$ such that $|\nabla \psi(z)| \leq C\left(1+|z|^{\Theta}\right)$ on $\mathbb{R}^{N}$

$$
-\Delta u_{1}^{n} \cdot \nabla \psi\left(u_{1}^{n}\right)=-\frac{1}{\nu}\left(u^{n} \cdot \nabla\right) u^{n} \cdot \nabla \psi\left(u_{1}^{n}\right)-\frac{1}{\nu} \nabla p_{1}^{n} \cdot \nabla \psi\left(u_{1}^{n}\right)-\frac{1}{\nu} \frac{\partial}{\partial t} \psi\left(u_{1}^{n}\right)
$$

and, provided $\Theta>0$ is small enough, the right-hand side converges weakly to

$$
-\frac{1}{\nu}(u . \nabla) u \cdot \nabla \psi\left(u_{1}\right)-\frac{1}{\nu} \nabla p_{1} \cdot \nabla \psi\left(u_{1}\right)-\frac{1}{\nu} \frac{\partial}{\partial t} \psi\left(u_{1}\right)=-\Delta u_{1} \cdot \nabla \psi\left(u_{1}\right)
$$

in view of the bounds and the convergences recalled above. From this observation, we deduce easily that we have

$$
D^{2} \psi\left(u_{1}^{n}\right) \cdot\left(\nabla u_{1}^{n}, \nabla u_{1}^{n}\right) \stackrel{\rightharpoonup}{n} \quad D^{2} \psi\left(u_{1}\right) \cdot\left(\nabla u_{1}, \nabla u_{1}\right) .
$$

We then choose $\psi(z)=\left(1+|z|^{2}\right)^{m / 2}$ with $m=1+\theta$ and find $\left(1+\left|u_{1}^{n}\right|^{2}\right)^{\frac{m}{2}-1} a_{i j}\left(u_{1}^{n}\right) \partial_{k}\left(u_{1}^{n}\right)_{i} \partial_{k}\left(u_{1}^{n}\right)_{j} \stackrel{\rightharpoonup}{n} \quad\left(1+\left|u_{n}\right|^{2}\right)^{\frac{m}{2}-1} a_{i j}\left(u_{1}\right) \partial_{k}\left(u_{1}\right)_{i} \partial_{k}\left(u_{1}\right)_{j}$
where $a_{i j}(z)=\delta_{i j}-(1-\theta) \frac{z_{i} z_{j}}{1+|z|^{2}}$. Obviously, $\left.A^{n}=a_{i j}\left(u_{1}^{n}\right)\right)_{i j}$ is symmetric and satisfies $\theta I \leq A^{n} \leq I$ and $A^{n}$ converges strongly to $A=\left(a_{i j}\left(u_{1}\right)\right)_{i j}$ in $L^{q}\left(L^{q}\right)$ for all $1 \leq q<\infty$. Then, (31) implies

$$
\begin{equation*}
\left(1+\left|u_{1}^{n}\right|^{2}\right)^{\frac{m-2}{4}}\left(A^{n}\right)^{1 / 2} \cdot \nabla u_{1}^{n} \vec{n}\left(1+\left|u_{1}\right|^{2}\right)^{\frac{m-2}{4}} A^{1 / 2} \cdot \nabla u_{1} \tag{32}
\end{equation*}
$$

$\left((A)_{i j}^{1 / 2}=\delta-i j-\left(1-\sqrt{1-(1-\theta) \frac{|z|^{2}}{1+|z|^{2}}}\right) z_{i} z_{j}\right.$ with $\left.z \leq u_{1}\right)$ strongly in $L^{2}$.
Multiplying (32) by $(A)^{-1 / 2}$ (which is bounded), we deduce

$$
\left(1+\left|u_{1}^{n}\right|^{2}\right)^{(m-2) / 4} \nabla u_{1}^{n} \vec{n} \quad\left(1+\left|u_{1}\right|^{2}\right)^{(m-2) / 4} \nabla u_{1} \quad \text { in } L^{2}
$$

Finally, if $\Phi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \Phi\left(u_{1}^{n}\right)\left(1+\left.u_{1}^{n}\right|^{2}\right)^{-(m-2) / 4}$ is bounded uniformly in $n$ on $\mathbb{R}^{N}$ and converges (in $L^{q}\left(L^{q}\right)$ for all $q \in[1, \infty)$ ) to $\Phi\left(u_{1}\right)\left(1+\left|u_{1}\right|^{2}\right)$. This is enough to ensure that we have

$$
\begin{equation*}
\Phi\left(u_{1}^{n}\right) \nabla u_{1}^{n} \underset{n}{\vec{n}} \quad \Phi\left(u_{1}\right) \nabla u_{1} \tag{33}
\end{equation*}
$$

and our claim is shown for all $\Phi \in C_{0}^{\infty}$ and such for all continuous $\Phi$ vanishing at infinity.
Remark: Let us observe that this fact is true in particular for the classical Navier-Stokes equations when $N=3$, a fact that we were not aware of and
which indicates some potential in the idea of renormalizing Navier-Stokes equations.

## IV. 2 Main compactness result.

Theorem 2: If $\tau_{0}^{n}$ converges strongly to $\tau_{0}$ in $L^{2}$, then $\tau^{n}$ converges strongly to $\tau$ in $C\left([0, T] ; L^{2}\right)$. And ( $\left.u, \tau\right)$ solves (1)-(2)-(3).

## Remark:

i) As we pointed out at the end of section III, it is enough to show that $\tau^{n}$ converges to $\tau$ in $L^{2}\left(0, T ; L^{2}\right)$.
ii) We wish to show that the assumption on $\tau_{0}^{n}$ is in general necessary in order to ensure not only that $\tau^{n}$ converges strongly in $L^{2}$ to $\tau$ but also that $(u, \tau)$ solves (1)-(2). This claim can be checked by a simple construction of oscillating solution of (1)-(2) although we shall really consider oscillating solutions of (1)-(2) with small force terms going to 0 uniformly (it is possible to modify the construction in order to get rid of force terms but we shall not do so here). The idea of the construction is to set, in the periodic case (with periods equal to 1 ), $u_{n}(x, t)=\frac{1}{n} v(n x, t), \tau_{n}(x, t)=\sigma(n x, t)$, for $n \geq 1$, where $(v, \sigma)$ solve

$$
\left\{\begin{array}{l}
-\nu \Delta v+\nabla p=\operatorname{div} \sigma, \quad \operatorname{div} v=0  \tag{34}\\
\frac{\partial \sigma}{\partial t}+v \cdot \nabla \sigma+\sigma \cdot \omega-\omega \cdot \sigma+a \sigma=b D(v)
\end{array}\right.
$$

Solving (34) for an arbitrary initial condition $\left.\sigma\right|_{t=0} \equiv \sigma_{0} \in L^{2}$ follows from a similar but simpler proof than the one of Theorem 1 and one also easily shows that if $\sigma_{0} \in L^{q}$, for any $q<\infty, \sigma \in C\left([0, \infty) ; L^{q}\right)$ and $v \in C\left([0, \infty) ; W^{1, q}\right)$. Then, obviously, $\left(u_{n}, \tau_{n}\right)$ solve (1)-(2) with a force term $f_{n}$ given by

$$
f_{n}=\frac{1}{n}\left(\frac{\partial v}{\partial t}+v \cdot \nabla v\right)(n x, t)
$$

which goes to 0 in $C\left([0, T] ; L^{q}\right)(\forall T<\infty, \forall q<\infty)$ if $\sigma_{0} \in L^{q}$ for all $q<\infty$. As we shall see below, it is possible to build some examples of smooth solutions of (34). Next, we observe that $\tau_{n}$ converges weakly and not strongly to ( $\int \sigma d x$ ) and similarly $\omega\left(u_{n}\right)$ and $\tau_{n} \cdot \omega\left(u_{n}\right)-\omega\left(u_{n}\right) \cdot \tau_{n}$ converge
weakly to 0 and $\int \sigma \cdot \omega-\omega \cdot \sigma d x$ respectively. And the question of (weakly) passing to the limit amounts to checking that ( $\int \sigma \cdot \omega-\omega \cdot \sigma d x$ ) vanishes.

This is not the case in general, proving thus our claim; in order to see that, one may choose $N=2, v=\left(0, u\left(x_{1}, t\right)\right), \tau=\tau\left(x_{1}, t\right), \omega=\frac{\partial u}{\partial x_{1}}\left(x_{1}, t\right)=$ $-\frac{1}{\nu} \sigma_{12}$ and then (34), in this case, reduces to

$$
\left\{\begin{array}{l}
\frac{\partial \sigma_{11}}{\partial t}+\frac{2}{\nu} \sigma_{12}^{2}+a \sigma_{11}=0 \\
\frac{\partial \sigma_{12}}{\partial t}-\frac{1}{\nu}\left(\sigma_{11}-\sigma_{22}\right) \sigma_{12}+a \sigma_{12}=-\frac{b}{2 \nu} \sigma_{12} \\
\frac{\partial \sigma_{22}}{\partial t}-\frac{2}{\nu} \sigma_{12}^{2}+a \sigma_{22}=0
\end{array}\right.
$$

which obviously admits solutions such that $\sigma_{12} \not \equiv 0$; Then,

$$
\int \sigma \cdot \omega-\omega \sigma d x=\left(\begin{array}{cc}
\frac{2}{\nu} \int \sigma_{12}^{2} d x & -\frac{1}{\nu} \int\left(\sigma_{11}-\sigma_{22}\right) \sigma_{12} d x \\
-\frac{1}{\nu} \int\left(\sigma_{11}-\sigma_{22}\right) \sigma_{12} d x & \frac{2}{\nu} \int \sigma_{12}^{2} d x
\end{array}\right)
$$

and thus does not vanish in general.
The fact that $(u, \tau)$ solves (1)-(2)-(3) is a trivial consequence of the strong convergence of $\tau^{n}$. Indeed, if we try to pass t the limit in (1)-(2), the only terms we have to worry about are the nonlinear ones. Two of those are easily handled namely $\operatorname{div}\left(u^{n} \otimes u^{n}\right)$ and $\operatorname{div}\left(u^{n} \tau^{n}\right)$.
Indeed, we saw that $u^{n}$ converges strongly in various spaces including $L^{2}\left(L^{2}\right)$ and this fact allows to pass to the limit in those terms. Also, once we know that $\tau^{n}$ converges strongly in $L^{2}\left(L^{2}\right)$, then there is no difficulty to recover energy identities when $N=2$ or energy inequalities when $N=3$ (using the bounds and the convergences already shown). The only really difficult term is the term $\tau^{n} . \omega^{n}-\omega^{n} \cdot \tau^{n}$ which involves products of weakly convergent tensors and has no weak continuity property in general as shown in the remark above. And this is the term which makes necessary to obtain the strong $L^{2}$ compactness of $\tau^{n}$ when $\tau_{0}^{n}$ is compact.

In order to prove this compactness assertion, we introduce various quantities that measure the possible losses of compactness : we may assume without
loss of generality (extracting subsequences if necessary) that $\left\|\tau^{n}\right\|^{2}$ converges weakly in $L^{1}\left(L^{1}\right)$ to $\|\tau\|^{2}+\eta$ where $\eta \in L^{\infty}\left(L^{1}\right) \geq 0$ (we need to use here the equicontinuity of $\tau^{n}$ in $L^{2}$ shown in section III.3) ; that $\tau^{n} . \omega^{n}-\omega^{n} \cdot \tau^{n}$ converges weakly in $L^{1}\left(L^{1}\right)$ to $\tau . \omega-\omega \cdot \tau+\beta$ where $\beta \in L^{2}\left(L^{1}\right)$ (using again the equicontinuity of $\tau^{n}$ in $L^{2}$ ) ; that $D\left(u^{n}\right) \cdot \tau^{n}$ converges weakly in $L^{1}\left(L^{1}\right)$ to $D(u) \cdot \tau+\alpha$ where $\alpha \in L^{2}\left(L^{1}\right)$ (using once more the equicontinuity of $\tau^{n}$ in $\left.L^{2}\right)$; that, when $N=2,\left|\nabla u^{n}\right|^{2}$ converges weakly in the sense of measures to $|\nabla u|^{2}+\mu$ where $\mu$ is a nonnegative bounded measure; and, finally, that, when $N=3,\left|\nabla u_{3}^{n}\right|^{2}$ converges in the sense of measure to $\left|\nabla u_{3}\right|^{2}+\mu$ where $\mu$ is a nonnegative bounded measure.

We next claim that we have

$$
\begin{equation*}
\operatorname{Tr}(\alpha)+\nu \mu=0, \quad|\alpha| \leq C \eta, \quad|\beta| \leq C \eta \tag{35}
\end{equation*}
$$

where, here and below, $C$ denotes various positive constants.
The first equality in (35) is an easy consequence of energy considerations and we only make the proof when $N=3$ (the adaptations to the case when $N=2$ being straightforward); Recalling that $u_{3}^{n}$ and $u_{3}$ solve the Stokes' equation (30), we deduce easily
$\left\{\begin{array}{l}\frac{\partial}{\partial t}\left(\frac{\left|u_{3}^{n}\right|^{2}}{2}\right)-\nu \Delta\left(\frac{\left|u_{3}^{n}\right|^{2}}{2}\right)+\nu\left|\nabla u_{3}^{n}\right|^{2}+\operatorname{div}\left(u_{3}^{n} p_{3}^{n}\right)=\operatorname{div}\left(u_{3}^{n} \tau^{n}\right)-\operatorname{Tr}\left(\tau^{n} \cdot D\left(u^{n}\right)\right) \\ \frac{\partial}{\partial t}\left(\frac{\left|u_{3}\right|^{2}}{2}\right)-\nu \Delta\left(\frac{\left|u_{3}\right|^{2}}{2}\right)+\nu\left|\nabla u_{3}\right|^{2}+\operatorname{div}\left(u_{3} p_{3}\right)=\operatorname{div}\left(u_{3} \tau\right)-\operatorname{Tr}(\tau . D(u))\end{array}\right.$
and passing to the limit using the bounds and convergence properties already shown, we obtain

$$
\frac{\partial}{\partial t}\left(\frac{\left|u_{3}\right|^{2}}{2}\right)-\nu \Delta\left(\frac{\left|u_{3}\right|^{2}}{2}\right)+\nu\left|\nabla u_{3}\right|^{2}+\nu \mu+\operatorname{div}\left(u_{3} p_{3}\right)=\operatorname{div}\left(u_{3} \tau\right)-\operatorname{Tr}(\tau . D(u))-\operatorname{Tr}(\alpha) .
$$

The equality between $(\operatorname{Tr}(\alpha))$ and $\nu \mu$ follows. Let us notice that this equality implies that $\mu \in L^{2}\left(L^{1}\right)$. Next, we prove the bounds on $\alpha$ and $\beta$ contained in (35). It is clearly enough to show that we have

$$
\begin{equation*}
|\alpha| \leq C \sqrt{\eta} \sqrt{\mu}, \quad|\beta| \leq C \sqrt{\eta} \sqrt{\mu} \tag{36}
\end{equation*}
$$

This is almost immediate except for a technical detail in the case when $N=3$ that we now explain. First of all, we claim that

$$
\left\{\begin{array}{l}
D\left(u_{1}^{n}\right) \cdot \tau^{n} \stackrel{\rightharpoonup}{n} \quad D\left(u_{1}\right) \cdot \tau, D\left(u_{2}^{n}\right) \cdot \tau^{n} \stackrel{\rightharpoonup}{n} \quad D\left(u_{2}\right) \cdot \tau \\
\tau^{n} \cdot \omega^{n}\left(u_{1}^{n}\right)-\omega^{n}\left(u_{1}^{n}\right) \cdot \tau^{n} \stackrel{\rightharpoonup}{n} \quad \tau \cdot \omega\left(u_{1}\right)-\omega\left(u_{1}\right) \cdot \tau \\
\tau^{n} \cdot \omega^{n}\left(u_{2}^{n}\right)-\omega^{n}\left(u_{2}^{n}\right) \cdot \tau^{n} \frac{\rightharpoonup}{n} \quad \tau \cdot \omega\left(u_{2}\right)-\omega\left(u_{2}\right) \cdot \tau
\end{array}\right.
$$

The " $u_{2}^{n}$ " terms are immediate since $u_{2}^{n}$ converges to $u_{2}$ strongly in $L^{2}\left(H^{1}\right)$. For the " $u_{1}^{n}$ " terms, we deduce from the results shown in section IV. 1 that

$$
\left\{\begin{array}{l}
\Phi\left(u_{1}^{n}\right) D\left(u_{1}^{n}\right) \cdot \tau^{n} \vec{n} \quad \Phi\left(u_{1}\right) D\left(u_{1}\right) \cdot \tau  \tag{37}\\
\Phi\left(u_{1}^{n}\right)\left\{\tau^{n} \cdot \omega^{n}\left(u_{2}^{n}\right)-\omega^{n}\left(u_{1}^{n}\right) \cdot \tau^{n}\right\} \stackrel{\rightharpoonup}{n}
\end{array} \Phi\left(u_{1}\right)\left\{\tau \cdot \omega\left(u_{1}\right)-\omega\left(u_{1}\right) \cdot \tau\right\},\right.
$$

for any $\Phi \in C_{0}\left(\mathbb{R}^{N}\right)$. We then choose $\Phi=\varphi\left(\frac{\cdot}{M}\right)$ where $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$, $0 \leq \varphi \leq 1$ on $\mathbb{R}^{N}, \varphi \equiv 1$ on $B_{1}$ and we conclude observing that

$$
\begin{array}{r}
\iint\left(1-\varphi\left(\frac{u_{1}^{n}}{M}\right)\right)\left|\nabla u_{1}^{n}\right|\left\|\tau^{n}\right\| d x d t \leq\left(\iint\left|\nabla u_{1}^{n}\right|^{2} d x d t\right)^{1 / 2} \\
\cdot \iint\left\|\tau^{n}\right\|^{2} 1_{\left(\| u_{1}^{n} \mid \geq M\right)} d x d t \\
\leq C \sup _{[0, T]}\left(\int\left\|\tau^{n}\right\|^{2} 1_{\left(u_{1}^{n} \mid \geq M\right)} d x\right)
\end{array}
$$

and this bound goes to 0 as $M$ goes to $+\infty$, uniformly in $n$, in view of the equicontinuity of $\tau^{n}$ in $L^{2}$ shown in section III.3. We want to point out here that the result of section IV. 1 is not really necessary for the above conclusion. However, we kept it here since it is interesting in its self. Indeed, in the above computation (37), we can replace $\Phi\left(u_{1}^{n}\right) D\left(u_{1}^{n}\right)$ by $\Phi\left(\left|\nabla u_{1}^{n}\right|\right) D\left(u_{1}^{n}\right)$ and use compactness of $D\left(u_{1}^{n}\right)$ in $L^{p}\left(L^{p}\right)$ for all $p<2$. Then we conlude by using the equicontinuity of $\tau^{n}$ in $L^{2}$.

Therefore, we have shown the following facts

$$
\left\{\begin{array}{l}
D\left(u_{3}^{n}\right) \cdot \tau^{n} \stackrel{\rightharpoonup}{n} \quad D\left(u_{3}\right) \cdot \tau+\alpha ;  \tag{38}\\
\tau^{n} \cdot \omega^{n}\left(u_{3}^{n}\right)-\omega^{n}\left(u_{3}^{n}\right) \cdot \tau^{n} \stackrel{\rightharpoonup}{n} \quad \tau \cdot \omega\left(u_{3}\right)-\omega\left(u_{3}\right) \cdot \tau+\beta
\end{array}\right.
$$

and we complete the proof of (35) or (36) by observing that we have

$$
\left\{\begin{array}{l}
\left(D\left(u_{3}^{n}\right)-D\left(u_{3}\right)\right) \cdot\left(\tau^{n}-\tau\right) \vec{n} \quad \alpha, \\
\left(\tau^{n}-\tau\right) \cdot\left(\omega\left(u_{3}^{n}\right)-\omega\left(u_{3}\right)\right)-\left(\omega\left(u_{3}^{n}\right)-\omega\left(u_{3}\right)\right) \cdot\left(\tau^{n}-\tau\right) \stackrel{\rightharpoonup}{n} \quad \beta, \\
\left\|\tau^{n}-\tau\right\|^{2} \vec{n} \quad \eta, \quad\left|\nabla\left(u_{3}^{n}-u_{3}\right)\right|^{2} \vec{n} \quad \mu
\end{array}\right.
$$

Obviously, when $N=2$, the final observation with $u_{3}^{n}$ replaced by $u^{n}$ suffices to proves (36).

We next conclude this section by a formal argument that explains the main idea of the proof of Theorem 2. First of all, passing to the limit in (2),
we obtain

$$
\begin{equation*}
\frac{\partial \tau}{\partial t}+\operatorname{div}(u \tau)+\tau \cdot \omega-\omega \cdot \tau+\beta+a \tau=b D(u) \tag{39}
\end{equation*}
$$

On the other hand, if we pass to the limit in (5) (ignoring the issue of the integrability of $u^{n}\left\|\tau^{n}\right\|^{2} \ldots$ ) we obtain formally

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t}\left(\frac{\|\left.\tau\right|^{2}}{2}+\frac{\eta}{2}\right)+\operatorname{div}\left\{u\left(\frac{\|\left.\tau\right|^{2}}{2}+\frac{\eta}{2}\right)\right\}+  \tag{40}\\
+a\left(\mid \tau \|^{2}+\eta\right)=b \operatorname{Tr}(D u . \tau)+b \operatorname{Tr}(\alpha)
\end{array}\right.
$$

Multiplying (39) by $\tau$, taking the trace and comparing with (40) easily yields the following equation for $\eta$

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}+\operatorname{div}(u \eta)+2 a \eta=2 b \operatorname{Tr}(\alpha)-2 \operatorname{Tr}(\beta . \tau) \tag{41}
\end{equation*}
$$

hence, using (35), we deduce

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}+\operatorname{div}(u \eta) \leq C \eta(1+\|\tau\|), \quad \eta \geq 0 \tag{42}
\end{equation*}
$$

while $\left.\eta\right|_{t=0} \equiv 0$ since we assumed that $\tau_{0}^{n}$ converges strongly in $L^{2}$ to $\tau_{0}$.
Then, formally, we conclude that $\eta \equiv 0$, thus proving the compactness of $\tau^{n}$ in $L^{2}\left(L^{2}\right)$, by integrating by parts (42) over $\Omega$ and using Gronwall's inequality. Notice that this is purely formal since we do not know that $\|\tau\| \in L^{1}\left(L^{\infty}\right)$. This question and the lack of bounds allowing to "control" the term $u^{n}\left\|\tau^{n}\right\|^{2}$ are the two main difficulties we shall overcome in the next two sections.

## IV. 3 Proof in the $L^{q}$ case with $q>3$.

We first complete the proof of Theorem 2 in the case when we have a bound on $\tau^{n}$ in $L^{\infty}\left(0, T ; L^{q}\right)$ for some $q>3$. let us recall that we have indeed obtained such a bound when $N=2, \tau_{0}^{n}$ is bounded in $L^{q}$ and $u_{0}^{n}$ is bounded in $I_{p, q}$ for some $p \in\left(1, \frac{q}{q-1}\right)$. In fact, it is possible to push the argument below to the case when $q=3$ so it may apply to three-dimensional situations but since we shall have to do a more general argument of a similar spirit in the final subsection below, we shall not present this technical extension here.

This bound of course implies that $\tau \in L^{\infty}\left(L^{q}\right)$ (in fact $C\left(L^{q}\right)$ and that $\eta, \beta \in L^{\infty}\left(L^{q / 2}\right)$. Then, we may pass to the limit in (5) and we recover (41)(42) rigorously. We still need to conclude that (42) implies that $\eta \equiv 0$. At this stage, it is worth considering a more general situation than the one considered in Theorem 2, namely the situation when we do not assume anymore that $\tau_{0}^{n}$ converges strongly in $L^{2}$ to 0 . Then, everything we did before is still valid (we just need to replace $u_{3}^{n}$ by $u_{3}^{n}+u_{2}^{n}$ in the definition of $\mu$ and in the proof of (35). And we still obtain (42), except that we do not have anymore that $\left.\eta\right|_{t=0} \equiv 0:$ instead, we find $\left.\eta\right|_{t=0} \equiv \eta_{0} \geq 0$ and $\eta_{0} \equiv 0$ if and only if $\tau_{0}^{n}$ converges strongly in $L^{2}$ to $\tau_{0}$.

We then claim that we have for all $t \geq 0$

$$
\begin{equation*}
\eta(X(t, x)) \leq \eta_{0}(x) \exp \left\{\left(C \int_{0}^{t} 1+\|\tau\|(X(s, x), s) d s\right\} \quad\right. \text { a.e. } \tag{43}
\end{equation*}
$$

where $X$ is the unique a.e. flow in the sense of R.J. DiPerna and P.-L. Lions [6] associated to the particle paths i.e. solution of

$$
\begin{equation*}
\dot{X}=u(X, t), \quad X(0, x)=x \tag{44}
\end{equation*}
$$

The inequality (43) follows directly from (42) and the results shown in [6]. And we recall that $X$ leaves invariant the Lebesgue measure. In particular, for each $t$

$$
\left\|\int_{0}^{t}\right\| \tau\|(X(s, x), s) d s\|_{L^{2}} \leq \int_{0}^{t}\|\tau(s)\|_{L^{2}} d s<\infty
$$

Hence, $\exp \left\{C \int_{0}^{t} 1+\|\tau\|(X(s, x), s) d s\right\}<\infty$ a.e. and (43) implies that $\eta(X(t, x), t)=0$ a.e. if $\eta_{0} \equiv 0$. Using once more the invariance of Lebesgue measure, we deduce that $\eta(x, t) \equiv 0$ a.e. in $x$ for all $t \geq 0$ and the proof is complete.

It is possible to make another argument which only uses the theory of renormalized solutions of transport equations of [6] without using the associated flows (the two aspects are completely equivalent as shown in [6] ...) consists in introducing the unique renormalized solution of

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}+\operatorname{div}(u \psi)=C(1+\|\tau\|),\left.\psi\right|_{t=0}=0 \tag{45}
\end{equation*}
$$

and checking as in [6] that $\hat{\eta}=\eta e^{-\psi}$ is a renormalized solution of

$$
\begin{equation*}
\frac{\partial \hat{\eta}}{\partial t}+\operatorname{div}(u \hat{\eta}) \leq 0 \tag{46}
\end{equation*}
$$

hence, we have for all $t \geq 0$

$$
\begin{equation*}
\int \eta(x, t) \exp (-\psi(x, t)) d x \leq \int \eta_{0}(x) d x . \tag{47}
\end{equation*}
$$

In particular, if $\eta_{0} \equiv 0$ then $\eta e^{-\psi} \equiv 0$ and we conclude easily since $\psi \in C\left(L^{2}\right)$.

## IV. 4 Proof in the general case.

We first introduce a few more quantities : extracting subsequences if necessary, we may assume that we have the following weak convergences for each $\delta \in(0,1)$
(48) $\frac{\left\|\tau^{n}\right\|^{2}}{\left(1+\delta\left\|\tau^{n}\right\|^{2}\right)^{i}} \vec{n} \frac{\|\tau\|^{2}}{\left(1+\delta\|\tau\|^{2}\right)^{i}}+\eta_{\delta}^{i}, 0 \leq \eta_{\delta}^{i} \leq 1 / \delta$ a.e., for $i=1,2$

$$
\begin{equation*}
\frac{D\left(u^{n}\right) \cdot \tau^{n}}{\left(1+\delta\left\|\tau^{n}\right\|^{2}\right)^{2}} \stackrel{D(u) \cdot \tau}{\left(1+\delta\|\tau\|^{2}\right)^{2}}+\alpha_{\delta}, \alpha_{\delta} \in L^{2}\left(L^{2}\right) \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\tau^{n}\right\|^{2}+1 \stackrel{\rightharpoonup}{n} \quad N^{2}, \quad N \in L^{\infty}\left(L^{2}\right), \quad N=\left(\|\tau\|^{2}+\eta+1\right)^{1 / 2} \text { a.e. . } \tag{50}
\end{equation*}
$$

We next observe that we have

$$
\frac{\partial}{\partial t}\left(\left\|\tau^{n}\right\|^{2}\right)+\operatorname{div}\left(u^{n}\left\|\tau^{n}\right\|^{2}\right)+2 a\left\|\tau^{n}\right\|^{2}=2 b \operatorname{Tr}\left(D\left(u^{n}\right) \cdot \tau^{n}\right)
$$

hence, letting $n$ go to $+\infty$, we deduce easily

$$
\begin{equation*}
\frac{\partial N}{\partial t}+\operatorname{div}(u N)+a \frac{N^{2}-1}{N}=F \in L^{2}\left(L^{2}\right) \tag{51}
\end{equation*}
$$

where $F=(b \operatorname{Tr}(D(u) . \tau+\alpha)) N^{-1},|F| \leq C(1+\|D(u)\|)$. Indeed, let $\phi \in$ $C_{0}^{\infty}(\mathbb{R})$ be such that $\phi \equiv 1$ on $[0,1]$ and $\phi_{M}()=.M \phi(\dot{\bar{M}})$. Hence we deduce (using the fact that we have renormalized solutions ...)

$$
\begin{array}{r}
\frac{\partial}{\partial t} \phi_{M}\left(\left\|\tau^{n}\right\|^{2}+1\right)+\operatorname{div}\left(u^{n} \phi_{M}\left(\left\|\tau^{n}\right\|^{2}+1\right)\right)+2 a \phi_{M}^{\prime}\left(\left\|\tau^{n}\right\|^{2}+1\right)\left\|\tau^{n}\right\|^{2}= \\
2 b \phi_{M}^{\prime}\left(\left\|\tau^{n}\right\|^{2}+1\right) \operatorname{Tr}\left(D\left(u^{n}\right) \cdot \tau^{n}\right)
\end{array}
$$

Passing to the limit in $n$, we deduce that

$$
\begin{array}{r}
\frac{\partial}{\partial t} \overline{\phi_{M}\left(\left\|\tau^{n}\right\|^{2}+1\right)}+\operatorname{div}\left(u^{n} \overline{\phi_{M}\left(\left\|\tau^{n}\right\|^{2}+1\right)}\right)+2 a \overline{\phi_{M}^{\prime}\left(\left\|\tau^{n}\right\|^{2}+1\right)\left\|\tau^{n}\right\|^{2}}= \\
2 b \overline{\phi_{M}^{\prime}\left(\left\|\tau^{n}\right\|^{2}+1\right) \operatorname{Tr}\left(D\left(u^{n}\right) \cdot \tau^{n}\right)}
\end{array}
$$

Then taking the square root, we get

$$
\begin{array}{r}
\frac{\partial}{\partial t} N_{M}+\operatorname{div}\left(u^{n} N_{M}\right)+\frac{a}{N_{M}} \overline{\phi_{M}^{\prime}\left(\left\|\tau^{n}\right\|^{2}+1\right)\left\|\tau^{n}\right\|^{2}}= \\
\frac{b}{N_{M}} \overline{\phi_{M}^{\prime}\left(\left\|\tau^{n}\right\|^{2}+1\right) \operatorname{Tr}\left(D\left(u^{n}\right) \cdot \tau^{n}\right)} \tag{53}
\end{array}
$$

where we denote by $N_{M}={\overline{\phi_{M}\left(\left\|\tau^{n}\right\|^{2}+1\right)}}^{1 / 2}$. Next, using the equicontinuity of $\left\|\tau^{n}\right\|^{2}$, we deduce easily that $N_{M}$ converges strongly to $N$ in $L^{2}$ and we conclude easily.
On the other hand, we have
$\frac{\partial}{\partial t}\left(\frac{\left\|\tau^{n}\right\|^{2}}{1+\delta\left\|\tau^{n}\right\|^{2}}\right)+\operatorname{div}\left(u^{n} \frac{\left\|\tau^{n}\right\|^{2}}{1+\delta\left\|\tau^{n}\right\|^{2}}\right)+2 a \frac{\left\|\tau^{n}\right\|^{2}}{\left(1+\delta\left\|\tau^{n}\right\|^{2}\right)^{2}}=2 b \frac{\operatorname{Tr}\left(D\left(u^{n}\right) \cdot \tau^{n}\right)}{\left(1+\delta\left\|\tau^{n}\right\|^{2}\right)^{2}}$,
$\left\{\begin{array}{l}\frac{\partial}{\partial t}\left(\frac{\|\tau\|^{2}}{1+\delta\|\tau\|^{2}}\right)+\operatorname{div}\left(u \frac{\|\tau\|^{2}}{1+\delta\|\tau\|^{2}}\right)+2 a \frac{\|\tau\|^{2}}{\left(1+\delta\|\tau\|^{2}\right)^{2}}+2 \operatorname{Tr}\left(\frac{\beta \cdot \tau}{\left(1+\delta\|\tau\|^{2}\right)^{2}}\right) \\ =2 b \frac{\operatorname{Tr}(D(u) \cdot \tau)}{\left(1+\delta\|\tau\|^{2}\right)^{2}} .\end{array}\right.$
(55)

Hence, letting $n$ go to $+\infty$ in (54) yields

$$
\begin{aligned}
\frac{\partial}{\partial t}\left(\frac{\|\tau\|^{2}}{1+\delta\|\tau\|^{2}}+\eta_{\delta}^{1}\right) & \left.+\operatorname{div}\left(u\left[\frac{\|\tau\|^{2}}{1+\delta\|\tau\|^{2}}+\eta_{\delta}^{1}\right]\right)+2 a \frac{\|\tau\|^{2}}{\left(1+\delta\|\tau\|^{2}\right)^{2}}\right)+2 a \eta_{\delta}^{2} \\
& =2 b \frac{\operatorname{Tr}(D(u) \cdot \tau)}{\left(1+\delta\|\tau\|^{2}\right)^{2}}=2 b \operatorname{Tr}\left(\alpha_{\delta}\right)
\end{aligned}
$$

and comparing with (55), we finally obtain

$$
\frac{\partial}{\partial t} \eta_{\delta}^{1}+\operatorname{div}\left(u \eta_{\delta}^{1}\right)+2 a \eta_{\delta}^{2}=2 b \operatorname{Tr}\left(\alpha_{\delta}\right)-2 \operatorname{Tr}\left(\frac{\beta . \tau}{\left(1+\delta\|\tau\|^{2}\right)^{2}}\right)
$$

Next, we use (51) and deduce the following equation

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t}\left(\eta_{\delta}^{1} /(1+N)\right)+\operatorname{div}\left[u\left(\eta_{\delta}^{1} /(1+N)\right)\right]+\frac{2 a \eta_{\delta}^{2}}{1+N}= \\
=2 b \operatorname{Tr}\left(\alpha_{\delta}\right)(1+N)^{-1}-2 \operatorname{Tr}\left(\frac{\beta \cdot \tau}{\left(1+\delta\|\tau\|^{2}\right)^{2}}\right)(1+N)^{-1}-\left(F-a \frac{N^{2}-1}{N}\right) \eta_{\delta}^{1}(1+N)^{-2} .
\end{array}\right.
$$

At this point, we wish to let $\delta$ go to $0_{+}$and we admit temporarily that $\eta_{\delta}^{1}$ and $\eta_{\delta}^{2}$ converge in $L^{\infty}\left(L^{1}\right)$ to $\eta$, while $\alpha_{\delta}$ converges to $\alpha$ in $L^{2}\left(L^{1}\right)$. We then observe that, obviously, $-N^{2} \leq \eta_{\delta}^{1} \leq N^{2}$ hence $\eta_{\delta}^{1} /(1+N)$ converges to $\frac{\eta}{1+N}$ in, say, $L^{2}\left(L^{2}\right)$. We may then let $\delta$ go to $0_{+}$and we find

$$
\frac{\partial}{\partial t}\left(\frac{\eta}{1+N}\right)+\operatorname{div}\left(u\left(\frac{\eta}{1+N}\right)\right)+2 a\left(\frac{\eta}{1+N}\right)=2 b \frac{\operatorname{Tr}(\alpha)}{1+n}-2 \frac{\operatorname{Tr}(\beta \cdot \tau)}{1+N}-\left(F-a \frac{N^{2}-1}{N}\right) \eta(1+N)^{-2}
$$

We next use (35) and we deduce

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{\eta}{1+N}\right)+\operatorname{div}\left(u\left(\frac{\eta}{1+N}\right)\right)+2 a \frac{\eta}{1+N} \leq C(1+\|\tau\|+\|D(u)\|) \frac{\eta}{1+N} \tag{57}
\end{equation*}
$$

In other words, we have obtained, in full generality, a differential inequality which plays the same role then (42) except than $\eta$ is replaced by $\frac{\eta}{1+N}$ and $\|\tau\|$ by $\|\tau\|+\|D(u)\|$. We may now copy the proof made in section IV. 3 and we conclude.

Therefore, there only remains to show our claims on $\eta_{\delta}^{1}, \eta_{\delta}^{2}$ and $\alpha_{\delta}$ which are easy consequences of the equicontinuity of $\tau^{n}$ in $L^{2}$ obtained in section II.3. Indeed, it suffices to observe that we have for $i=1,2$ and for all $M \in(0, \infty)$

$$
\begin{aligned}
\left|\frac{\left\|\tau^{n}\right\|^{2}}{\left(1+\delta\left\|\tau^{n}\right\|^{2}\right)^{i}}-\left\|\tau^{n}\right\|^{2}\right| & \leq\left\|\tau^{n}\right\|^{2} 1_{\left(\left\|\tau^{n}\right\| \geq M\right)}+C(M) \delta \\
\left|\frac{D\left(u^{n}\right) \cdot \tau^{n}}{\left(1+\delta\left\|\tau^{n}\right\|^{2}\right)^{2}}-D\left(u^{n}\right) \cdot \tau^{n}\right| & \leq\left|D\left(u^{n}\right) \cdot \tau^{n}\right| 1_{\left(\left\|\tau^{n}\right\| \geq M\right)}+C(M) \delta\left|D\left(u^{n}\right)\right| \\
& \leq\left|D\left(u^{n}\right)\right|\left[\left\|\tau^{n}\right\| 1_{\left.\left\|\tau^{n}\right\| \geq M\right)}\right]+C(M) \delta\left|D\left(u^{n}\right)\right|
\end{aligned}
$$

And we conclude easily.
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