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Abstract

Concatenating sequences of feature vectors helps to capture es-
sential information about articulatory dynamics, at the cost of
increasing the number of dimensions in the feature space, which
may be characterized by the presence of manifolds. Existing su-
pervised dimensionality reduction methods such as Linear Dis-
criminant Analysis may destroy part of that manifold structure.
In this paper, we propose a novel supervised dimensionality
reduction algorithm, called Globality-Locality Consistent Dis-
criminant Analysis (GLCDA), which aims to preserve global
and local discriminant information simultaneously. Because it
allows finding the optimal trade-off between global and local
structure of data sets, GLCDA can provide a more faithful com-
pact representation of high-dimensional observations than en-
tirely global approaches or heuristic approaches aimed to pre-
serve local information. Experimental results on the TIMIT
phone classification task show the effectiveness of the proposed
algorithm.

Index Terms: Dimensionality Reduction; Discriminant Analy-
sis; Global and Local Data Structure; TIMIT; Affinity Matrix

1. Introduction

MFCCs and PLP coefficients computed every 10 ms over 25 ms
windows are able to characterize the short-term characteristics
of speech signals. However, speech is generated by continuous
movements of the articulators and these short-term features do
not capture the underlying articulatory dynamics completely. In
typical speech recognition systems, the delta and delta-delta co-
efficients of adjacent frames are used to model the temporal dy-
namics, but this is not enough for representing dynamic changes
at the level of syllables. To better capture the articulatory dy-
namics, at least three different research directions have been
proposed. First, features that combine variable-length windows
can be used, including the TRAP features proposed in [1]. Sec-
ond, the temporal dynamics observed in successive frames of
MFCCs/PLPs can be characterized by polynomial regression
functions (e.g. [2,3]). The third direction, which is taken in
this paper, is using sequences of short-term feature vectors as
units for subsequent processing.

If we want to represent the articulatory dynamics at the level
of syllables (which on average have a duration of about 250
ms) we need to concatenate up to 25 short-term feature frames.
With the popular 13 element MFCC vectors this will result in
feature spaces of over 300 (arguably non-orthogonal) dimen-
sions. Because it is extremely difficult to define meaningful dis-
tance measures in very high dimensional spaces, there is a need
for dimensionality reduction, preferably one that enhances the

similarity of observations in the same class and simultaneously
maximizes the distance between different classes. One way for
doing this is Fisher Discriminant Analysis (FDA) [4]. However,
FDA assumes that all classes are characterized by unimodal
(Gaussian) distributions. Therefore, FDA is not able to rep-
resent complex local variations and subtleties of the data struc-
ture, such as concavities and protrusions. Yet, phone classes
might well exhibit such complex distributions, if only because
of the co-articulation effects.

In order to enhance the power of Discriminant Analysis
models, several algorithms that introduce the idea of “local-
ity” [5] have been proposed recently, such as local FDA (LFDA)
[6,7], locality sensitive discriminant analysis (LSDA) [8], local
discriminant embedding (LDE) [9], and marginal Fisher analy-
sis [10]. All these local algorithms are based on the same idea:
they seek to maximize the discriminant information among
nearby data points by constructing a neighborhood relationship
graph in terms of an Affinity Matrix. Compared with the orig-
inal FDA, these algorithms perform better in describing the lo-
cal structure of a data set. However, one common drawback of
these local algorithms is that they are not designed to describe
the global distribution of the data set, which is also of great im-
portance in the learning procedure.

To obtain an optimal trade-off between global distribution
and local information in the dimensionality reduction process,
this paper proposes a novel algorithm called Globality-Locality
Consistent Discriminant Analysis (GLCDA), which provides a
flexible affinity matrix that can adapt to the unknown data struc-
ture. By exploring both global and local discriminant informa-
tion in a unified framework, GLCDA can provide a more faith-
ful projection of the high-dimensional observations than ap-
proaches that are fully global or treat local information heuris-
tically.

The rest of the paper is organized as follows. In Section 2,
we recall how FDA can be reformulated in terms of affinity ma-
trices. Then we generalize the affinity matrices to integrate both
global and local discriminant information and propose the new
algorithm GLCDA. In Section 3 and Section 4, the data and
approaches to evaluate our algorithm are introduced and the re-
sults of different dimensionality reduction algorithms on TIMIT
phone classification task [11] are reported, respectively. Gen-
eral discussions and conclusion are given in Section 5.

2. Advanced Fisher Discriminant Analysis

2.1. Fisher Discriminant Analysis

Given n training data points x; € R” (i = 1,2,...,n),
each data point is associated with a class label ¢,;, = ¢ €



{1,2,...,C}; n. is the number of data points in class c. Fisher
Discriminant Analysis (FDA) [4] aims to find the projection
matrix W € RP*? (d < D) such that the low-dimensional
representations z; € R? can be obtained by z; = WTx;. In
order to maximize the discrimination power, LDA optimizes the
objective function:
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S™) and S® are the within-class scatter matrix and the
between-class scatter matrix, respectively. They can be formu-
lated in terms of the sum of pairwise scatter matrices: (x; —
%;)(x; — x;)T in the following way [6, 10]:
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Each pair (x;, x;) makes a contribution to each of the two scat-
ter matrices which is independent of their distance. Since A;;
and A?j in equations (2) and (3) are independent of the dis-
tance between x; and x; (and thus ignore any local informa-
tion), FDA can be regarded as a global method.

2.2. Incorporating Local Information into FDA

The global dimensionality reduction method FDA described in
Section 2.1 assumes that all classes have the same multivariate
normal distribution, apart from the mean vectors. In contrast,
”locality” implies that the data structure is characterized by a
(large) number of (sub-)manifolds, which cannot be accurately
described by multivariate normal distributions. The Locality
Preserving Projection (LPP) approach [5] was proposed to de-
scribe the manifolds in terms of an adjacency graph. To repre-
sent the adjacency relationship explicitly, the affinity matrices
introduced in equations (2) and (3) are now redefined by in-
troducing a weight to capture the distance between data pairs
(Xi7 X ):
aij = exp(—|[xi = x,*) ©)
Based on the definition in (4), LPP is capable of describ-
ing the locality information that represents the local manifolds
(theoretically) well; therefore, it provides an alternative tool to
analyze the data space. However, in real-world applications, in-
cluding phone classification, the structure of the data in a high-
dimensional space is very hard to predict. Consequently, it is
not a priori known whether the globality or locality information
is more important. Motivated by this consideration, LFDA [6]
combines the idea of LPP and FDA:
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To better describe the locality information, a locality preserving
scaling kernel was adopted in LFDA by [12], by defining the

weights as:
: [Ixi — %I
ai; = exp (— : ) )
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where o, (Where p is ¢ or j) is assigned as:
L
op = [|xp — x| (®

in which x]z; denotes the L'" nearest neighbour in the same
class.

2.3. Globality-Locality Consistent Discriminant Analysis

Although LFDA has shown good performance in describing lo-
cality information, it has two limitations. First, LFDA only ex-
ploits the locality information within each class, but fails to con-
sider the locality information between different classes, which
is also of great importance in supervised learning tasks. For in-
stance, if two manifolds from different classes exist, the projec-
tion matrix should learn to separate them in the lower dimension
space. Second, the affinity matrix of LFDA cannot be adapted
to represent the trade-off between local and global information
in the data structure. To overcome these limitations, we present
an algorithm called Globality-Locality Consistent Discriminant
Analysis (GLCDA), which defines the affinity matrices of the
within and between-class scatter matrices as follows:
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where the adjacency graphs are defined as:
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The definition of o; and o; is similar to equation (8). Com-
pared with LFDA, 71, 72, and b;; are introduced in our algo-
rithm, which will be explained in following subsections. It is
worth mentioning that, the elements of the between-class scat-
ter affinity matrix in Eq. (10) when ¢z, = ¢z , = caresetto
zero while the corresponding elements of FDA in Eq. (3) and
LFDA in Eq. (6) are non-zero. We do this because the distance
between two points from the same class is already accounted
for in the affinity matrix of the within-class scatter. Using it
again in the affinity matrix of the between-class scatter would
mean that the same information is used twice, which should be
avoided in dimensionality reduction.

2.3.1. Globality and Locality Consistency by v1 and 2

Introducing 1 and 72 provides a way to adapt the dimension-
ality reduction method to the unknown data structure. By de-
creasing 1 and 2, the locality information becomes more im-
portant. Thus, tuning of the s allows us to find the optimal



trade-off between globality information and locality informa-
tion.

The following considerations further explicate the relation-
ship between GLCDA and the FDA, LPP, and LFDA methods.

o If vy = 2 = 400, all elements a;; and b;; are equal
to 1 (The prerequisite is that all o should be larger than
1 which is easily guaranteed by re-scaling). This means
that: 1) a pair of data points which belong to the same
class makes an identical (i.e. distance independent) con-
tribution to the within-class scatter; and 2) a pair of
data points which belong to different classes also con-
tributes equally to the between-class scatter. Although
not entirely identical to FDA (due to the non-zero Aﬁ-’j
in Eq. (3) for data points that belong to the same class),
the underlying objective of GLCDA for this setting of 1
and 2 is very similar to that of FDA.

o If vy = 1,72 = 400, all elements a;; are equal to
those in Eq. (5) while all elements b;; are equal to 1.
In other words, for this setting of 1 and 72, the way in
which GLCDA accounts for local and global information
is very similar to that of LFDA.

o If y1 = 2 = 0, the coefficients a;; and b;; are identical
to those in LPP [5].

2.3.2. Incorporating Local Discriminant Information by b;;

Besides balancing global and local information, another advan-
tage of the proposed GLCDA over LFDA is the consideration
of local discriminant information. If (x;, x;) are located in two
different manifolds, i.e., they are from different classes, maxi-
mizing their distance in the lower dimensional space becomes
very important. The elements of the affinity matrix b;; will in-
crease the penalty of close pairs from different classes, effec-
tively increasing the distance so that the overlap between local
manifolds is reduced [9]. Thus, the parameter 2 allows to flex-
ibly adapt the trade-off between local and global discriminant
information.

3. Experimental Setup
3.1. Feature Extraction and Classification Task

The GLCDA method will be evaluated by means of the TIMIT
phone classification task [11]. We use the standard NIST
training set, which includes 462 speakers, 3696 utterances,
and 139,852 phones. GLCDA will be used to reduce the
dimensionality of the vectors (z;), and classification will be
performed by directly using a weighted k-Nearest Neighbor
(WKNN) classifier [13]. The core test set is used to evaluate the
classification performance, containing 24 speakers, 192 utter-
ances, and 7,195 phones. In addition, the development set ad-
vised in [14] is used to tune parameters. As usual, the 64 phone
labels were reduced to 48 classes according to [15]. The clas-
sification error is evaluated by further mapping the 48 classes
into 39 classes in line with [15] as well. Glottal stops (q) were
excluded in all sets.

For each phone, the feature vector is generated as follows:
A short-time Fourier analysis is performed every 10 ms using a
25 milliseconds Hamming window. Thirteen MFCCs are com-
puted for each frame. For each phone the middle frame is se-
lected, and then 11 frames to the left and 11 frames to the right
are concatenated. The stack of MFCCs may or may not con-
tain some frames from the neighboring phones, depending on

the length of the phone. Consequently, every phonetic seg-
ment is characterized by a 13 x 23(299) feature block, which is
then reshaped to a single 299 dimensional feature vector. Next,
as is common in discriminant analysis [16], Principal Com-
ponent Analysis (PCA) is applied to reduce the original 299-
dimensional space to a 150-dimensional space, which keeps
97% of the total variance. The reduced feature vectors char-
acterize the phone segments of training, development, and test
sets, which act as the input of all different dimensionality re-
duction algorithms in the remainder of this paper.

3.2. Weighted k-Nearest Neighbour Classifier

We choose a Weighted k-Nearest Neighbor (WkNN) [13] clas-
sifier to classify the reduced feature vectors into one of 48 phone
classes. Let x1, X2, ..., X be the k nearest neighbours of a test
vector x. The weights of these neighbours are calculated by
Eq. (13).

i — x|

wi:exp( ) ,vi=1,2,..k (13)
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To determine the class label of that test vector, the weights of
neighbors that belong to each class are accumulated and the
class label C associated with the largest sum is selected.

4. Experimental Results

We compare different discriminant analysis methods, including
FDA, LPP, LFDA, and the proposed GLCDA. Parameters 7;
and 2 are jointly tuned for the proposed GLCDA. Two different
approaches will be adopted to show the results. First, a cross-
validation on the development set is performed. The parameters
of kNN classifier and dimensionality reduction (if necessary)
are optimized using this set. Next, the classification accuracy
is measured on the core test set. Also, to investigate the impact
of the mismatch between the development and core test set, we
will exchange the role of the development and core test set.

Second, to investigate the sensitivity to small changes in the
parameters, we also provide results for slightly perturbed values
around the optimal values of v; and 2. By doing so, we show
that GLCDA is robust against small changes in the parameters.
To allow for a fair comparison, we will use 47 dimensions (the
number of phone classes minus 1) in all dimensionality reduc-
tion methods.

4.1. Performance Evaluation by Cross-Validation

The free parameters are jointly tuned on the development set,
which means that (k, 7) are optimized for FDA/LPP/LFDA and
(k, 7,71, 72) for the proposed GLCDA. In preliminary experi-
ments, meaningful ranges of these parameters were determined:
15 < k <60,3.5 <7 <6.50< 1,7 < 1.5. The tuning
method used uniform sampling in these ranges and searching
the full grid. The values maximizing the performance on the
development set are used to evaluate the core test set.

The results are reported in the upper “Accuracy” row of Ta-
ble. 1. The purely global method, FDA, has lower accuracy than
all methods which take the local information into account. The
enhancement over FDA proves that meaningful local structures
do exist in the TIMIT feature space. For the three methods with
local information, LPP and LFDA have similar performance,
but worse than GLCDA. This shows that adjusting the impor-
tance of local and global information is meaningful.This also
holds when the roles of development and core test set are ex-



Table 1: Performance comparison of FDA, LPP, LFDA, and
GLCDA on the core test set (upper row) and development set
(lower row) with optimally tuned parameters on the develop-
ment set and core test set.

[ Tune/Test || FDA [ LPP | LFDA [[GLCDA |
[ Development/Core [ 73.47[73.99] 74.00 [[ 74.64 |
[ Core/Development [ 74.16 [ 74.31 | 74.44 [ 74.88 |

Table 2: Average suboptimal performance of GLCDA. The up-
per data row reports the accuracy on core test set and the lower
data row reports that on development set.

[ TestSet [ Optimal [ Sub-Opt.(0.1%) [ Sub-Opt.(0.2%) |
| Core [[ 7464 | 74.79 [ 74.77 ‘
[ Development [| 74.88 | 74.86 [ 74.87 ‘

changed (bottom row in Table. 1). In both cases, the perfor-
mance of FDA, LPP, and LFDA is still worse than GLCDA.

4.2. Robustness of the Proposed Method

In many real-world pattern recognition tasks, the development
and core test sets might not match very well. In TIMIT, the core
test set contains all possible SX sentences, none of which ap-
pears more than once. In the development set the SX sentences
are not unique. To prevent the occasional optima, we are con-
cerned with the parameters ; and 2 whose performance with
best tuned kNN classifier is slightly worse than the (globally)
optimal ones. They are called “suboptimal” to evaluate the ro-
bustness of the proposed GLCDA. Concretely speaking, the pa-
rameters 1 and 72 are evaluated in the core test set when their
classification accuracy are 0.1% and 0.2% lower than the max-
imum of development set. The accuracy on average is then re-
ported in Table. 2. Similarly, the roles of development and core
test sets are exchanged. Still, the average accuracy is (more)
higher than FDA, LPP, and LFDA, which means the improve-
ment is robust and not accidental. Note that the optimal (1, v2)
as found on the development set does not always yield an opti-
mal performance on the core test set (top row).

5. General Discussions and Conclusion

This paper presents a novel dimensionality reduction method
for TIMIT phone classification, called Globality and Local-
ity Consistent Discriminant Analysis. The conventional FDA
was first reformulated in terms of data-pair scatter matrices.
The concept of locality was then introduced together with LPP
and the discriminative method, LFDA. Two obvious deficits
of LFDA, inability of being adapted to the unknown feature
space and lack of local discriminant information, motivated us
to propose the affinity matrices defined by Eq. (9) and Eq. (10).
GLCDA is capable of adjusting the weights of global and local
structures by two parameters: y; and 2.

Experimental results on TIMIT substantiated the effective-
ness of proposed method and the existence of both global and
local structures in the MFCC feature space. Two heuristic local
methods, LPP and LFDA, outperformed the conventional FDA,
which means that the locality information is worth exploiting
for phone modeling for speech recognition. Furthermore, the
proposed GLCDA, with optimal (suboptimal) tuned v, and 72
in the development set, reached the highest accuracy of 74.64%

(74.79% on average). When the roles of development set and
core test set were changed, GLCDA still achieved the best per-
formance as 74.88% (74.86% on average) classification accu-
racy. Compared with FDA, we can draw the conclusion that ex-
ploiting the local structure of TIMIT by our proposed GLCDA
achieved a significant accuracy gain of 1.17% (1.32% on aver-
age) on TIMIT core test set and 0.72% (0.70% on average) on
TIMIT development set.
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