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Abstract Our modern global civilization has been facilitated by increasingly
technologically-advanced, interconnected, and interdependent systems. These
systems have been constructed at an ever-increasing scale and level of complexity
without an awareness of the riskymechanisms inherent in their design.At first glance,
one may find few similarities between our modern globalized present and ancient
civilizations. When we see past civilizations as complex adaptive systems, however,
we can begin to recognize patterns, structures, and dynamics that have remained
consistent through the centuries. Mechanisms like tipping points, feedback loops,
contagions, cascades, synchronous failures, and cycles that can be responsible for
systemic collapse are fundamental characteristics of any complex adaptive system,
and can therefore serve as an effective common denominator from which to examine
collapses through the ages. We argue for an analytical framework that incorporates
these systemic characteristics for the study of historical collapse with the belief that
these common mechanisms will help illuminate and expose relevant vulnerabilities
in historical systems. In the end, we hope to learn from past societies and civiliza-
tions and allow our modern systems to benefit from lessons of systemic failures that
historians may share with us. We believe these insights could inform how we see our
systemic vulnerabilities and help to build a more resilient future.
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Introduction

There is a specter haunting globalization andmodern life: the potential forwidespread
civilizational collapse. Stories of dystopian fiction and apocalyptic futures have never
been more popular, with audiences flocking to big budget disaster movies (Roberts
2020). Our world is existentially anxious because we sense that our trajectory is not
sustainable (Ord 2020). Even the most optimistic possibilities of scientific and tech-
nological progress cannot guarantee our collective ongoing stability and prosperity.
Global systemic shocks like 9/11, the Global Financial Crisis of 2008, and COVID-
19 have heightened the awareness of the fragility of our increasingly globalized and
interdependent way of living.

With the goal of understanding this precariousness of our modern world, we
investigate “failures” in history and examinewhether there are insights from systemic
risk that can illuminate.

patterns of historical collapse. A certain teleological triumphalism has dominated
modern social science where victors wrote their histories and survivorship biases
led us to focus on the civilizations that remain standing. We see value in reversing
this view by attempting to learn from failed civilization. We may have access to
something that past doomed societies lacked—self-awareness of our own trajectory
towards destruction, access to historical hindsight, and an understanding of themes
and patterns that led to systemic failures in societies. We seek to identify systemic
causes and mechanisms for breakdown that can provide historians with a systemic
perspective for analyzing the past and can allow these past collapses to serve as
cautionary tales for our present.

The paper begins with a discussion of hubris as a theme in social development.
We then present a summary of the structure of globalization as a complex adaptive
system.We follow by defining collapse, thenmoving on to itsmost significant causes.
The penultimate section discusses some of the mechanisms through which isolated
failures could lead to systemic collapse.We endwith consideration of the governance
required, if not to avoid the risk, then to mitigate the consequences with the goal of
creating a more stable present and future.

The Enemy Is Us.

“We have met the enemy and he is us”

(Kelly 1971)

Hubris has been a cautionary theme in mythology, literature, and religion throughout
history. Humans have a habit of taking a few successes as a sign of continued and
future prosperity, often extrapolating it into a perception of infallibility. This has
led to building ever taller edifices on fragile foundations. Dubai’s Burj Khalifa may
serve as a contemporary analog to the Tower of Babel. What would possess us to
build something so incongruous with its natural environment, and surrounded by an
unsustainable set of city states? Believing that we have it all under control, and that
tomorrow will be just like today, humans create systems on which we depend and
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then neglect the need to build enough robustness and resilience into the system to
assure it can survive crises (Pastor-Satorras et al. 2015; Taleb 2007).

We argue that this characteristic overconfidence also characterizes globalization
(Brauer 2018). The global system is a set of tightly coupled interactions that together
allow for the continued flow of information, money, goods, services, and people. We
have clear evidence that—environmental hazards aside for the moment—globaliza-
tion has actually been a very good thing for humans collectively. Life expectancy has
increased globally bymore than two decades since 1960 (Roser et al. 2013) and there
is continuing evidence that the science of longevity will sharply accelerate (Schwab
2019). We now produce enough food to feed the planet, and enjoy an unprecedented
economic and technological standard of living. Like a Roman during the reign of
the Antonines, we can look around us and marvel at what we have created (Birley
2000).

Much of this advance has come through our ability to create systems that are tech-
nologically advanced, complex, interdependent, and constructed at massive scale.
Expansive networks of telecommunication, transportation, energy, agriculture, trade,
among others, have facilitated this progress, but have given rise to new and unprece-
dented risks (Manheim2020;Oughton et al. 2018).We see these networks as complex
adaptive systems (CAS), where the interactions of components create new dynamics
that cannot be explained by the characteristics of the constituent parts. Because of this
complexity, the risks associated with maintaining a CAS are non-linear and impos-
sible to predict (Helbing 2009). Emergent risks in such a system are the threats that
originate not in any single component, but from the collective structure and dynamics
of the system in its entirety. In the case of CAS, risk of systemic failure when looking
at the whole may be far greater than when the system is viewed simply as the sum of
its parts (Crucitti et al. 2004). This is particularly true of “systems-of-systems” that
rely on the coordination of various domains. The agricultural system, for example,
relies on networks of finance, trade, water, labor, energy, electricity, transportation,
communications and others to efficiently plant, grow, harvest, transport, and sell
foodstuffs in a globalized society (Centeno et al. 2015a, b). A miscoordination in
any of these underlying and interdependent systems could be catastrophic.

Globalization requires the continued flow of people, money, commodities, goods,
services, and the co-operation of vast numbers of individuals (Danku et al. 2019;
Foreman-Peck 2007). COVID-19 has shown us that none of us is isolated from the
rest of the globe. A novel virus can rapidly emerge to bring down economies, change
elections, and humble even the most powerful. Even with warnings, foresight, and
suggested mitigation strategies, overconfidence and failure of imagination enabled
such a deadly scenario (Cambridge Global Risk Index 2019: Executive Summary
2018; Epstein 2009; Nuzzo et al. 2019).

We now live in a global system-of-systems where a failure in one part could lead
to disaster across the whole structure. The sheer quantity and breadth of possible
interactions requires a shift in our analysis of interdependence. Moreover, to this
complex system we have added a pursuit of optimization and efficiency that leads to
short term gains, but lays the foundation for longer term catastrophe (Centeno et al.
2015a, b). Global systems, much like the Burj Khalifa, are wonders to behold, but
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the increase in complexity and tight coupling make a “normal accident” ever more
likely and more dangerous (Perrow 1984; Ledwoch et al. 2018). That is, we have
created systemswhichwe can never truly comprehend, whose risk profiles we cannot
understand (Wildavsky and Dake 1990), over which no one has responsibility, and
on which we have staked our continued survival.

Our hubris lies not only in our overconfidence in our increasingly fragile systems,
but more so in our belief that our 21st Century civilization is immune to the tragic
fates of fallen societies in history. While our modern societies and the systems upon
which they rely are at a scale, scope, and degree of complexity far greater than their
historical counterparts, the mechanisms of systemic failure and collapse remain the
same. In this way, lessons from the past that relate to the fundamental systemic
characteristics still remain relevant today. Because of the unimaginable magnitude
of potential contemporary collapse, the study of past systems for insights is more
urgent and compelling than ever.

Looking to History

Perhaps the one constant in recorded history is that even themost apparently powerful
and successful systems inevitably break down. History demonstrates over and over
again that the second law of thermodynamics applies to human created systems: we
cannot escape entropy—the inexorable trend toward greater chaos in nature (Meyer
and Ponthiere 2020). Consequently, no form of social order is eternal.

Several years ago, we began a scholarly project on Global Systemic Risk
(risk.princeton.edu). We sought to bring insights from complexity (Holovatch et al.
2017) and network theory (Barabasi and Frangos 2002) to identify: (1) how the
system of globalization works and (2) what are the risks associated with this global
complexity. Soon enough, we realized that it was important not just to analyze the
system and identify key vectors, but also to imagine how it might all come apart
(Vespignani 2010). We began to see that the risks to our increasingly interconnected
and globalized systems are substantial and that its widespread failure could be catas-
trophic. To anticipate the future, we looked to lessons from the past to discover shared
characteristics of doomed civilizations, which might offer warning signs for modern
collapse.

We held two workshops with scholars whose knowledge and perspective
could contribute to a better understanding of what we meant by collapse
(risk.princeton.edu/collapse). Participants included biologists, historians, physicists,
modelers, mathematicians, and even authors of dystopian essays and fiction. By
assembling this group, we sought a more clear image of the modern world and its
possible endings.

Analyzing a data set of historical collapses (see Peter Turchin’s work for an
excellent example: seshatdatabank.info), we sought to distinguish causality from
correlation, and exogenous causes from endogenous ones. What do previous “falls
of empire” have to teach us about how we might best prepare for an uncertain and
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potentially perilous future (Taleb 2012)? We look to our experience from our study
of global systemic risk and systemic collapse to provide insights and perspectives
that historians may apply to their study of historical collapse. While we do not go in
depth into different case studies in this chapter, the systemic mechanisms of collapse
we choose to illuminate are heavily influenced by these historical perspectives.

Defining Collapse

We begin with a standard definition of a system: “a regularly interacting or inter-
dependent group of units forming an unified whole” (Merriam-Webster). We are
interested in how the structure and dynamics of a system decline over time—how
this “unified whole” decreases in scale or scope, and how the central axis of action
of the system moves from the system itself to its constituent parts.

If there is one central theme in the collapse literature it is that there is notable
disagreement about the meaning of the term “collapse” (Middleton 2013; Yoffee
2005; Yoffee and Cowgill 1988). One area of debate is what exactly constitutes
a collapse. Another criticism is that our historical view of collapse tends to have
multiple cognitive biases—cultural bias, availability bias, confirmation bias, etc.
Another critique is that speaking only of collapse ignores comparable scenarios
where civilizations survived hardships and shocks, and thereby conceals or ignores
significant elements of robustness and resilience that are important to identify (Nicoll
and Zerboni 2019). We have to also address what exactly collapses. One standard
measure is the level of social complexity of a society (e.g., level of interdependence,
control, coordination Renfrew 1973; Tainter 1988)). Another is the level of political
control or simple performance measures, such as nutrition or life expectancy (van
Zanden et al. 2014).

We recognize that the term “collapse” is somewhat ambiguous with different
definitions across academic disciplines. In this analysis we propose borrowing the
usage of the term“collapse” from the literature onnetworks, systems, and complexity.
In these fields, collapse refers to the disaggregation and breaking apart of a connected
network. Collapsing complex systems break down or fragment into smaller units
requiring less order, complexity, coordination, and organization to function. The
systemic dynamics are thus reduced on a macro scale. The best question for such
network analyses may be: has the system lost a significant part of its aggregate
functionality (Hernández-Lemus and Siqueiros-García 2013)?

In this type of analysis, what collapses is not necessarily an entire society or civi-
lization, but instead the larger organizational framework (Yoffee 2005; Kauffman
1993). So, theMaya late-classic city states decentralized andbecame smaller agglom-
erations of farmers, but the largerMaya “civilization” remained. Similarly, the radius
of collapse may also differ such that the failure of some systemic elements does not
imply the collapse of the entire status quo ante. TheWestern Roman Empire became
a collection of much smaller political units—with significantly fewer interactions
between them—yet the Eastern portion maintained its structure and societal identity
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in a semblance of its former self for a further thousand years (Mango 2002). We are
therefore interested in the dynamics of aggregation and fragmentation over short to
long-term periods.

For this fragmentation to be relevant to our discussion of collapse, it must have
significant negative long-term consequences or costs associatedwith it. That is, social
collapse must involve the loss of basic structure or function, or at the very least a
decline in criticalmeasures such as nutrition, life expectancy, or peace. IbnKhaldûn’s
term asabiyyah, meaning “group feeling” or “social cohesion,” might represent the
antithesis of collapse. Interestingly, in 1377, Ibn Khaldûn wrote in hisMuqaddimah
that all social systems have collapse written into their structures and that the cycles
of rise and decline may be inevitable (Khaldûn 2015).

We need to differentiate between the gradual cycles of rise and decline and the
more rapid collapses. The two may have very different causes. Most discussions of
collapse focus on a dramatic event or moment when key indicators begin to mark
social breakdown. For our purposes, we identify collapse as a clear inflection point
followed by a perceived fall in living conditions for those within the system (see
Haldon et al. 2020 pp. 3–7).

We also need to distinguish a simple crisis from a collapse. While the Global
Financial Crisis of 2008 was a major systemic shock with significant costs, it did
not precipitate a collapse of the entire financial system (Coggan 2020, 338–47). The
“Second 30 Years War” (1914–1945), however, did produce a collapse in the global,
social, and political order (Ferguson 2006). This last example should also remind
us that one person’s collapse may be another’s opportunity. Similarly, the collapse
of 19th Century colonial empires might be lamented in some parts of the world,
but celebrated in others. The most dramatic collapse of all, caused by an asteroid
65 million years ago, was certainly a disaster for the dinosaurs, but it provided an
ecological opening for mammals.1

It is therefore important to remove, in a sense, the normative aspects of collapses
and analyze these systemic transformations descriptively as ecological phenomena
with niches disappearing and appearing. In ecological systems, for example, “col-
lapse” or “release” is a critical phase of cyclical regeneration, which allows for new
reorganization as different feedbacks and competition within the system allow for
new systemic characteristics to emergewith regrowth (Gunderson andHolling 2002).

Identifying the Causes of Collapse

Given the intractable complexity in many historical civilizational systems, it is often
difficult to reach consensus on the causes of various collapses. Historian Alexander
Demandt (1984) famously counted 210 different explanations given for the collapse
of the Roman Empire (Demandt 1984). Others argue that the Roman Empire never

1 Note that there remains some discomfort with the Asteroid theory with others focusing on the
volcanic activity in the Deccan Plateau.
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truly collapsed but instead fragmented and slowly faded away (Brown 1976).2 More
recently, environmental change or failure has become a frequent explanation for the
collapse of certain complex societies (Middleton 2017). As with any tragic denoue-
ment, it may be impossible to string together the various episodes, mistakes, and
challenges that might have led to the loss of asabiyyah. Each observer might choose
a different critical moment or decision that precipitated the downfall.3

Generally, we can distinguish between two broad categories of explanations for
collapse: exogenous, and endogenous. Narratives of exogenous causality—where a
shock from outside the system is responsible for its downfall—are themost common.
Volcanic eruptions, earthquakes, and sudden climate shifts are common in human
history and are often associated with systemic collapse (Bostrom and Cirkovic 2008;
Ord 2020). Similarly, much of history is the story of human invasion, conquest, and
brutality, viewed as an exogenous cause by all of the civilizations conquered. From
the 15th Century onwards, the “rise of the West” (Hoffman 2015) meant catastrophe
for almost all of the world outside Europe, which led Stephen Hawking to his famous
caution against searching for life in the universewhence “such advanced alienswould
perhaps become nomads, looking to conquer and colonize whatever planets they can
reach” (Stephen Hawking’s Universe 2010).

Exogenous explanations, however, while salient and dramatic, can be misleading
as they often neglect the importance of internal systemic characteristics. For example,
two distinct systems could experience a comparable exogenous shock, leading one
system to succumb while the other survives and prospers. Thus, of greater rele-
vance than the exogenous shock itself are the qualitative differences between the two
systems that explain these disparate results. In this way, viewing collapse as simply
the consequence of unlucky exogenous shocks makes for an unsatisfying account
(Bailey 2011).

By contrast, narratives of endogenous causality—where a system’s internal char-
acteristics are responsible for causing or perpetuating a downfall—perhaps offer
greater explanatory power for past societal collapses. The most relevant causes of
collapse may not be the specific factors that initiate the process, but the structure
that allows perturbation and contagion to amplify through the system as in a chem-
ical reaction. Thus, collapse may not be precipitated by the failure of any single
component, but instead by the unexpected dynamic interactions of these nodes in a
complex network. Instead of individual causes, wemight better focus on the systemic
mechanisms that escalate local challenges into existential crises.

Unlike the randomness and sui generis qualities of many exogenous shocks,
endogenous collapses seem to share a common theme: managerial failure. These
failures include loss of legitimacy, unsustainable inequality, hyperbolic discounting,
overuse of resources, misplaced faith in the reliability of advanced technologies, and
an overemphasis on efficiency. Managerial failures of human agency and fiduciary
leadership reduce the system’s internal capacity towithstand shocks (both exogenous

2 A similar argument has flared concerning the Meghalayan Age beginning around 2200 BC with
disputes about the extent of global civilizational collapse.
3 For an excellent overview of the literature see (Haldon et al. 2020).
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and endogenous), making them more vulnerable to the mechanisms of collapse we
identify below.

Systemic Mechanisms of Collapse

All ecological and human-made systems share components (Siskin 2016)and behav-
iors that allow for growth or development (Kauffman 2013). However, like healthy
cells that become cancerous, these once beneficial features may evolve into threats
that can ultimately destroy the system as a whole. Below, we discuss common
mechanisms of collapse.

Tipping Points

Every complex social system contains thresholds beyond which social cohesion falls
apart. These tipping points are the levels of tolerance within a system that, when
exceeded, mark the rapid transition to a new state or equilibrium. For societies, this
could be the moment when a behavior in which the person or society has engaged
in for many years suddenly has more drastic consequences than expected. This is
a consequence of inertia, force, stress, or momentum building up that leads to a
phase change, causing the system to transition into a different equilibrium state
of structure or dynamics. Tipping points can serve as gateways of opportunity or
pathways to failure (Milkoreit et al. 2018). Examples of tipping points with negative
consequences include a final straw breaking a camel’s back or a rubber band stretched
beyond its breaking point: after a minor additional stress, it loses its functionality.
An example of a tipping point that leads to greater systemic resilience is that of herd
immunity—after a certain level of inoculation is reached, the population is protected
from further infection. The key in all instances is the persistence or irreversibility of
the transformation (Dakos et al. 2019; Bentley et al. 2014).

Different individuals or groups will have different attitudes towards such points
of inflection (Bossomaier et al. 2013). Some might be totally unaware of the nega-
tive consequences—or again, the positive contributions—that could be precipitated
by this small additional stress. In these instances, the inflection point comes as a
total surprise, which adds to the precariousness of the transition to the new state.
Other individuals or societies might be well aware of the potential change and have
established a monitoring system, a sort of “Geiger counter” offering reassurance. Yet
other societies may actually be aware of the danger, yet appear to do little to avert
it—global pandemics and climate change are two such examples.

It may well be impossible to predict the tipping point or even identify it post hoc,
because tipping points may be contextual—only becoming critical under certain
circumstances. The most frequent examples of tipping points may be found in the
start of wars where antagonism, fears, and perceived injustices lead to the creation
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of a spiral into violence. In Thucydides’ account of the negotiations between Sparta
and Athens, the debate in Corinth may be seen as the tipping point leading to the
resolution of the Thucydides trap (Robinson 2017). Or consider a doomsday weapon
a la Dr. Strangelove, established precisely as a public “red line,” or “line in the
sand,” the crossing of which begins a chain-reaction that cannot be stopped. Caesar’s
crossing of the Rubicon can be regarded as one such tipping point. Again, the central
lesson from tipping points is that an apparently small perturbation can set off a series
of events that leads to irreversible change, or in the worst scenario, collapse.

Feedback Loops

Stable social systems are fundamentally cooperative and reciprocal, with systemic
dynamics that reinforce (or undermine) this social cohesion through feedback loops.
These are structures that use the measure of output from a process to determine the
subsequent input back into the beginning of the cycle (Martin 1997). The critical
element is that the start of some action or process is at least partly determined by its
previous ending. Perhaps the simplest feedback loop in our everyday lives is a faucet,
where the last felt or monitored temperature of the water is used to recalibrate the
subsequent flows. Many incentive systems are forms of feedback loops: as a result of
a certain level of performance, rewards or punishments are determined for the next
round. The human nervous system (Lessard 2009) is an example of a feedback loop
where we are encouraged or discouraged from certain forms of behavior by signals
of pain or pleasure.

Within social systems, social norms and even institutionalized rules are forms of
feedback loops, as they determine responses to individual actions. It is also possible
for feedback loops to operate within “black boxes”—hidden from the observer or
obscure enough so as to not be part of a conscious strategy, but the result of a pre-
programmed set of responses. Feedback loops are critical to establishing equilibria.
The relationship between supply, demand, and price may be seen as a constantly
iterative loop of inputs and outputs, feeding back on each other.

Positive feedback loops canmove a system away from its equilibrium,while nega-
tive feedback loops can diminish the effects of perturbations, returning the system to
its steady state. In this way, negative feedback loops can lead to important improve-
ments in behavior or functionality by reinforcing the current steady state. Unhealthy
positive feedback loops exist when a society may reward a kind of behavior until
such a point at which that behavior is no longer appropriate (Kolmes 2008). This
is often the case when feedback loops for some are misaligned with a collective
good. When studying instances of historical collapse it may be important to iden-
tify feedback loops, with either positive feedback loops causing a stable society to
spiral into disorder, or negative feedback loops enabling a social system to absorb
otherwise catastrophic shocks.
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Contagions

COVID-19 has made the phenomenon of contagion far too familiar and highlights
the inexorable systemic risk inherent in globalization (Smil 2019). From a network
science perspective, contagion involves the passing of objects, effects, or character-
istics from one node to another transmitted through contact or a systemic connection.
A person may infect a group by coughing, someone shouting “Fire!” may lead to the
spread of alarm or panic, or the failure of one part of a system may lead to malfunc-
tion elsewhere or even of the whole. Similar to tipping points and feedback loops,
contagion might be considered beneficial or positive if the resulting behavior is one
that is considered valuable. Inventions and their subsequent “viral” diffusion are an
example of a beneficial contagion.

Cascades

A cascade—or uncontrollable domino effect—might be best thought of as a combi-
nation of contagion and tipping points. A normally regulated flow may transition
into a cascade if it results in an increase in output that overwhelms its neighboring
nodes that are receiving these flows.When a gradually spreading contagion reaches a
tipping point and triggers failure in some components or regions of a system, this can
precipitate a cascading sequence of failures—the magnitude of each failure is signif-
icant enough to touch off an even greater neighboring failure. In this way, complex
systems can contain within them leverage that increases the magnitude of the failure
at each step in the cascade.

Perhaps the best known cascading failures in our modern systems are within
highly coupled energy infrastructures (Korkali et al. 2017). In political systems, the
assassination of Franz Ferdinand in 1914 is perhaps the most infamous instance in
modern history of a cascading failure. Interdependent nations tightly coupled through
alliances designed to increase geopolitical systemic resilience created pathways and
dynamics for a cataclysmic cascading failure. One domino fell and ultimately led to
a world-transforming global conflict.

Synchronous Failures

While complex systems may be designed to survive individual localized failures,
a certain number of such simultaneous failures will overwhelm any system. Such
a “perfect storm” of events is considered a synchronous failure. Probability theory
dictates that random events will eventually occur simultaneously, or at least in close
proximity of time or location. Such a clustering of these failures, or the simultaneous



Globalization as Adaptive Complexity: Learning from Failure 69

and synergistic interaction of several failures, may result in a challenge unimagined
by designers, and for which the system is not prepared (Homer-Dixon et al. 2015).

Charles Perrow’s concept of a “normal accident” illustrates how such an appar-
ently innocuous confluence of events can lead to catastrophe (Perrow 1984). In
tightly coupled and complex systems, two apparently unrelated events can lead to a
disastrous outcome. Natural disasters are particularly dangerous because they often
involve the failure of various social systems simultaneously. The response to the
failure of one part of a system might then lead to a strain in another part that leads
to systemic breakdown.

Synchronous failures are particularly threatening because no individual or society
can prepare for the infinite number of disastrous combinations and consequences
(West 2017). We might be able to create mechanisms to deal with individual prob-
lems, but in the face of multiple failures, resources may be taxed beyond their limits.
In the case of complex systems, the interaction of failures may lead to consequences
not expected from the isolated failure of each. Invaded societies weakened by novel
pathogens found themselves fighting two battles instead of one.While either invasion
or pandemic may have been manageable shocks on their own, the confluence of both
served as a coup de grâce.

Cycles

The notion of civilizational or biological cycles is central to natural and behavioral
sciences. The organic cycle of death and life is one that dominates our planet (Walker
et al. 2017).Without death and decomposition, newbiological lifemaybe impossible.
For over a half-century, economic policy has been guided by attempts to regulate the
cyclical nature of inflation and unemployment, booms and busts. The central notion
of Keynesianism is to avoid the deep troughs of the cycle throughmonetary and fiscal
intervention. Ecological systems experience oscillating cycles of population growth
and decline based on factors such as predator–prey dynamics. Similarly, climate
systems experience natural cycles through the activity of sunspots, and astronomical
interactions, resulting in temperature fluctuations and drought. These cycles in the
environmental systems can be catastrophic for civilizations that are unexpectedly
deprived of food or water (Parker 2013).

Many societies, such as the Mexica, organized their lives in accordance with a
calendar of rise and decline. Cultures and religions have embraced the notion of
reincarnation reflecting their social faith in the inevitability of the cycle of death
and rebirth. Since at least the Enlightenment, or even the Renaissance, European
and associated societies have sought to escape the inevitability of cyclicality and
have constructed the expectation of linear progress. While this aspirational desire
to transcend cyclicality may account for economic and social dynamism (Sweezy
1943), it also makes the cyclical decline a threatening prospect. Much like Shelley’s
Ozymandias, even the mightiest of civilizations that expected to prosper eternally
have ultimately declined, transformed, or collapsed (Shelley 1818).
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Resilience and Mitigation

At its core, resilience refers to the capacity of any system—a human body, a building,
a city, a tropical forest—to survive shocks and disruptions (Walker andCooper 2011).
This concept has migrated from engineering and ecology into all disciplines in which
systems are studied (Evans and Reid 2013; Levin and Lubchenco 2008). While a
distinction is sometimes made between robustness and resilience, for our purposes
in this discussion, we use the term resilience to cover attributes of both. In this
framing, resilience is a combination of two general qualities: resistance to shocks
with the ability to remain unchanged (what is often referred to as robustness); and
flexibility, recoverability, or the ability to change enough to survive after a disruption
(most commonly referred to as resilience). An example ofwithstanding shockswould
be building a dam to prevent flooding; that of the latter, the provision of boats in case
of flooding.

The central difference between these two aspects of resilience might be best
understood as a system’s ability to prevent a crisis versus its capability to bounce
back from one. In regulatory terms, we can either try to prevent failures in our
physical, infrastructural, economic, or epidemiological systems, or we can design
triage protocols, contingencies, and recovery plans to mitigate the damage.

Why not focus on both prevention and mitigation? The two qualities of resis-
tance and flexibility are complementary, but also represent a series of tradeoffs;
it helps to be strong and supple, but building resilience requires resources and you
cannot maximize both. The ideal system design or evolution will weigh, balance, and
combine these two qualities along some “golden mean” depending on preferences
and contexts. It is in these tradeoffs and balances that we find the most challenging
policy dilemmas.

Systemic resilience is a “public good” that is eroded by managerial failures that
make collapse through endogenousmechanismsmore likely.Onemodernmanagerial
failure that increases systemic fragility is the focus on ever-increasing efficiency,
where cost savings and just-in-time management have replaced redundancy, slack,
and reserves. This efficiency has created greater systemic interdependence through
increased reliance on one’s suppliers and neighboring nodes,makingmodern systems
more susceptible to the mechanisms of endogenous collapse.

As another example of managerial failure threatening resilience, decision-makers
within systems often focus on their own interests and their relationships with those to
whom they are immediately connected, neglecting to consider the inherent endoge-
nous systemic risks beyond the control of any one participant. This creates nega-
tive externalities such as the “tragedy of the commons,” where short-run self-
interest—rather than coordination and cooperation—can lead to collapse (Hardin
1968).

Governance strategies must be devised with an awareness of these mechanisms of
collapse, and the managerial failures that can allow these mechanisms to threaten the
viability of our modern systems. Resilience can be prioritized through regulations
and standards for safeguards, monitoring, and risk management.
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Conclusion

Globalization at an ever-increasing scale and level of complexity is a modern tale of
hubris. Building increasingly technologically-advanced, interconnected, and inter-
dependent systems without an awareness of the risky mechanisms inherent in their
designwill inexorably lead to endogenous failures and potential collapse. These risks
of globalization have brought us to our study of systemic risk, and to our interest in
learning insights about systemic collapse from history.

At first glance, one may find few similarities between ancient civilizations and
our modern globalized present. When we see these civilizations as complex adaptive
systems, however, we can begin to recognize patterns, structures, and dynamics that
have remained consistent through the centuries. Mechanisms like tipping points,
feedback loops, contagions, cascades, synchronous failures, and cycles that can be
responsible for systemic collapse are fundamental characteristics of any complex
adaptive system, and can therefore serve as a useful common denominator from
which to examine collapses through the ages. We offer this systemic framework for
the study of historical collapse with the belief that these common mechanisms will
help illuminate and expose relevant vulnerabilities in historical systems. In the end,
our hope is that we may learn from past societies and civilizations and allow our
modern systems to benefit from lessons of systemic failure that historians may share
with us. We believe these insights could inform the way we see our own systemic
vulnerabilities and help to build a more resilient future.
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