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Abstract. Glottal inverse filtering (GIF) refers to methods of estimating the source
of voiced speech, the glottal volume velocity waveform. GIF is based on the idea of
inversion, in which the effects of the vocal tract and lip radiation are cancelled from
the output of the voice production mechanism, the speech signal. This article provides
a review on GIF research by examining an era spanning five decades during which this
topic has been under development. The topic is handled from three main perspectives:
the estimation methods of the glottal source, the parameterization techniques that have
been developed to express the estimated glottal excitations in numerical forms, and
the application areas of GIF. Finally, the strengths and limitations of the GIF approach
are discussed.

Keywords. Speech; voice; speech production; inverse filtering; glottis.

1. Introduction

Speech is one of the most fundamental phenomena in human cultures. It is such a self-evident
part of our everyday life that we take it for granted and often forget that it is, in fact, the most
developed means of communication in existence. Speech is also an extremely complex acous-
tical carrier of vocal information; it constitutes a combinatory system in which a small number
of basic elements, phonemes or syllables, can be combined into an infinite number of different
sequences such as words and phrases. Given the essential role that speech has in our society
and its extreme complexity, it is natural that speech has become an important research goal in
several scientific disciplines such as phonetics, linguistics, phoniatrics, cognitive neuroscience,
and engineering. Research conducted in these areas of science has increased our understanding
enormously about, for example, how humans produce and perceive speech and how different
analysis methods can be used in order to extract knowledge from spoken language. Moreover,
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speech technology has had an essential role in the development of information and communica-
tions engineering that has affected extensively all levels of our society. In the past 20 years, this
technological development has been particularly strong and advanced theoretical works have led
to successful commercial products. These products are used in technologies such as speech cod-

ing, which is a methodology to compress digital voice signals for fast transmission and efficient
storage, speech enhancement, speech and speaker recognition and speech synthesis.

All areas of speech science are, in one form or another, based on the utilization of the speech
pressure waveform generated by the human voice production mechanism. Therefore, it can be
argued that among the many areas of speech science, speech production has a special role and
scientific understanding achieved in this area can be taken advantage of practically in all study
areas of speech. Understanding the human voice production mechanism is, however, not only
extremely difficult but also highly challenging due to the fact that humans are capable of varying
extensively the functioning of their vocal organs. This dynamics in voice production implies that
speech sounds perceived in our everyday spoken communication vary extensively depending on,
for example, the utterance produced, the speaker, the language, and the emotional state of the
speaker. A (grossly) simplified manner to study the functioning of the human speech production
mechanism is to categorize speech sounds into three main classes according to the production
mechanism (Flanagan 1972). The three classes are voiced sounds, which are excited by the
fluctuation of the vocal folds, unvoiced sounds, where the sound excitation is turbulent noise,
and plosives, which are transient-type sounds made up by abruptly releasing the air flow that
has been blocked by, for example, the lips. Among these three categories, voiced sounds, and
especially their sub-group, vowels, represent a study goal that has been of special interest in the
history of speech science. The importance of voiced sounds, and especially that of vowels, is
explained by their crucial phonetic role in most languages. Voiced sounds are also more frequent
than unvoiced in most West European languages: in English, for example, 78% of speech sounds
were reported by Catford (1977) to be voiced. From the acoustical point of view, the importance
of vowels lies in their long duration and larger energy in comparison to many other utterances.

The excitation of voiced speech corresponds to the air flow that streams from the lungs and
generates oscillations which take place in the mucosa of the vocal folds. This excitation is called
the glottal excitation1 after the orifice between the two vibrating vocal folds, the glottis (figure 1).
The rate at which the vocal folds open and close is determined, to a large extent, by subglottal
pressure. The glottal excitation is strongly filtered by the physiological filter, the vocal tract, that
is made up by the vocal organs between the vocal folds and the lips. The filtering effects of
the vocal tract can be influenced by the speaker, for example, by the positioning of the tongue,
the degree of opening of the mouth and the movement of the lips. Consequently, the resonance
frequencies of the vocal tract, which are referred to as the formants, vary and the glottal excitation
is strongly affected in spectrum when filtered by the vocal tract. This time-varying physiological
filter, characterized by its resonances, colours the glottal excitation with acoustical cues that
carry phonemic information, which is utilized by the human speech perception mechanism to
distinguish, for example, the vowel [a] from the vowel [i]. The final part in the (simplified)
model of voiced speech production chain is the lip-radiation, which corresponds to changing the
volume velocity signal at lips into a free-field speech pressure waveform (Fant 1970).

1The correct acoustical term for the excitation of voiced speech is glottal volume velocity waveform, which measures
how the volume of air (in litres) passing through the glottis changes as a function of time (in seconds). In order to avoid
such a long expression, this signal can also be named as glottal flow, glottal excitation or glottal source.
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Figure 1. Left: A still image of vibrating vocal folds of a male speaker recorded by videolaryngoscopy at
the Helsinki University Central Hospital (Helsinki, Finland). Right: Speech pressure waveform of a vowel
sound (upper panel) and the corresponding glottal excitation (lower panel) estimated by an inverse filtering
method described in Alku (1992).

Measurements of the vibrating vocal folds is difficult, as the oscillation can neither be exam-
ined directly due to the hidden position of the vocal folds nor be observed without aids because
of the high speed of the oscillations. Instrumentation to carry out the measurements of the vibrat-
ing vocal folds has been developed during the recent decades and the methods developed are
based, for instance, on visual (e.g., Sonesson 1959), electrical (e.g., Lecluse et al 1975) and
electromagnetic methods (Titze et al 2000). Visual analysis is widely used especially in clinical
investigation of voice production. Several techniques, such as video stroboscopy (e.g., Hirano
1981), digital high-speed stroboscopy (e.g., Eysholdt et al 1996) and kymography (Švec and
Schutte 1996), have been developed, and many of them are currently used in daily practices in
voice clinics. Acquiring visual information about voice production, however, always calls for
invasive measurements in which the vocal folds are examined either with a solid endoscope
inserted in the mouth or with a flexible fiberscope inserted in the nasal cavity. The use of these
techniques might also be limited due to the fact that they need special equipment that is usually
expensive.

As an alternative to the analysis methods referred to above, it is possible to investigate the
functioning of the human speech production mechanism acoustically using glottal inverse filter-

ing (GIF). The idea of GIF is to form a computational model for the filtering effects of the vocal
tract and lip radiation (figure 2) and then to cancel these effects from speech by filtering the
recorded signal through the inverses of the vocal tract and lip radiation model. In other words,
GIF aims to estimate the input of the (vocal) system, the glottal excitation, when the output, the
speech signal, is known. Hence, this analysis method introduces an inverse problem and from
this perspective the study of voice production can be methodologically connected to a number of
completely different areas of science such as geophysics, medical imaging and remote sensing.
In most GIF methods, the estimation of the vocal tract and lip radiation can be computed solely
from the acoustical speech pressure signal, which makes the analysis fully non-invasive. GIF is
typically used in association with parameterization of the estimated glottal excitation in order to
describe voice production quantitatively.

This article aims at providing a review on glottal inverse filtering by describing the topic
from three perspectives. First, the GIF methods developed are described in chronological order.
Second, the main parameterization methods that have been developed for the quantification of
glottal excitation estimates are dealt with. Third, possible applications for GIF are discussed.
The author is aware of three previous reviews on GIF (Hillman & Weinberg 1981; Fritzell 1992;
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(i) Glottal excitation G(z)

(ii) Vocal tract V(z) 

(iii) Lip radiation L(z) 

Speech S(z) 

Figure 2. Schematic diagram describing the production of a speech pressure signal, denoted by S(z), as a
cascade of three processes: (i) glottal excitation, (ii) vocal tract filtering, and (iii) lip radiation. Estimation
of the glottal excitation with GIF corresponds to cancelling the filtering effects of the vocal tract and lip
radiation from the speech signal:G(z) = S(z) · 1

L(z)
· 1

V (z)
.

Walker & Murphy 2005) and the current one, hopefully, adds new information to these previous
reviews. Given the relatively long history (ca. 50 years) of the glottal inverse filtering research,
it is simply not possible to discuss all published studies on this subject in this article. The review
mainly handles studies which have been published in peer-reviewed journal articles, giving those
presented in conference proceedings lesser weightage.

2. Glottal inverse filtering methods

2.1 The 1950s and 1960s

The article published by Miller in the late 1950s (Miller 1959) is widely considered to be the
first study, which utilized the idea to compute an estimate for the glottal excitation by feeding
the recorded speech signal through equipment that cancels the effect of the vocal tract. In these
early days, all the equipment was naturally analogue and the inverse model of the vocal tract
consisted of lumped elements. Only the first formant (F1) of the vocal tract was involved in
Miller’s pioneering study, and the frequency of the F1 was determined firstly by conducting a
rough spectrographic analysis. After this, the fine-tuning of the resistors of the inverse network
was conducted by searching for such values that yielded zero flow after the instant of glottal
closure. The analysis also involved using an FM tape recorder from which the speech sound
was fed into the inverse network, and an oscilloscope, which was used to visually analyse the
obtained glottal excitation. Besides being the first GIF article, this work also described various
phenomena of voice production, such as the occurrence of the main excitation of the vocal tract
at the instant of glottal closure and the effect of increasing stress on glottal excitation, that have
since been referred to in many articles.
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Miller’s work was followed by a series of GIF studies conducted in the early 1960s at
KTH (Royal Institute of Technology, Stockholm, Sweden) especially by Gunnar Fant and
Jan Lindqvist-Gauffin (Fant 1961; Fant & Sonesson 1962; Lindqvist-Gauffin 1963; Lindqvist-
Gauffin 1964; Lindqvist-Gauffin 1965). The inverse filter used in these studies was also analogue
but capable of handling four formants (F1–F4) instead of just F1 as in Miller’s study. Again, the
tuning of the anti-resonances was based on searching for such settings that yielded maximally flat
closed phase of the glottal pulseform. This criterion was described by Lindqvist-Gauffin (1964)
as follows: ‘zeros are simply set to produce minimum formant ripples in the output waveform’,
which has later been used in several GIF studies as the major criterion in tuning the vocal tract
inverse model. In parallel with studies conducted at KTH, similar inverse filter experiments were
also conducted by Holmes (1963) and Carr and Trill (1964). Mathews et al (1961) proposed a
pitch-synchronous analysis technique, which was used a decade later by Rosenberg (1971) in
glottal inverse filtering. In this technique, the Fourier transform is computed over a fundamen-
tal period of the speech pressure signal and the formant frequencies are determined using a trial
spectrum, which is fit to the observed spectrum.

Although GIF studies in the 1950s and 1960s were characterized by analogue techniques, the
first experiments utilizing digital signal processing in the estimation of the glottal source were
published towards the end of 1960s. Oppenheim and Schafer (1968) studied the so-called homo-
morphic analysis of speech in which the convolved components of voice are transformed into
additive components using the cepstral analysis. These authors used the homomorphic analy-
sis as a digital inverse filtering method in which the effects of the vocal tract are cancelled by
retaining only that part of the cepstrum where the time index is less than the pitch period. Digital
cepstral analysis has been later used by, e.g., Drugman et al (2009) as a means to separate the
glottal source from the vocal tract.

2.2 The 1970s and 1980s

The use of digital filters to implement anti-resonances in the GIF analysis was investigated in
the beginning of the 1970s by Nakatsui and Suzuki (1970). Their study, which has unfortunately
remained largely unnoticed in later investigations, utilized five digital filters for anti-resonances
for the vocal tract. The first three of these were adjustable and the remaining two were fixed.
Although the study by Nakatsui and Suzuki is concise and their results on natural speech are
limited, this study has its special role among GIF studies because it introduced digital filtering
as a means to implement the anti-resonances of the vocal tract inverse model.

In 1973, Rothenberg introduced a new glottal inverse filtering technique that is one of the
most well-known study (Rothenberg 1973). The proposed method is based on inverse filtering
the volume velocity waveform recorded in the oral cavity rather than the radiated acoustic speech
pressure wave captured in the free field outside the mouth. Rothenberg designed a special pneu-
motachograph mask, later widely referred to as the Rothenberg’s mask, which is a transducer
capable of measuring the volume velocity at the mouth with a reasonable accuracy. The recorded
signal was then subjected to inverse filtering, where analogue antiresonances for the lowest two
formants were determined using a spectrographic analysis. Although the bandwidth of the analy-
sis method is limited to ca. 1.7 kHz (Hertegård & Gauffin 1992), the estimated glottal excitation
can be calibrated to correspond to absolute flow values including the DC flow, a significant fea-
ture that has since been taken advantage of in various voice production studies of normal and
pathological voices (see references in section 3). As sequels to his classical paper published in
1973, Rothenberg later studied, for example, how the pneumotachograph mask can be optimized
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(Rothenberg 1977) and how the mask recordings can be used in the estimation of the glottal area
function by utilizing time-varying non-linear inverse filtering (Rothenberg & Zahorian 1977). It
is also worth noting that although the original work of Rothenberg involved the use of analogue
filters in cancelling the vocal tract resonances, the use of the pneumotachograph mask was later
combined with digital inverse filtering (e.g., Granqvist et al 2003).

In addition to Rothenberg’s work, a significant progress was achieved in GIF methods in the
mid and late 70s in the form of a technique that is known as the closed phase covariance method
(Strube 1974; Wong et al 1979). This method can be regarded as the first such digital inverse fil-
tering algorithm that is both widely known and applied in a wide range of studies (see references
in section 3). The method uses linear prediction (LP) with the covariance criterion (Rabiner
& Schafer 1978) as a tool to compute a digital all-pole model for the vocal tract. The use of
LP introduces a remarkable improvement in the computation of the inverse model of the vocal
tract because the model adjusts automatically to the underlying speech signal. This implies that
time-consuming and clumsy adjustments of antiresonances used in analogue GIF methods can
be avoided. The LP model of the vocal tract in the closed phase analysis is computed from the
speech pressure signal over a time span when there is no contribution from the excitation, that is,
from the samples that occur during the closed phase of the glottal cycle. The closed phase anal-
ysis undoubtedly provides a more practical analysis method of voice production than its older
analogue rivals. In addition, several studies have shown that the closed phase analysis yields
accurate estimates of the glottal excitation for normal speech with low fundamental frequency
and well-defined closed phase (e.g., Veeneman & BeMent 1985; Krishnamurthy & Childers
1986). A series of studies has, however, demonstrated that the method is particularly sensitive to
the extraction of the closed phase position, and even small errors might result in severe distor-
tion of the estimated glottal excitation (e.g., Larar et al 1985; Riegelsberger & Krishnamurthy
1993; Yegnanarayana & Veldhuis 1998). This drawback can be partly alleviated by using a two-
channel approach, where the instant of glottal closure is extracted from the electroglottography
(EGG) instead of the acoustic speech signal (e.g., Krishnamurthy & Childers 1986). An example
of a glottal excitation estimated with this approach is shown in figure 3. The estimation accuracy
of the closed phase analysis remains, however, poor if the duration of the closed phase is short,
which occurs in high-pitch speech or sounds produced using a breathy phonation type. Nev-
ertheless, the introduction of the closed phase analysis and especially its computational vocal
tract modelling tool, the LP analysis, in the mid and late 70s can be interpreted as a change of
generation from old analogue, user-adjustable systems to modern digital systems, where antires-
onances of the vocal tract model could be automatically extracted from the digital speech wave.
However, there are also studies published at the same time (e.g., Hunt et al 1978) that aim at
combining the advantages of both analogue and digital techniques in the form of interactive dig-
ital GIF. The interactive technique proposed by Hunt et al (1978) has later been used together
with EGG (Hunt 1987).

Development of digital GIF techniques was continued in the 1980s by utilizing the LP analysis
in one form or the another. An example of this era is the study by Matausek and Batalov (1980),
who proposed a two-stage procedure for the estimation of the glottal excitation. In their method,
a first version of the glottal source was computed by utilizing the LP analysis with the covari-
ance criterion to the pre-emphasised speech signal. A pole-zero glottal model was then fitted to
the obtained signal and the final estimate of the (time-reversed) glottal source was obtained by
exciting this filter with an impulse train. Further examples of the GIF studies conducted in the
1980s are the studies by Veeneman & BeMent (1985) and Krishnamurthy & Childers (1986),
which addressed the problematic extraction of the closed phase position by taking advantage of
EGG. In both these studies, the importance of automatic analysis was emphasized. A different
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Figure 3. Estimation of the glottal excitation with the CP-analysis by extracting the position of the closed
phase from the differentiated EGG. Waveforms shown: speech pressure signal to be analysed (top panel),
differentiated EGG (middle panel), and the estimated glottal excitation (bottom panel). The closed phase
was estimated to span between the instants of the minimum and maximum of the differentiated EGG. All
signals are shown on arbitrary amplitude scales.

approach was studied by Milenkovic (1986), who proposed an idea, where a parametric all-pole
model of the vocal tract is optimized jointly with a linear source model. The motivation behind
this idea was to enable utilizing speech samples over the entire fundamental period in the opti-
mization of the vocal tract, an issue which is not fulfilled in the closed phase covariance method.
This approach was adopted by Milenkovic to help in the estimation of the glottal excitation from
high-pitch speech and in sounds where the glottal closure is not complete. The idea of the joint
optimization was later used during the same decade (e.g., Fujisaki & Ljungqvist 1987; Isaksson
& Millnert 1989) and especially in the 1990s and 2000s by several other researchers as described
in the following sub-section. Finally, the use of GIF as an analysis tool for linguistic research
was addressed in the study by Javkin et al (1987). Their GIF method was digital, based on find-
ing vocal tract resonances with LP, but instead of aiming at a fully automatic approach, the
method involved a stage, where formant data given by LP was edited for errors, such as formant
discontinuities, by a human experimenter.

The 1970s and 1980s were an era during which several major GIF studies were published
as indicated by the studies referred to above. One more study from this era that needs to be
mentioned in this context is by Sondhi (1975), who proposed a completely different idea to
measure the glottal excitation. This technique, often named as the Sondhi tube, is based on
reducing the effect of vocal tract resonances by speaking into a reflectionless tube rather than
using a specific piece of equipment to implement antiresonances. By replacing the open end of
the vocal tract at lips with a reflectionless tube, the method sets up such acoustic conditions that
the vocal tract transmits the glottal pulse with minimal distortion. If the termination is perfect, the
glottal excitation can be simply recorded by a probe microphone placed in the tube. In principle,
this method is not a true GIF technique because the effects of the vocal tract are not cancelled
by utilizing an antiresonance filter. The Sondhi tube, however, constitutes an alternative to GIF
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techniques and it has been used, as shown in later sections, in similar applications as, for instance,
the CP technique.

2.3 The 1990s and 2000s

A straightforward and automatic GIF method was proposed by Alku in 1992. This method esti-
mates the contribution of the glottal excitation on the speech spectrum with a low order LP model
that is computed with a two-stage procedure. The vocal tract is then estimated using either con-
ventional LP or discrete all-pole modelling (DAP). The latter is a parametric spectral modelling
method, which, in comparison to the conventional LP, yields more accurate formant estimates
in high-pitch sounds (El-Jaroudi & Makhoul 1991; Alku & Vilkman 1994). The GIF method
proposed by Alku (1992) has been evaluated using physical modelling approaches (Alku et al

2006b; Alku et al 2006c) and is available as a free software package (Airas 2008). Kasuya and
his co-authors studied the joint estimation of the glottal excitation and vocal tract (Ding et al

1997; Kasuya et al 1999). Their approach was based on the autoregressive model with an exoge-
nous (ARX) input, where the input was represented by the Rosenberg–Klatt (Klatt & Klatt 1990)
model of the glottal source. The technique also involved quantifying turbulent noise from voiced
speech segments. Shapira & Gath (1998) proposed a completely different method to estimate
the glottal excitation based on the fuzzy clustering of hyperplanes. Their technique is strictly
speaking not an inverse filtering method, but it is meant to be used for the same purpose, the esti-
mation of the glottal excitation from an acoustic speech signal, and is, therefore, an interesting
alternative to traditional GIF techniques. At the end of the 1990s, a comparison of GIF meth-
ods utilizing the Rothenberg’s mask was made by Södersten et al (1999). Their study provides
a well-documented description of how inverse filtering parameters are adjusted when analysing
challenging data represented by speech of varying loudness produced by females.

In the early 2000s, an automatic GIF method was developed by Fröhlich et al (2001). Their
method uses DAP as a parametric model of the vocal tract and the Liljencrants–Fant (LF) model
(Fant et al 1985) to simulate the derivate of the voice source. The best set of the LF parameters
are searched for in an iterative procedure that utilizes multi-dimensional optimization techniques.
Joint estimation of the glottal source and vocal tract based on the ARX model was conducted
in the studies of Fu and Murphy (2003; 2006). Unlike Kasuya’s studies (1999), these authors
used the LF model instead of the Rosenberg–Klatt model as a parametric representation of the
glottal source. A new idea for the estimation of the glottal excitation was proposed in the studies
by Bozkurt and his co-authors (Bozkurt et al 2005; Bozkurt et al 2007; Sturmel et al 2007;
Drugman et al 2009). Their method, zeros of Z-transform (ZZT), does not utilize the LP analysis
in the estimation of the source-tract separation, but rather expresses the speech sound with the
help of the z-transform as a large polynomial. The roots of the polynomial are separated into
two patterns, corresponding to the glottal excitation and the vocal tract, based on their location
from the unit circle. Akande and Murphy (2005) addressed several problems underlying the
utilization of conventional LP in GIF such as estimation of the glottal contribution from the
speech spectrum. As a solution, they proposed an algorithm, where the glottal contribution is
first suppressed from the speech with frequency-selective multi-pole high-pass filtering. High-
pass filtering is implemented using an adaptive all-pole filter whose coefficients and order are
adjusted to minimize the effect of the peak of the glottal source spectrum, the so-called glottal
formant, on the first formant. To achieve the zero-phase lag response, the input speech signal
is first forward filtered and then backward filtered with this all-pole filter. Covariance analysis
is then used to estimate the vocal tract transfer function, but the order of the model is selected
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adaptively based on the minimum phase criterion. The authors argue that the proposed GIF
method shows clear improvement when compared to the conventional closed phase analysis.

The earlier sections have covered some of the main studies conducted on GIF techniques
from the end of the 1950s onwards. In addition, there are several journal articles, conference
proceeding papers and other reports on GIF methods that cannot be described in detail herein and
are referred to in the form of a citation list. The author seeks to direct the reader’s attention at least
to the following methodological GIF studies: Holmes (1976), Boves & Cranen (1982), Cranen
& Boves (1988), Thomson (1992), Childers et al (1995), Lu & Smith (1999), Arroabarren &
Carlosena (2003), Shiga & King (2003), Moore & Clements (2004), Deng et al (2006), Schnell
& Lacroix (2007), Dalsgaard et al (2008), Gudnason et al (2009) and Perez & Bonafonte (2009).

3. Parameterization methods of the glottal excitation

GIF analysis is typically followed by another stage, the parameterization of the estimated glottal
excitations, where the obtained waveforms are expressed numerically with properly selected
quantities. These quantities, the glottal flow parameters, aim at representing the most important
features of the computed waveforms in a compressed numerical form. Therefore, the selection of
the parameterization method is an essential part of voice production research because it reflects
the transfer of information from the estimated excitation waveforms to the experimenter and
applications. Successful GIF analysis of human voice production, therefore, requires knowledge
of the different alternatives available in the parameterization stage and the kind of behaviour in
the glottal function they focus on. With this knowledge, it is possible to select the best possible
numerical measure to represent the estimated glottal excitations for the research problem in
question.

A large number of different methods have been developed for the parameterization of the glot-
tal flow. These techniques are discussed here by dividing the methodologies into two categories:
time-domain and frequency-domain methods.

3.1 Time-domain parameterization methods

3.1a Time-based measures: One of the most widely used methods to parameterize glottal exci-
tations is to define the simple time-based quantities described in figure 4. These are all defined
by extracting (either manually or automatically) critical time-instants (glottal opening and clo-
sure, and the instant of maximal flow) from the excitation waveforms. These classical time-based
measures were originally proposed by Timcke et al (1958), who defined the open quotient (OQ)
and speed quotient (SQ). Later, Monsen & Engebretson (1977) proposed the closing quotient
(ClQ). OQ is sometimes replaced with its complement, the closed quotient (e.g., Iwarsson et al

1998; Sundberg et al 1999a, Sundberg et al 1999b). In addition to these measures, it is also pos-
sible to quantify the glottal function by utilizing the time-domain features from the derivative of
the source waveform, which was used, for example, by Price (1989), who measured the return
quotient.

Computation of the classical time-based quantities from glottal excitations estimated from nat-
ural speech is often problematic due to formant ripple (i.e., the fluctuating component embedded
in the estimated glottal excitation due to incomplete cancelling of formants by the inverse filter).
In addition, the computed glottal source estimates might contain noise which originates either
from the recording environment or from the voice production mechanism itself (e.g., aspiration
noise). Even in the absence of formant ripple or noise, computation of OQ and SQ is difficult
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Figure 4. Computation of time-based parameters from the glottal pulse (upper panel) and its first time-
derivative (lower panel). Time-durations marked: closed phase (Tc), opening phase (To), and closing phase
(Tcl). Classical time-based parameters, open quotient (OQ), speed quotient (SQ), and closing quotient (ClQ)
are defined from these values as follows: O Q =

To+Tcl
T

, SQ = To
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, and Cl Q =
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T

. Computation of the
normalized amplitude quotient (NAQ) is defined from two amplitude-domain values, the AC-flow ( fAC),
and the minimum of the derivative (dmin), as follows: N AQ =

fAC
dmin·T

. In all computations, the duration of
the fundamental period is denoted by T (T = Tc + To + Tcl).

because of the gradual opening of the vocal folds. Therefore, computation of the time-based
parameters is sometimes performed by replacing the true time instants of the glottal opening and
closure by the time instants when the glottal flow crosses a level which is set to a certain ratio
(e.g., 50%) of the difference between the maximum and minimum amplitude of the glottal cycle
(Dromey et al 1992; Sapienza et al 1998).

It is also worth noting that the glottal closure instant, which is used above as one of the critical
time-instants in defining the classical time-based parameters, can also be estimated from speech
signals without using GIF. Estimation of glottal closure instants is widely referred to as the epoch
extraction of speech (Ananthapadmanabha & Yegnanarayana 1975; Smits & Yegnanarayana
1995; Murty & Yegnanarayana 2008). The developed methods can be used, for instance, in the
estimation of fundamental frequency and in modifying the prosodic structure of speech signals
(Rao & Yegnanarayana 2006; Yegnanarayana & Murty 2009).

To simplify the extraction of the time-based parameterization, it is also possible to quan-
tify the time-based features of the glottal source by measuring the amplitude-domain values as
studied by Fant and his co-authors (Fant & Lin 1988; Fant et al 1994; Fant 1995; Fant 1997)
as well as by Alku and his co-authors (Alku & Vilkman 1996b; Alku et al 2002; Bäckström
et al 2002; Alku et al 2006a). One such measure is represented by the NAQ (normalized ampli-
tude quotient) parameter proposed by Alku et al (2002). This parameter is computed from two
amplitude-domain values, the AC-amplitude of the flow and the negative peak amplitude of the
glottal flow derivative (see figure 4). It is worth noticing that these two amplitude measures are
the extreme values of the flow and its derivative and, therefore, they are straightforward to be
extracted from the output of GIF even though the estimated glottal source would be distorted by
formant ripple. It can be shown that the ratio of these two amplitude-domain values is a time-
domain quantity, which is interpreted by Fant as ‘the projection on the time axis of a tangent to
the glottal flow at the point of excitation, limited by ordinate values of 0 and the AC-amplitude of
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the flow’ (Fant 1997). It was shown by Alku et al (2002) and Bäckström et al (2002) that there is
a high correlation between NAQ and ClQ. However, NAQ was shown to be more robust to noise
present in the glottal flows obtained by inverse filtering natural speech and this improved robust-
ness was largest in normal and pressed voices. Although, NAQ is a counterpart of ClQ defined
from amplitude-domain measures, other classical time-based measures can also by represented
similarly as shown by Gobl & Ní Chasaide (2003a).

3.1b Amplitude-based measures: When inverse filtering is done with a properly calibrated
Rothenberg’s mask it is possible to obtain valuable amplitude-based information from the glot-
tal flow and its derivative. Figure 5 shows the amplitude-domain measures that are typically
extracted from the glottal flow (upper panel) and its derivative (lower panel). The most widely
used amplitude parameters are minimum flow (also called the DC-offset), the AC-flow and the
negative peak amplitude of the flow derivative (also called the maximum airflow declination
rate). In addition, the ratio between the AC and DC information has been used in the amplitude-
based quantification of the glottal source (Isshiki 1981). Mean values for the minimum flow in
speech produced using normal loudness have been reported to be ca. 0.10 l/s for both genders,
although the values for males are slightly larger.

All the parameterization methods described so far are based on extracting certain time-based
or amplitude-based measures from the most important instants of the flow or from its deriva-
tive. It is also possible to parameterize the voice source by searching for an artificial waveform
that matches the computed glottal excitation (or its derivative). In other words, one aims to
look for a compressed set of parameters that model the entire flow (or its derivative) instead of
measuring isolated critical instants of the waveform. This approach implies selecting a set of
pre-defined mathematical functions to model the glottal flow (or its derivative) and a procedure,
which optimizes the parameters of the function in order to get the best possible match between
the waveform given by inverse filtering and its artificial counterpart. There are many such arti-
ficial glottal source models that have been developed during the past three decades. One of the
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Figure 5. Computation of amplitude-domain parameters from the glottal pulse (upper panel) and its first
time-derivative (lower panel). AC-flow ( fAC), minimum flow ( fmin), and the minimum of the derivative
(dmin).
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most straightforward models is the two-parameter2 polynomial model proposed by Klatt (Klatt
1987). In this model, the time-domain waveform of the glottal flow pulse is expressed during the
glottal open phase with a third order polynomial given in Eq (1).

ug(t) = a · t2 − b · t3. (1)

In Eq (1), parameters a and b are defined in order to obtain a glottal pulse with a desired OQ.
Examples of more complicated glottal source models are the Rosenberg model (Rosenberg
1971), the Hedelin model (Hedelin 1984), and the Fujisaki–Ljungqvist model (Fujisaki &
Ljungqvist 1986). The most widely used artificial model of the (differentiated) glottal excitation
is the Liljencrants–Fant model (LF-model) (Fant et al 1985). In this model, the flow derivative is
presented in two segments. The first segment models the flow derivative from the glottal open-
ing (to) until the instant of the main excitation (te) with an exponential and sinusoidal function
according to Eq (2).

E(t) = u′
g(t) = E0 · eα·t sin(̟gt). (2)

For the second segment, the flow derivative is modelled from the instant of the main excitation
to the instant of (full) closure with exponential functions according to Eq (3).

E(t) = u′
g (t) =

−EE

ε · Ta

(

e−ε·(t−te) − e−ε·Tb
)

. (3)

In addition to critical time instants to and te, Eqs (2) and (3) have altogether seven parameters:
E0 (a scaling factor that is used to achieve the area balance between the opening and closing
phases), α (rate of the amplitude increase), ωg (sine frequency), EE (amplitude of the nega-
tive peak), ε (inverse of the time-constant of the exponential function of the return phase), Ta

(effective duration of the return phase), and Tb (duration of the return phase). The LF model is,
however, referred to as a four-parameter model, with F0 as the fifth parameter, because the num-
ber of parameters can be reduced by iteration and by requiring the integral of the pulse over the
glottal cycle to be zero. For more details about the computation of the LF parameters, the reader
is referred to the introduction in Gobl (2003). Computationally more effective versions of the
LF model have been later developed by, for example, Veldhuis (Veldhuis 1998). It is also possi-
ble to fit the voice source over a single glottal cycle by using polynomials (Childers & Hu 1994;
Kaburagi & Kawai 2003). In this case, however, the model parameters have no such physio-
logical correspondence as, for example, in the LF parameters. Time-domain reproduction of the
glottal excitation estimated by inverse filtering is also possible by taking advantage of physical
models of voice production (Avanzini et al 2001; Drioli 2005; Avanzini 2008). This approach
is in principle different from the use of mathematical functions in mimicking the voice source,
which is done, for example, in the LF model, because the technique aims at searching for the
physical parameters (e.g., vocal fold mass and stiffness) of the underlying oscillator rather than
explaining the waveform of the volume velocity signal (or its derivative).

Finally, it is worth mentioning that amplitude-domain information can also be utilized using
the phase-plane domain (Edwards & Angus 1996; Bäckström et al 2005, Moore & Torres 2008).
In this approach, the glottal excitation is expressed in a two-dimensional space spanned by the

2Artificial models of the glottal pulse use a different number of parameters. The length of the pulse is typically not
involved in the parameter set even though it is naturally needed in order to synthesise a glottal pulseform with a desired
F0. For the Klatt waveform, this implies that the true number of parameters needed is three (i.e., two parameters to
modify the shape of the pulse plus one additional parameter to define the duration of the waveform).
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amplitude of the waveform and the amplitude of the derivative of the waveform. Although this
method has not been developed strictly speaking for the parameterization purposes but rather
for the assessment of the quality of inverse filtering, it can, in principle, be used as a means of
visualizing the amplitude features of the glottal excitation.

3.2 Frequency-domain parameterization methods

Humans are able to vary the characteristics of the glottal pulse form by regulating the tension
of the laryngeal muscles together with respiratory effort. The waveform of the volume velocity
pulse can vary from a smooth, symmetric form, which is typical of soft sounds, to an asym-
metric waveform with sharp edges that occurs, for example, in production of loud voices. This
kind of time-domain variation is also reflected in the frequency domain as an alternation in the
decay of the spectral envelope of the glottal pulse as shown in figure 6. Therefore, it is natural
that parameterization of the glottal excitation has also been approached by utilizing frequency-
domain measures, especially those focusing on the quantification of the spectral decay of the
glottal source. The source spectrum is typically computed using the fast Fourier transform (FFT).
In most of the cases, the spectrum is computed pitch-asynchronously over several fundamental
periods and the spectral decay is measured from the levels of the harmonics. In addition, it is
possible to quantify the spectral decay of the glottal source by using the FFT that is computed
pitch-synchronously over a single glottal cycle. Finally, as an alternative to non-parametric spec-
tral measures such as the FFT, it is possible to fit the glottal excitation with a parametric spectral
model using, for example, auto-regressive (AR) spectral estimation methods.

The most straightforward parameterization method for the spectral skewness is the alpha ratio,
which is the ratio between spectral energies below and above a certain frequency limit (typi-
cally 1.0 kHz) (Frøkjær-Jensen & Prytz 1973). (There is some discrepancy in the definition of
the alpha ratio: the frequency limits might vary and sometimes the measure is defined as the
ratio between the energies above and below the limit). Measuring the spectral decay of the glot-
tal source is, however, more justified to be computed by utilizing the level of the fundamental
frequency (F0) and its multiple integers, the harmonics. This kind of measure was developed by
Childers & Lee (1991), who presented a quotient, called harmonic richness factor (HRF), which
is defined from the spectrum of the estimated glottal flow as the ratio between the sum of the
amplitudes of harmonics above the fundamental and the amplitude of the fundamental. Applying
the spectral harmonics of the glottal airflow waveform in the quantification of voice production
has also been used by Howell & Williams (1988; 1992), who measured the decay of the voice
source spectrum by computing linear regression analysis over the first eight harmonics. Titze &
Sundberg (1992) analysed the spectral decay of the voice source of singers by computing the
difference between the amplitude of the fundamental and the second harmonic. This measure,
usually denoted by H1–H2, is demonstrated in figure 6 by two examples. A measure of the voice
source spectrum based on a pitch-synchronously computed spectrum was presented by Alku et al

(1997). This measure, the parabolic spectral parameter (PSP), matches a second-order polyno-
mial to the flow spectrum computed over a single glottal cycle and has been shown to be able to
differentiate phonation types of varying spectral slopes effectively. In addition to measuring the
spectral decay, it is also possible to utilize FFT-based techniques, such as the harmonic-to-noise
ratio, to estimate the ratio between the harmonic and non-harmonic components (e.g., Murphy
1999). This approach is justified especially in the analysis if disordered voices, in which the
glottal excitation typically involves an increasing amount of aperiodicities due to jitter, shimmer,
aspiration noise and changing of the pulse waveform.
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Figure 6. Glottal excitations estimated by inverse filtering the acoustical speech pressure waveforms pro-
nounced by a male speaker. Time-domain waveforms of the glottal flow are shown in breathy (top panel) and
pressed (second panel from top) phonation. Below these, voice source spectrum is shown for the breathy (third
panel from top) and pressed (bottom panel) phonation. Different spectral decay of the two phonations is quanti-
fied by H1−H2: the value of H1−H2 is 18.4 dB and 9.6 dB in breathy and pressed phonation, respectively.

Finally, it is worth mentioning that there are also such measures of the source spectrum slope
that do not utilize glottal inverse filtering per se. Instead these measures try to reflect the con-
tribution of the glottal spectrum from spectral amplitudes, such as the level of the formants and
harmonics, computed from the speech pressure signal (Hanson 1997; Hanson & Chuang 1999;
Iseli et al 2007). These measures are discussed with a number of other spectral decay parame-
ters in the study of Kreiman et al (2007). The reader is referred to the article by Kreiman et al

(2007) to obtain more detailed information about relationships between the different frequency
domain measures of the glottal source.
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4. Applications of GIF

Since GIF provides a non-invasive method of computing the source of voiced speech from the
microphone (or oral) recordings, it is understandable that the developed GIF methods have been
applied for various purposes during the past four decades. Three main application3 areas can be
distinguished: (i) fundamental study of voice communication, including both speech and singing,
(ii) medical applications, and (iii) speech technology applications. In this section, major studies
where GIF techniques and parameterization methods have been applied are discussed.

In fundamental research of voice communication, there are plenty of topics, where GIF tech-
niques have been used to understand how the characteristics of the glottal excitation vary in
different voice production scenarios. One such topic is the phonation type, that is, the speaker’s
ability to change the fluctuation mode of the vocal folds to vary the glottal pulse from smooth
to more abruptly changing (figure 6). This topic has been addressed by several authors using,
for example, the Sondhi tube (e.g., Monsen & Engebretson 1977), the flow mask (e.g., Huffman
1987), the CP technique (e.g., Childers & Ahn 1995) and the Iterative Adaptive Inverse Filter-
ing (IAIF) method (Alku & Vilkman 1996a) as the chosen method for estimating the glottal
excitation. As changing the characteristics of the glottal source also affects the perceptual fea-
tures of voice, GIF studies on phonation type are closely related to the following two large and
general topics of speech science, the study of voice quality and the study of vocal emotions.
Voice quality in this context is defined as the characteristic auditory colouring of a speaker’s
voice (Laver 1980) and it has been a topic of interest in numerous studies, where GIF tech-
niques and voice source parameterization methods have been utilized (e.g., Price 1989; Gobl
1989; Childers & Lee 1991; Gobl & Ní Chasaide 1992; Campbell & Mokhtari 2003). In addi-
tion to these, there are many studies that have specifically focussed on the perceptual effects of
the glottal source parameters by utilizing, for example, classical time-based parameters (Scherer
et al 1998) or LF-parameters (van Dinther et al 2004; van Dinther et al 2005). Analysis of
vocal emotions is an established topic of research that has been investigated especially in psy-
chology for decades (Scherer 1986; Scherer 2003). A majority, of the studies are based on
analysing parameters, such as sound pressure level (SPL) and F0, that depict the speech pres-
sure signal, whereas the function of the glottal excitation has remained less studied mainly
because of methodological difficulties. In contrast to this main trend of vocal emotion research,
there are, however, certain GIF studies (e.g., Cummings & Clements 1995; Laukkanen et al

1996, Laukkanen et al 1997; Gobl & Ní Chasaide 2003b; Airas & Alku 2006; Waaramaa
et al 2010) that have addressed the function of the glottal source in different emotional con-
texts. These studies have indicated that GIF, combined with, for example, the LF model or
NAQ parameterization, gives valuable information related to the laryngeal production of emo-
tional cues of speech. Another widely studied topic of human voice communication, where
analysis of the glottal excitation plays an essential role, is intensity regulation (Titze 1994).
Research in this topic addresses mechanisms underlying how speakers control the volume of
their speech and how these mechanisms are affected by the characteristics of the glottal exci-
tation. As intensity regulation is an essential feature in everyday speech communication, it is

3The word ‘application’ is interpreted in a wide sense in this study.
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understandable that studying intensity regulation and its perceptual counterpart, vocal loudness,
has raised interests among speech scientists over a period spanning several decades (Ladefoged
& McKinney 1963; Isshiki 1964; Isshiki 1965; Gauffin and Sundberg 1989; Dromey et al

1992; Titze & Sundberg 1992; Stathopoulos & Sapienza 1993a; Stathopoulos & Sapienza
1993b; Sulter & Wit 1996; Alku et al 2006a; Seshadri & Yegnanarayana 2009). In one of
the studies, the author specifically wishes to draw attention to the investigation conducted by
Holmberg et al (1988), which involves a rich set of different voice source parameters and reports
how they behave when speakers change the intensity of speech. GIF techniques have also been
used in studying the prosodic features of speech. Examples thereof are studies conducted by
Gobl (1988), Strik & Boves (1992), Ní Chasaide & Gobl (1993), Fant (1993; 1997), and Airas
et al (2007). These investigations have addressed, for example, how the shape of the glottal
excitation varies temporally within a phrase and how accentuation affects the voice source in
connected speech. In addition to speech research, GIF methods have also been applied in the
study of singing voices. In this area, especially the studies by Johan Sundberg are important.
Analysis of the glottal excitation from singing has addressed, for example, the use of different
registers (Björkner et al 2006), loudness control (Sundberg et al 1993; Sundberg et al 1999a;
Sundberg et al 2005) and vibrato (Arroabarren & Carlosena 2004; Arroabarren & Carlosena
2006a). As F0 in singing is typically high, singing voices constitute sound material that can be
considered highly challenging for GIF analysis. Therefore, some studies (e.g., Arroabarren &
Carlosena 2006b) have criticized the use of GIF as an analysis method of singing voices. Finally,
GIF methods have been applied in the fundamental study of speech to understand, for exam-
ple, the effect of ageing (Higgins & Saxman 1991; Sapienza & Stathopoulos 1994; Sapienza
& Dutka 1996; Hodge et al 2001) and source-tract interaction (Rothenberg 1985; Fant 1993;
Childers & Wong 1994) in voice production. Studies on source tract interaction typically involve
comparisons between the glottal area function and the volume velocity waveform.

Analysis and parameterization of the glottal volume velocity waveforms with GIF have also
been conducted in medical sciences and related disciplines, such as in logopedics and voice ther-
apy. In these areas, the most evident application for GIF is the analysis of pathological voices,
which has been addressed in several studies (e.g., Koike & Markel 1975; Deller 1982; Hillman
et al 1990; Howell & Williams 1988; Howell & Williams 1992). In addition to the analysis of
pathological voices there are, also clinical studies where the glottal features have been used in
the classification of speech which is emotionally disordered (Moore et al 2008). Although GIF
methods have been utilized in the study of disordered speech signals as indicated by the refer-
ences above, it is worth pointing out that the amount of studies published on normal speech is
clearly much larger. This might be explained by the fact that the accuracy of GIF methods typi-
cally deteriorates when the speech signal becomes irregular and weak, which is characteristic for
pathological voices. Hence, GIF might be more difficult to be applied for pathological sounds
than for voices produced by healthy subjects. Nevertheless, there are reports, which indicate
the GIF is an analysis technique that has proven useful in the clinical study of speech (Colton
et al 1983; Hammarberg 2000). Furthermore, not all the studies in medical applications of GIF
involve pathological voices but can address healthy voices which are in danger of becoming dis-
ordered due to, for example, vocal loading (e.g., Vilkman et al 1997; Lauri et al 1997, Lehto
et al 2008). Vocal loading refers to a combination of prolonged voice use and additional loading
factors such as background noise and air quality affecting the fundamental frequency, type and
loudness of phonation and the vibratory patterns of the vocal folds (Vilkman 2004). Vocal load-
ing is likely to affect especially people, such as teachers, who use their voice as the main tool in
their work. These people, occupational voice users, are known to suffer from voice symptoms to
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varying extents (Fritzell 1996; Simberg et al 2000; Sala et al 2001). Owing to increasing number
of employees working in such professions which call for extensive voice use (Titze et al 1997),
the occupational voice care will become increasingly important in the future, which, in turn, will
emphasize the role of the glottal flow parameterization techniques.

Methods to estimate the glottal excitation and to express the voice source parametrically have
also been used in several areas of speech technology. The oldest and perhaps also the most evi-
dent area herein is speech synthesis. In this area, knowledge achieved via GIF has been used
in the forms of artificial glottal source models and voice source control rules that have been
utilized in several studies during the past three decades (e.g., Klatt 1987; Carlson et al 1989;
Pinto et al 1989; de Veth et al 1990; Klatt & Klatt 1990; Carlson et al 1991; Karlsson 1991;
Karlsson 1992; Fant 1993; Childers & Hu 1994; Childers 1995). In addition to these earlier stud-
ies, where the synthesis is typically rule-based and utilizes, for instance, the LF-model, GIF has
also been used as a sound synthesis technique, in which the glottal source extracted from real
speech is used to excite artificial vocal tract models (Holmes 1973; Matsui et al 1991; Alku et al

1999). These synthesis techniques enable generation of high-quality sounds, and the vocal tract
characteristics can be controlled. Hence, the idea to excite synthetic speech by glottal waveforms
extracted from natural utterances is well-suited especially for studies where brain activity evoked
by speech is investigated and this principle has been taken advantage of in several studies (e.g.,
Näätänen et al 1997; Ceponiene et al 2003). It is also worth noting that in addition to earlier
rule-based synthesis schemes, GIF methods have been recently combined with a state-of-the-art
hidden Markov modelling (HMM)-based synthesis (Raitio et al 2011). Experiments reported by
Raitio et al (2011) indicate that the physiologically oriented modelling approach of voice pro-
duction, enabled by GIF, provides better synthesis quality than sound synthesis techniques that
are typically used in current HMM-based synthesizers. As HMM-based synthesis is at present a
research topic which attracts increasing interest from the international speech research commu-
nity, it can be argued that the synthesis constitutes one of the most potential novel application
areas for GIF methods. GIF-based methods have also been used in the sub-field of speech
synthesis, voice modification, by processing either the pitch (e.g., Milenkovic 1993; Jiang &
Murphy 2002) or other issues such as the phonation type (Childers 1995) or the speaking style
(Cummings & Clements 1993). Speaker identification is the second main area of speech tech-
nology, where estimation of the glottal excitation with GIF has been applied. Although speech
synthesis is used in implementing machine-to-man interfaces, speaker identification has applica-
tions in forensic speech research. An example of studies, where GIF methods have been utilized
in speaker identification, is the investigations by Plumpe et al (1999) and Gudnason & Brookes
(2008), who used the CP technique in the estimation of the glottal source. In the study by
Plumpe et al (1999), the CP technique was utilized in a modified manner based on the analysis
of formant frequency modulations. In addition, speaker identification has been studied with the
IAIF technique by Lavner et al (2000) and Kinnunen & Alku (2009). Speaker identification has
been also combined with dialect identification based on the GIF analysis of the glottal source
(Yanguas et al 1999). The third main speech technology area, where GIF has been taken advan-
tage of, is speech coding (Hedelin 1984; Hedelin 1986; Skoglund 1998). Although speech coding
has been studied by utilizing GIF, it is, although, worth noting that the nature of these experi-
ments is merely academic and none of them has resulted in applications which can be utilized
in real communications systems. Speech coding is one of the areas of speech science that is
characterized by the industrial standards and all the major speech coding methods used in real
networks are based on different approaches, such as the algebraic code excited linear prediction
ACELP method (ITU-T 1996).
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5. Conclusions

Estimation of the source of voiced speech with GIF has been a goal of research for five decades.
During this time, many GIF methods have been proposed and a wide range of glottal source
parameterization techniques developed to express the estimated glottal excitation waveforms in
numerical forms. Together these methods have enabled gathering basic science knowledge about
the behaviour of the glottal excitation in different speech communication scenarios. In addition,
the methods developed have been applied in several science disciplines, especially in medical
voice research and speech technology.

GIF has proven to be an attractive analysis method of voice production because, first, the
method is non-invasive (provided, the flow mask is not used). This is especially important in
studies, such as the analysis of vocal emotions, where preserving natural voice production is
essential. In addition, non-invasive analysis of voice production is a pre-requisite for studying
occupational voice production, where the subject, such as teacher, must be able to conduct his or
her normal duties without being limited by measurement equipment. Second, most GIF analyses
can be conducted by using only one input, the speech pressure signal recorded in a free field by a
microphone. Therefore, the analysis does not involve the use of special equipment, which makes
recordings of the input data both inexpensive and fast. Third, it is at least in principle possible
to implement both the inverse filtering and the parameterization stage in a completely automatic
manner. Fourth, in comparison to some other widely used voice production analysis methods
(e.g., EGG), the result yielded by GIF is a temporal signal, the glottal volume velocity waveform,
which is an estimate of a real acoustical entity of the human voice production process. Owing
to its direct relationship to the acoustical production of speech, estimates of glottal excitations
computed by GIF can be practically used in speech technology applications, especially in speech
synthesis.

Inverse filtering analysis of voice production also has several shortcomings. First, it has been
reported in several studies (e.g., Holmes 1975; Wong et al 1979) that the method suffers from its
sensitivity to the frequency characteristics of the input signal. In particular, if the estimated glot-
tal excitation needs to be parameterized or visualized as a time-domain signal, which is the case
in the majority of studies, the analysis calls for linear phase recordings. The reason for this can
be explained by the general phase characteristics of the glottal pulse. It has been shown (Alku
et al 2005) that the phase spectrum of a glottal pulse is almost a linear function of frequency
except for the lowest frequency range. Hence, if this inherent phase behaviour is violated by
non-linear recording equipment, such as the microphone, AD-card, or any pre-filtering before
the inverse filtering analysis, the time-domain waveform of the output becomes distorted. This
shortcoming of GIF analysis can be naturally avoided by using only such recording equipment,
which is sufficiently phase linear over the frequency range that is beyond F0. Hence, this short-
coming does not restrict the use of GIF analysis unless the data to be inverse filtered involves
pre-recorded speech samples that have been recorded with microphones of poor frequency char-
acteristics or which have been, for example, transmitted through telephone systems. Second,
GIF methods based on the processing of the speech pressure signal are unable to yield truth-
ful amplitude-domain parameters from the glottal source. In particular, the lack of the DC flow
might be regarded as a limitation if pathological voice production is to be analysed. This limita-
tion, although, does not involve GIF analyses, where it is possible to use the flow mask. Third,
the most severe shortcoming of GIF analysis is that of the accuracy in the estimation of the true
glottal excitation. This problem is difficult not only due to methodological flaws in the inverse
filtering algorithms but also because of difficulties in the evaluation of the accuracy. The ‘correct’
glottal source cannot be measured from the human larynx at least if natural voice production is
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to be preserved. Therefore, an estimate of the glottal pulseform computed using a GIF algorithm
from natural speech cannot be compared with the ‘correct’ waveform to assess the algorithm’s
accuracy. As a solution, synthetic speech is typically used in testing the accuracy of the under-
lying GIF method. It is, although, worth noting that this approach is problematic if both the
test material and the GIF method to be evaluated are based on the same assumptions about the
functioning of the human speech production mechanism. Hence, using simple synthetic vowels
generated by, for example, the source-tract model as test material is not in principle sufficient to
assess the accuracy of a GIF method if the underlying method is also based on the same source-
tract structure. As an alternative, some studies (Alku et al 2006b; Alku et al 2006c) have used
synthetic speech produced by physical models of voice production, in which the test material is
generated from the interaction of the self-sustained oscillation of the vocal folds with subglottal
and supraglottal pressures. Hence, the test material is generated by physical law, rather than by
a parametric waveform model. Evaluation of the GIF accuracy can also be approached by using
multimodal analyses where information given by other voice production analysis methods, such
as EGG, videostroboscopy or kymography, are used in parallel with acoustical inverse filtering
analyses (e.g., Hertegård et al 1992; Hertegård & Gauffin 1995). In addition, assessment of GIF
benefits from the use of a combined set of quality parameters as shown by the study of Moore
and Torres (2008).

Although the accuracy of GIF methods is in principle difficult to quantify, several studies have
concluded that the glottal source estimates tend to become especially unreliable in the analy-
sis of certain voice types. The most typical example of this is represented by high-pitch speech,
in particular if this occurs in parallel with a low F1. In this case, the sparse harmonic structure
dominates the speech spectrum, which makes the extraction (both manual and automatic) of for-
mant frequencies difficult and subject to estimation errors. Even small errors especially in the
estimation of F1 will result in incomplete cancellation of the corresponding resonance of the
vocal cavity, and the obtained estimate of the voice source will be distorted by a strong ripple
component. High-pitch speech is especially sensitive for this kind of an artefact, because the
corresponding ‘true’ glottal pulse typically has a short closed phase, which might completely
disappear in the estimated pulse due to generation of the formant ripple. For the CP analysis,
which is based on the estimation of the vocal tract model during the closed glottal phase, the
increase in F0 implies that there are few data samples available to form an all-pole model for the
vocal tract. Hence, results given by the CP analysis become increasingly more vulnerable to the
estimation of the closed phase position when F0 increases. In addition to high-pitch speech, the
estimation accuracy of GIF methods is limited for nasals and nasalized vowels because most of
the methods use an all-pole structure in modelling of the vocal tract and are, therefore, unable
to properly take into account the frequency effect of the mouth cavity in the production of nasal
sounds. Finally, the accuracy of GIF methods is affected by the fact that most methods use such
a digital filter in modelling of the vocal tract whose coefficients are fixed over a time period that
spans several fundamental periods. This is a gross simplification of the real speech production
mechanism, in which the frequency characteristics of the vocal cavity change during an individ-
ual glottal period due to coupling of the subglottal system during the open phase of the glottal
cycle and the uncoupling of the same system when the vocal folds are closed.

All in all, the estimation of the glottal excitation with GIF has both strong benefits, (espe-
cially in terms of the non-invasive nature of the analysis) and promising novel applications (such
as HMM-based speech synthesis), but also severe shortcomings (in particular, that of accuracy
for high-pitch speech). There is undoubtedly scope for new research and innovations in this
study area. Combining novel computation inversion mathematics which enable involving a priori

information about the position of the vocal tract resonances could be a potential avenue, which
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might shed light on the methodological shortcomings referred to earlier. In addition, expanding
the GIF analysis from the analysis of sustained vowels, which has been a major trend in the study
area for decades, into the analysis of continuous speech would undoubtedly be worthwhile to
elucidate the behaviour of the glottal function in real speech communication. It is worth empha-
sising that having a GIF method capable of estimating the entire glottal source from continuous
speech might be a distant dream. However, expanding the GIF analysis to involve continuous
speech becomes feasible even with existing techniques if one, for example, analyses the GIF
only for those sections that are most reliable to be analysed with GIF (i.e., long vowels with high
F1). Automatic analysis could be enabled by combing speech recognition techniques with the
proposed GIF analysis.

This study has been supported by the Academy of Finland (Lastu Programme, project no.
135003).
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