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Abstract

Simulators for virtual surgery training need to perform complex calculations very
quickly to provide realistic haptic and visual interactions with a user. The complexity is
further increased by the addition of cuts to virtual organs, such as would be needed for
performing tumor resection. A common method for achieving large performance
improvements is to make use of the graphics hardware (GPU) available on most
general-use computers. Programming GPUs requires data structures that are more rigid
than on conventional processors (CPU), making that data more difficult to update. We
propose a new method for structuring graph data, which is commonly used for
physically based simulation of soft tissue during surgery, and deformable objects in
general. Our method aligns all nodes of the graph in memory, independently from the
number of edges they contain, allowing for local modifications that do not affect the
rest of the structure. Our method also groups memory transfers so as to avoid updating
the entire graph every time a small cut is introduced in a simulated organ. We
implemented our data structure as part of a simulator based on a meshless method.
Our tests show that the new GPU implementation, making use of the new graph
structure, achieves a 10 times improvement in computation times compared to the
previous CPU implementation. The grouping of data transfers into batches allows for a
80–90% reduction in the amount of data transferred for each graph update, but
accounts only for a small improvement in performance. The data structure itself is
simple to implement and allows simulating increasingly complex models that can be
cut at interactive rates.
Keywords: Surgery simulation, GPU computing, Cutting simulation, Physically-based
simulation

Introduction
Despite decades of progress, realistic real-time surgery simulation remains computation-
ally challenging. Calculating the deformation and behavior of organs according to physical
models is complex and needs to be done very fast to produce a virtual environment that
is responsive to user actions, especially when haptic feedback is desired. The calculations
become even more demanding when cutting operations need to be performed, such as
the resection of a tumor, while the organ and surrounding tissue are being deformed. The
behavior of soft tissue is itself non-trivial to simulate, but adding cuts and other topology-
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changing operations means that many acceleration structures that allow increased per-
formance can no longer be precomputed.
One approach to improve the resolution and realism of simulations consists in making

better use of the constantly increasing capacity of common computer hardware, such as
multi-core processors (CPU) and graphics processors (GPU).
In general, multi-threaded CPUs allow performing multiple different tasks in parallel,

usually 4 to 16, or subdivide a task and execute its parts concurrently. In contrast, a GPU
may achieve a high level of parallelism, on the order of thousands of concurrent threads,
as long as they all perform the same computation.
Physically based simulation lends itself relatively well to GPU processing when the

problem is reduced to solving a sparse set of linear equations at every step. However,
when introducing topology changes in the simulated object, the coupling between these
linear equations changes and the precomputed data that allows solving them quicklymust
be updated.
In order tominimize the cost of such updates caused by a cutting operation, we propose

a new data structure that avoids any sort of reallocation of GPUmemory and that reduces
the amount of data that needs to be copied after many small changes are made to it.

Background

Before discussing GPUs specifically, we first summarize the main methods used for per-
forming physical computations for surgery simulation. The simplest method is with a
mass-spring system (MSS), where a set of points—themasses, or particles—are connected
through springs, which introduce axial forces between the points when they are stretched
or compressed [1]. While MSS are easy to implement, it is difficult to choose the right
spring stiffness parameters that will accurately simulate the behavior of soft tissue. Finite
element methods (FEM) provide a more realistic model of deformable bodies by solving
the continuum elasticity equations over a domain divided into elements [2]. They are also
referred to as mesh-based methods, since the elements form a mesh. In contrast to FEM,
meshlessmethods solve these equations with amore diffuse discretization of space, where
the “elements” are less geometrically defined and may overlap each other [3]. They are
also called particle-based methods. Position-based dynamics (PBD) is another success-
ful approach that may offer the accuracy of FEM or the flexibility of MSS and meshless
methods, depending on how the particles are connected together through constraints [4].
These methods ultimately all depend on solving a system of equations. Assembling and

solving that system are often themost computationally intensive aspects of the simulation,
and therefore the ones that must be targeted for GPU acceleration to achieve the best
performance improvement.
Two aspects of GPUs that make them notoriously difficult to use efficiently will be

discussed in this paper:

• Operations must be structured in a way that allows hundreds of threads to simulta-
neously read from memory and perform the same set of computations on the data.
This is referred to as the single instruction, multiple threads (SIMT) executionmodel
[5].
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• On a GPU, the memory space is different and not shared with that of the CPU. Data
must be transferred between the two sets ofmemory whenever the host or GPUmake
a change that must be read by the other.

Early implementations of solvers were made using a graphics API [6,7]. It however
came with severe restrictions on how the data is structured—using textures rather than
arrays—and on the available precision—only 24-bit floating points could be used. The
development of general purpose GPU computing (GPGPU) platforms such as CUDA [5]
allowed for much more flexibility and complexity in the kinds of solvers that could be
implemented.
In the most general sense, a system solver gathers data about a system, such as forces or

constraints, and based on this information, determines in what state the system will next
be, usually referring to the positions of various nodes forming an object. In our case, the
system consists of deformable organs, a surgical tool and any other simulation element
that may interact with them.
The simplest solvers are usually explicit ones, which only require to evaluate nodal forces

and accelerations at or before the current time, allowing to find the velocities and positions
at the end of the time step. They have been used on the GPU in surgery simulation with
MSS [8,9], FEM [10–12] and meshless methods [13]. Since it requires a low amount of
computations, it can relatively easily be combined with a haptic device [12,14], which
requires a high refresh rate, or with expensive computations like cutting, other physical
phenomena like melting [13], or direct volume rendering [15].
The main downside to explicit solvers is their stability. Even if they are very fast, they

require a certain small time step size that depends on the size of the smallest element in
the simulated object and on its rigidity.
Implicit solvers provide a much higher stability, at the cost of having to solve a non-

linear system, which requires more computations. They however allow arbitrarily long
time steps. Surgery simulators using that integration scheme usually solve the system
using a matrix-free, iterative solver, which requires less memory than a direct one while
allowing for topology changes between frames. These solvers have been used to simulate
non-linear behavior [16], cutting a tesselated surface embedded in a meshless model
[17], in combination with a compliance method for resolving interactions [18] or with
constraints to model permanent deformation and cutting [19].
Position-based dynamics offers a way to combine many aspects of a simulation such

as deformation, phase changes, liquids et collision detection and response into a single
method. It uses a two-phase process—also called prediction-correction scheme—to first
move particles freely in time, based on their current speed, then correct their position
directly based on a set of constraints. The constraints are solved using a highly paralleliz-
able Gauss-Seidel method. Organ deformation has been simulated using shape-matching
constraints [20] or energy constraints [21]. The latter offer a more physically realistic
behavior and provide a simple way to cut the object, by removing and adding constraints.
Other methods have been used to simulate deformations on the GPU, like a multigrid

iterative solver [22], a direct static solver [23], or an iterative static solver [24]. However,
these methods introduce new levels of complexity or rigidity that make them more chal-
lenging to use for cutting simulation and, in the case of static solvers, prone to sudden
reactions when a user interacts with the simulated objects.
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Contributions

In this paper, we propose a simple way to store the graph data describing the relationship
between the nodes of an object that is both efficient to access on the GPU and easy to
modify from the CPU and to update. We describe it as part of a simulator based on the
Element Free Galerkin (EFG) method [3] using an implicit solver, but it is extendable to
other methods such as FEM and may be of benefit when using other solvers.

Method
Wefirst describe the computations needed for determining how a simulated objectmoves
and gets deformed before explaining howwe structure the data to efficiently perform these
computations on the GPU while allowing for topology changes. While the discussion
focuses on an elasticity problem, our solution can be applied to other simulations that
make use of a graph-like structure.

Deformation

We wish to solve the continuum equations of elasticity for a dynamic system:

ρü = ∇ · σ + f ext , (1)

where ρ represents mass density, u the displacement field, σ the stress and f ext any
external forces. Note that since we use a linear elasticity model, σ only depends on u.
After discretization into a set of nodes and linearization, we obtain a system of equations

Mü = Ku + f , (2)

withM as the mass matrix, K as the stiffness matrix, u the vector of nodal displacements
and f the vector of external nodal forces.
For a surgery simulation with haptic interactions, stability is essential. We thus choose

to use an implicit dynamic solver, which remains stable for large time steps. Additionally,
unlike explicit solvers, the time step is not constrained by the smallest element size, which
is difficult to control when arbitrary cutting is allowed. Following the method of [25], we
obtain

(M − �t2K )
�u̇ = �t

(
f elastic0 + f ext0

)
, (3)

where �t is the length of the time step, �u̇ the change in velocity during that time step –
the quantity we are trying to determine – and f 0 = f elastic0 + f ext0 the total forces on the
object nodes at the beginning of the time step. From the solution to eq. 3, we can compute
the new nodal displacements as

u = u0 + �t(u̇0 + �u̇), (4)

where u0 and u̇0 are respectively the nodal displacement and velocities at the beginning
of the time step.
The entries in K are determined by the relationships between nodes, whether they

are connected through elements in mesh-based methods or through their influence in
meshless methods. Since we are constantly changing these connections by cutting, K
also changes constantly, making the use of a precomputed system matrix impossible.
Additionally, because the computation of K is expensive, we prefer to use a matrix-free
method, such as conjugate gradient (CG), for solving the linear system. In that case, the
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main computation becomes the multiplication of K with an arbitrary vector of nodal
displacements (or corrections) at each iteration of the solver (see Algorithm 1).
As for the mass matrix term M, we lump the object’s mass on the nodes, resulting

in a diagonal matrix. Its product with a vector can thus be reduced to an element-wise
multiplication that can be added to the left-hand side of Eq. 3.

Algorithm 1 Conjugate gradient algorithm
This algorithm solves the system Ax = b for x. In our case, A = K · k + M · m and b is the
vector of nodal forces at the beginning of the time step. Two thresholds are also given as criteria
for deciding when to stop iterating. Once the while loop terminates, x holds the (approximate)
solution.
Initialization: x ← 0, p ← b, r ← b, ρ ← r · r, e ← ∞, d ← ∞
while e > threshold1 and d > threshold2 do

e ← ‖r‖
‖b‖

Ap ← Kp · k + Mp · m
d ← p · Ap
α ← ρ

d
x ← x + αp
r ← r − αAp
β ← r·r

ρ

p ← r + βp
ρ ← r · r

end while

The computation of the matrix-vector product in Algorithm 1, in particular the Kp
product, is driven by the structure that connects the nodes together. For example, with
finite elements, the domain may be subdivided into tetrahedra, where each tetrahedron
connects four nodes.With the EFGmethod, which we use in the present work, each cubic
integration element combines a set of about eight nodes. However, the computation
method is the same regardless of how the elements are formed. Algorithm 2 describes
how we compute Kp by looping over the elements, compute their force density, and
distribute it to their nodes.

Algorithm 2 Computing the Ku product
This algorithm computes the Kp product using p = u. Other inputs are the set of elements E,
each with a volume Ve and a neighborhood Ne, the shape functions φe

n for each element e and
node n, and the Lamé parameters λ and μ of the simulated material. In that specific case, the
result of the multiplication is a vector of nodal elastic forces F (with nodal values f n).
for e ∈ E do

∇ue ← ∑
n∈Ne un · ∇φe

n

εe ← ∇ue+∇uTe
2

σe ← 2με + λtr(ε)I
for n ∈ Ne do

f en ← −Veσe∇φe
n

f n ← f n + f en
end for

end for
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Fig. 1 Connectivity arrays. Illustration of what the four large 2D data arrays needed for updating an object’s
state represent. Red crosses are the center of elements, green circles the simulation nodes and blue square
are surface vertices. The connectivity links elements to nodes, with shape function values and derivatives
associated with each pair. The surface mapping links vertices to nodes, with a weight associated with each
pair

The rest of the conjugate gradient consists of relatively simple vector operations, such
as additions and scalar products, which can easily be carried out on the GPU. As pointed
out and implemented by [18], for each iteration, only two scalars need to be transmitted
to the CPU to determine whether to continue iterating.
The operations presented in this section represent the most intensive part of the simu-

lation and are thus the ones that need to be targeted for a GPU implementation. However,
they depend on data structures that are modified every time a topology change occurs in
the simulated model and must be implemented in a way that is not overly penalized by
these changes.

Changing connectivity data

Wenow describe how the element connectivity data is encoded so that it can be efficiently
modified on the GPU. As a general rule for GPU computing (also for optimal cache access
on the CPU), we want pieces of data that will be accessed together to be located close to
each other in memory.
We perform topology changes using the method presented in [26] and map the surface

onto the physical model as in [27]. There are four sets of data, illustrated in Fig. 1, that are
very large and need to be updated every frame:

1. The connectivity graph that assigns a set of nodes to each element; for example,
element I would be

{
i
∣
∣i ∈ a, b, d, e

}

2. The shape function value for each element-node pair;
I =

{
φI
i
∣∣i ∈ a, b, d, e

}

3. The shape function derivative for each element-node pair;
I =

{∇φI
i
∣∣i ∈ a, b, d, e

}

4. The weights of the mapping between surface vertices and nodes; for example, vertex
3 would be

{
w3
i
∣∣i ∈ d, e

}
.

They are represented in the diagram of Fig. 1. The connectivity between nodes and surface
vertices actually uses the same graph as the connectivity between nodes and elements, and
thus requires little additional data to update.
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Fig. 2 Execution flow. Execution steps and data flow of the main simulation loop highlighting which
operations are performed on the CPU and on the GPU. Boldface data are the large 2D structures described in
this paper

Figure 2 illustrates which operations of the simulation are performed on the CPU and
which are performed on the GPU. It also shows what data need to be transferred for each
of these operations. Names in bold are the 2D arrays discussed in this section.
Two considerations guided our choice of data structure for storing the connectivity

and shape functions and mapping: avoid constantly reallocating memory on the GPU
and group many small memory transfers into a larger batch—to avoid the relatively large
latency associated with each transfer.
These fourdata setsmaybeviewedas two-dimensional arrays. For example, the element-

node connectivity has a row for each element, containing the identifier of the nodes that
are connected to that element. Unlike mesh-based methods, the number of nodes per
element may vary, so the rows have uneven lengths.
A memory-efficient way to store such a 2D array, as done for example by [16], would

be to have a linear array containing all rows contiguously, with a second array indicating
where each row starts in the larger one, and a optionally a third one to store the length of
each row. However, with such a structure, if a row increases in length from one frame to
the next, all subsequent values in the larger array would need to be shifted. That would be
almost equivalent to updating the entire data structure, in addition to having to reallocate
memory for it. The cost of a new allocation as well as en entire copy would be noticeable
in an application where fast update rates are required.
To avoid having to reallocate memory, even after a change in size for some rows, our

solution is to set a maximum row size and allocate a single block that is overall slightly
larger than what is strictly needed. To keep track of the actual number of items in each
row, we also add a vector that lists the current size of each row. This two-array structure
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Fig. 3 Custom data structure. Data structure used for major 2D arrays—connectivity data is illustrated here.
In the first, large array, rows all occupy the same amount of memory, regardless of the number of elements in
them. A secondary array contains the number of elements (length) in every row

Fig. 4 Snapshots of the test case. Snapshots of the torus used as a test model, with a low element and
triangle count to better display the geometry

is illustrated in Fig. 3. Since no elements are added during the simulation, the row size
and data block arrays will never need to be resized or reallocated.
This structure is somewhat less flexible than the compact array, because the number of

nodes attached to an element can never exceed the allocatedmaximumrow size.However,
the criterion that determines whether we need to add nodes in the neighborhood of an
element is whether these nodes are coplanar (see [26] for details). The cases where this
condition cannot be satisfied when choosing at least 8 neighbors are theoretically rare and
will be discussed further in “Limitations” section.
During a single time step, only a small fraction of all elements will have a new set of

neighbor nodes. Similarly for surface changes, only a relatively small number of vertices
will need a new mapping onto the volume. To avoid copying the entire data structure
and the overhead of many small memory transfers, we divide the data arrays into batches,
which can be copied one at a time to GPU memory. The batches are all part of the same
memory allocation, only memory transfers are affected by this division. This reduces the
total amount of data to be copied every time step while keeping the number of memory
transfers low.
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Fig. 5 Update time per element. Total update time (in ms) for different configurations, with respect to
number of elements in physical model

Results and discussion
To examine whether the particular data structure described in “Method” section allows
for an efficient simulation on theGPU and how the performance evolves in different situa-
tions, we have implemented the method described in [26] using CUDA and incorporating
that structure. Themodel used to demonstrate cutting is a torusmade of a varying number
of elements (from 1.5k to 80 k) and surface mesh size (from 1.5 k to 50 k triangles). It
was cut using a virtual tool made of several segments and animated as described in [26].
The tool followed a predetermined trajectory, and the torus would deform under gravity
before, during and after the cutting procedure. Figure 4 and the accompanying videos
demonstrate the execution of this test case with a low number of elements and surface
triangles to show details of the geometry. All tests whose results are presented in this
section were run on a 6-core Intel Core i5-9400F CPU and an Nvidia RTX 2060 GPU.

Performance comparisons

We first compared the execution time of each simulation update—or time step—of the
simulation when run on the CPU only and when using the GPU for computing defor-
mation, in each case using both single and double precision floating-point arithmetic.
Figure 5 displays the evolution of each update execution time with respect to the number
of elements in the simulated model. The scene only contains a torus being partially cut
at various volumetric resolutions, with a surface of approximately 50k triangles. The total
time displayed includes every aspect of the simulation, which can be categorized into cut
detection, cut application, deformation computation and surface position update, as in
Fig. 2.
We can observe in Fig. 5 that the GPU version is faster at all problem sizes, and that

the difference only grows larger as the number of elements increases. The relatively worse
performance of the GPU version for smaller problem sizes is due to the fact that the
2k-core GPU itself is not used to its full capacity.
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Fig. 6 Update time per triangle. Total update time as a function of the number of triangles in the surface
mesh. The volumetric model used for these tests has 20k elements, which was the approximate size limit to
obtain an interactive update rate on the CPU

Using single precision arithmetic, the GPU version maintains a rate of 60 frames per
second while cutting a model containing 80k elements, whereas the CPU version reaches
that rate at about only 6k elements. When modeling an entire human brain or liver, these
numbers translate to element sizes of approximately 2 mm and 6 mm respectively. The
60 frames per second criterion is used as the reference for which we can have a fully
interactive simulation where the physics behavior update rate is the same as the visual
update rate. This number may be relaxed somewhat depending on the requirements of
the simulator regarding interactivity, user immersion or hardware capacity.
CPU performance is only shown for double precision computations, since it was slightly

better than single precision performance. At larger sizes, the single-precisionGPU version
is approximately 45% faster than the double-precision version. This speedup could be
improved slightly further by also using the GPU to detect which edges are cut, for both
volume and surface. The cutting and surface mapping algorithm however does not lend
itself well to a parallel implementation [27].
Todeterminehowthe sizeof the surfacemeshaffects theperformanceof theGPU imple-

mentation, we also examined how the total computation time evolves with an increasing
surface mesh resolution. The results are shown in Fig. 6, using a physical model of 20k
elements that allowed for interactive refresh rates on the CPU. It shows that the surface
mesh size barely affects simulation time. This result indicates that the growth of simula-
tion time related to surface operations (cut detection, cut application and position update)
is much smaller than that of the time related to volume operations, which is taken mostly
by deformation computation, and to a lesser extent by volume cutting.
Figure 7 displays the proportion of execution time taken by each major step of the main

simulation loop. The deformation step, even when running on the GPU, takes the largest
proportion with 75% of the update time. Magnoux et al. [26] showed that this proportion
increaseswith the number of volume elements, but decreases slightly with a larger number
of surface triangles.
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Fig. 7 Total update proportions. Proportion of execution time taken by each major step of the main
simulation loop, for the case using single precision floating points on the GPU, with 20k volume elements

Fig. 8 Update time with batches. Comparison of total update times for the GPU version of the simulation
with and without splitting 2D arrays of data into batches, both in single and double precision

Figure 8 displays the running times of the same set of simulations as Fig. 5, for the GPU
versions where the splitting of 2D arrays into batches was either activated or not. It shows
a regular performance improvement of approximately 7% in single precision and 11% in
double precision for all volumetric model sizes. The speed gain is however proportional
to the size of the surface mesh (which was of 50k triangles in this test). This indicates
that the savings engendered by splitting the 2D arrays are more important for the surface
mapping data, which happen to form the largest of all arrays in almost all tested cases—the
exception being very refined volumes displayed in very coarse surfaces. In our test cases,
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Fig. 9 Deformation time proportions. Proportion of execution time taken by different aspects of the
deformation step, using single precision. Computations take most of the time, mainly on the GPU, while
memory transfer and CUDA overhead remain low

Table 1 Summary of method and reported performance for other GPU-based surgery
simulators, compared to our method

Paper Solver type Cutting 1000’s of nodes Update rate Method

Pan [13] Explicit Yes 4.9 43 Meshless

Bosman [16] Implicit No 12.7 31 Meshless

Pietroni [17] Implicit Yes 0.6 15 Meshless

Courtecuisse [18] Implicit Yes 0.7 45 FEM

Hou [19] Implicit Yes 13 31 FEM

Camara [20] Gauss-Seidel No 5.5 79 PBD

Pan [21] Gauss-Seidel Yes 1.5 50 PBD

Dick [22] Multigrid No 38 62 FEM

Fenz [23] Static No 11 20 FEM

Our method Implicit Yes 25 60 Meshless

splitting the arrays into batches resulted in a reduction of 80 to 90% in the amount of data
transferred during each simulation update.
The better gains shownwith double precision suggest that amore important proportion

of the simulation is spent copying data between RAM and GPU in that case. However,
when looking at the distribution of execution time for the deformation step only, shown
in Fig. 9, we can see that making CUDA API calls incurs a relatively large overhead. The
overhead remains constant for each kernel launch andmemory transfer – regardless of the
amount of data—with the memory transfers being responsible for most of that overhead.

Comparison with other GPU-basedmethods

Table 1 presents an informal comparison of our method with other GPU-based surgery
simulators. We achieve a large overall improvement in reported performance among
all methods that allow cutting operations that we found in the literature. However, a
direct comparison is made difficult by the fact that other reported results come from
experiments run on older hardware. Furthermore, every other simulator that we found in
the literature implements a different set of features, sometimes with more restrictions on
cutting than our technique [19], sometimes with additionnal capabilities, such as a stable
contact resolutionmethod [18] or a heat transfer simulation as a criterion for cutting [13].
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Limitations

One obvious limitation of our data structure is that an element may not be connected to
more nodes than the maximum allocated. While it has not occurred in any of our test
cases, the possibility cannot be ruled out. Allocating more space would mean that a large
portion of the structure would simply be empty. A better solution would be to guarantee
that a situation requiringmore than themaximumnumber of neighboringnodes cannever
occur. An approach that could achieve this would be to carefully choose the placement of
nodes so that they cannot be coplanar.
Another potential issue is that the use of single precision arithmetic might result in a

difference in the elastic behavior of simulated objects. This would be of particular interest
when simulating a large number of elements, which could generate large position values
with very small deformations, and very small corrections during individual CG iterations.
More specific tests need to be performed to determine whether that is the case.

Conclusion and future work
We have presented a data structure that can be used to describe graph structures in a
way that can be read efficiently on graphics hardware, that is modified on the CPU and
efficiently updated on the GPUwith as little transferred data as possible. Our results show
that this structure allows cutting objects simulated with a large number of elements at a
sustained high update rate.
Future work will focus on integrating this method into an existing surgery simulator

that enables a user to interact with virtual objects through a haptic device and provides
highly detailed 3D visual feedback.
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