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Graceful Degradation of Cooperative Adaptive
Cruise Control

Jeroen Ploeg, Elham Semsar-Kazerooni, Member, IEEE, Guido Lijster,
Nathan van de Wouw, and Henk Nijmeijer, Fellow, IEEE

Abstract—Cooperative adaptive cruise control (CACC) employs
wireless intervehicle communication, in addition to onboard sen-
sors, to obtain string-stable vehicle-following behavior at small
intervehicle distances. As a consequence, however, CACC is vul-
nerable to communication impairments such as latency and packet
loss. In the latter case, it would effectively degrade to conventional
adaptive cruise control (ACC), thereby increasing the minimal in-
tervehicle distance needed for string-stable behavior. To partially
maintain the favorable string stability properties of CACC, a con-
trol strategy for graceful degradation of one-vehicle look-ahead
CACC is proposed, based on estimating the preceding vehicle’s
acceleration using onboard sensors, such that the CACC can
switch to this strategy in case of persistent packet loss. In addition,
a switching criterion is proposed in the case that the wireless link
exhibits increased latency but does not (yet) suffer from persistent
packet loss. It is shown through simulations and experiments that
the proposed strategy results in a noticeable improvement of string
stability characteristics, when compared with the ACC fallback
scenario.

Index Terms—Cooperative adaptive cruise control (CACC),
graceful degradation, string stability, vehicle platoons, wireless
communications.

I. INTRODUCTION

COOPERATIVE adaptive cruise control (CACC) is a
vehicle-following control system that automatically ac-

celerates and decelerates so as to keep a desired distance
from the preceding vehicle [1]. To this end, onboard sensors
are employed, such as radar, which measure the intervehi-
cle distance and relative velocity. In addition, information of
the preceding vehicle(s), e.g., their intended acceleration, is
cast through a wireless link. As a result, the performance in
terms of minimizing the intervehicle distance while guaran-
teeing string stability, i.e., shockwave attenuation in upstream
direction [2], is significantly enhanced when compared with
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conventional adaptive cruise control (ACC), which is oper-
ated without wireless communication [3]. As a result, traffic
throughput is increased, while maintaining safety [4].

Inherent in the CACC concept is its vulnerability to latency
and packet loss of the wireless link, which will inevitably occur
with an increasing amount of communicating vehicles employ-
ing the same network. The effect of latency of the wireless link
on string stability in a vehicle platoon already attracted quite
some attention in the past. In [5], for instance, a minimum
string-stable time gap was derived as a linear function of the
latency for a one-vehicle look-ahead control scheme, whereas
[6] investigated the effect of communication latency on string
stability with a controller that uses lead vehicle information in
addition to preceding vehicle information. More recently, [7]
focused on the relation between communication delay, con-
troller parameters, and string stability for single- and multiple-
vehicle look-ahead communication topologies. Furthermore,
[8] proposed an analysis framework incorporating uncertain
sampling intervals and delays. Next to latency, packet loss is
also of major importance. In [9], for instance, it was found that
the ratio of correctly received packets drops to values below
10% on a motorway junction with high traffic density, assuming
all vehicles are equipped with wireless communication devices.
Taking packet loss into account, [10] focused on H∞ controller
synthesis, whereas the experimental study described in [11]
analyzed the effects on string stability for a given controller.

In contrast to the aforementioned literature, the main focus
in this paper is on how to cope with losing the wireless link
for an extended period of time. In this case, while not taking
any compensating actions, CACC inherently degrades to ACC,
which requires a significantly larger time gap to guarantee
string-stable behavior. As an example, [12] shows that the
minimum string-stable time gap increases from 0.7 s to more
than 3 s. To provide a certain level of fault tolerance against this
type of wireless communication failures, a fallback strategy is
presented to gracefully degrade functionality of a one-vehicle
look-ahead CACC in the sense that a less dramatic increase
in time gap is required to regain string-stable behavior. This
strategy employs estimation of the preceding vehicle’s acceler-
ation using the available data from an onboard sensor. Using
an experimental setup of three CACC-equipped passenger cars,
the theoretical results are validated against measurements. In
addition, a criterion is proposed to switch to this fallback
strategy in the case that the wireless link is not (yet) completely
lost, but shows a relatively large latency.

This paper is organized as follows. Section II introduces the
notion of string stability as used in this paper and presents
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Fig. 1. Homogeneous platoon of vehicles equipped with CACC.

the nominal CACC strategy. Next, Section III introduces the
graceful degradation strategy, upon which Section IV ana-
lyzes the string stability properties of the controlled system.
Section V proposes a criterion for switching to degraded mode,
after which Section VI presents experimental results. Finally,
Section VII summarizes the main conclusions.

II. CONTROL OF VEHICLE PLATOONS

Consider a homogeneous platoon of m vehicles, as shown
in Fig. 1, where the vehicles are enumerated with index i =
1, . . . ,m, with i = 1 indicating the lead vehicle. To maintain
a short intervehicle distance di while not compromising safety,
an automatic controller is required, which regulates di to the
desired value. An important requirement for this controller is
to realize string-stable behavior of the platoon, which refers to
the attenuation along the platoon of the effects of disturbances
caused by, e.g., sudden braking of the lead vehicle. This section
formally introduces the notion of string stability and describes
the CACC controller, which is the basis for the graceful degra-
dation strategy as presented in Section III.

A. String Stability of a Vehicle Platoon

In the literature, three main directions toward defining string
stability can be distinguished: 1) a Lyapunov-stability approach
[13]; 2) a stability approach for spatially invariant linear sys-
tems [14]; and 3) a frequency-domain approach [1], [15].
In [16], an overview of relevant literature on this topic is
given, based on which string stability conditions for linear
unidirectionally coupled homogeneous systems are formulated,
similar to those used in the frequency-domain approach. These
conditions are summarized hereafter.

Let the homogeneous vehicle platoon, in which all follower
vehicles are controlled by a one-vehicle look-ahead CACC, be
formulated in the state space as (omitting the time argument t)

ẋ = Ax+Bu1 (1)

with

A =

⎛
⎜⎜⎝

A0 O
Ã1 Ã0

. . .
. . .

O Ã1 Ã0

⎞
⎟⎟⎠ , B =

⎛
⎜⎜⎝

B0

0
...
0

⎞
⎟⎟⎠

and xT = (xT
1 xT

2 · · · xT
m). Here, xi, i ∈ Sm, is the state vector

of vehicle i (typically containing distance or distance error,
velocity, acceleration, and possibly additional variables), with
Sm = {i ∈ N|1 ≤ i ≤ m} denoting the set of all vehicles in a

platoon of length m ∈ N. u1 is the external input, which, in this
case, is the input of an uncontrolled lead vehicle. A0 and B0 are
the system matrix and the input matrix, respectively, of this lead
vehicle, whereas Ã0 and Ã1 are the system and “input” matrices
of the controlled follower vehicles. In addition, consider linear
output functions according to

yi = Cix, i ∈ Sm (2)

where yi is the output of vehicle i, and Ci is the corresponding
output matrix. The Model (1) and (2), which will be further
detailed in Section II-B, is considered Lp string stable if all
outputs yi are bounded in the Lp sense for a bounded input u1

and bounded initial condition perturbations x(0), with m → ∞,
i.e., infinite string length. Hence, yi(t) must be bounded for all
i ∈ N and for all t ≥ 0. If, in addition

‖yi(t)− Cix̄‖Lp
≤ ‖yi−1(t)− Ci−1x̄‖Lp

, ∀i ∈ N\{1} (3)

where x̄ denotes the equilibrium state of (1) with u1 ≡ 0, and
‖ · ‖Lp

denotes the signal p-norm,1 the interconnected system
is said to be strictly Lp string stable. For linear homogeneous
cascaded systems with a unidirectional coupling and with a
scalar input u1 and scalar outputs yi, the notions of Lp string
stability and strict Lp string stability are equivalent [16].

Reformulating (1) and (2) in the Laplace domain, while
exclusively focusing on input–output behavior, yields

yi(s) = Pi(s)u1(s), i ∈ Sm (4)

where yi(s) and u1(s), s ∈ C, denote the Laplace transforms
of yi(t) and u1(t), respectively, and Pi(s) = Ci(sI −A)−1B.
Assuming that the system (4) is square and nonsingular, i.e.,
P−1
i (s) exists for all i ∈ Sm, the string stability complementary

sensitivity (SSCS) is defined according to

Γi(s) := Pi(s)P
−1
i−1(s) (5)

such that

yi(s) = Γi(s)yi−1(s). (6)

Adopting the L2 signal norm (i.e., p = 2), the following condi-
tion for strict L2 string stability holds [16].

Condition 1 (Strict L2 String Stability): The system (1) and
(2), with Laplace-domain representation (4), is strictly L2 string
stable if and only if

‖P1(s)‖H∞

< ∞

‖Γi(s)‖H∞

≤ 1, ∀ i ∈ N\{1} (7)

where Γi(s) is the SSCS according to (5), and ‖ · ‖H∞
denotes

the H∞ system norm.

1The signal p-norm or Lp norm of a vector z(t) with elements zk(t) is

defined as ‖z(t)‖Lp
:=

(∫
∞

−∞

∑
k
|zk(t)|

pdt

)1/p

.



490 IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. 16, NO. 1, FEBRUARY 2015

B. Cooperative Adaptive Cruise Control

Based on earlier work on the control of interconnected ve-
hicle strings, initiated in [17] and, among others, continued in
[18], the concept of wireless-communication-based platooning
has been introduced in the early 1990’s [19]. This research
resulted, among other things, in control strategies that are
referred to as CACC. The objective of CACC is to regulate
the intervehicle distances di, i ∈ Sm\{1}, to a (small) desired
value, while guaranteeing string stability. To briefly introduce
a CACC controller that has the ability to satisfy this objective,
consider the following model of a vehicle within a platoon of
m vehicles, as shown in Fig. 1, described by

(
v̇1
ȧ1

)
=

(
a1

− 1
τ
a1 +

1
τ
u1

)

⎛
⎝

ḋi
v̇i
ȧi

⎞
⎠ =

⎛
⎝

vi−1 − vi
ai

− 1
τ
ai +

1
τ
ui

⎞
⎠ , i ∈ Sm\{1}. (8)

Here, di = qi−1 − qi − Li is the distance between vehicle i and
i− 1, where qi and qi−1 are the rear bumper position of vehicle
i and i− 1, respectively, and Li is the length of vehicle i; vi is
the velocity, and ai is the acceleration of vehicle i. This model,
in fact, assumes that the vehicles are equipped with a low-level
acceleration controller, which regulates the vehicle acceleration
ai to the input ui. Hence, the input ui should be interpreted as
the desired acceleration, whereas the time constant τ represents
the dynamics of the acceleration-controlled vehicle. In [12], it is
shown that (8) adequately describes the longitudinal dynamics
of the acceleration-controlled vehicles as used for the experi-
mental validation (see Section VI).

Next, the following spacing policy is adopted:

dr,i(t) = ri + hvi(t), i ∈ Sm\{1} (9)

where dr,i is the desired distance between vehicle i and i− 1,
h is the time gap, and ri is the standstill distance. The main
objective is to regulate the distance error

ei(t) = di(t)− dr,i(t), i ∈ Sm\{1} (10)

to zero, i.e.,

a1(t) = 0 ∀ t ≥ 0 ⇒ lim
t→∞

ei(t) = 0 ∀ i ∈ Sm\{1} (11)

taking into account that this objective is, in general, only
satisfied if the lead vehicle drives with a constant velocity, i.e.,
a1 = 0. The following dynamic controller achieves this vehicle-
following objective [12]:

u̇i = −
1

h
ui +

1

h
(kpei + kdėi + kddëi) +

1

h
ui−1 (12)

for all i ∈ Sm\{1}, where kp, kd, and kdd are the controller
coefficients, and h is the time gap as in (9).

Based on the vehicle model (8)–(10) and the controller (12),
the state–space model of the controlled vehicle platoon can
be formulated as in (1), with states xT

i = (ei vi ai ui), i ∈

Fig. 2. Block scheme of the CACC system.

Sm [16]. However, since the string stability conditions (7) are
formulated in the Laplace domain, the model of the controlled
vehicle platoon is also formulated in the Laplace domain. This
finally leads to the block diagram of the closed-loop system for
vehicle i as shown in Fig. 2, with

G(s) =
qi(s)

ui(s)
=

1

s2(τs+ 1)
e−φs (13a)

H(s) =hs+ 1 (13b)

K(s) = kp + kds+ kdds
2 (13c)

D(s) = e−θs. (13d)

Here, qi(s) and ui(s) are the Laplace transforms of the vehicle
position qi(t) and the desired acceleration ui(t), respectively;
the vehicle transfer function G(s) follows from q̈i = ai and
ȧi = −(1/τ)ai + (1/τ)ui [see (8)], with an additional (driv-
eline) delay φ as experimentally identified [12]. The spacing
policy transfer function H(s) is related to (9), and the controller
K(s) represents the error feedback in (12). Moreover, θ is the
time delay induced by the wireless network. Note that, without
loss of generality, ri = Li = 0 ∀ i ∈ Sm\{1} is assumed here.

Let the vehicle acceleration be taken as a basis for string sta-
bility, i.e., yi = ai, ∀ i ∈ Sm, since it is physically relevant on
the one hand and satisfies the requirement on P1(s) in Condi-
tion 1 on the other. The latter can be easily understood, because,
with this choice of outputs, P1(s) = (1/(τs+ 1))e−φs; hence,
‖P1(jω)‖H∞

= 1. The SSCS is then given by

ΓCACC(s) =
ai(s)

ai−1(s)
=

1

H(s)

G(s)K(s) +D(s)

1 +G(s)K(s)
(14)

where ai(s) and ai−1(s) are the Laplace transforms of ai(t) and
ai−1(t), respectively. It is noted that the SSCS (14) would be the
same in case the velocity vi is chosen as output, since ai(s)/
ai−1(s) = (svi(s))/(svi−1(s)) = vi(s)/vi−1(s), but that the
first requirement in Condition 1 would not be satisfied in that
case. In addition, it is worth mentioning that the SSCS is inde-
pendent of the vehicle index i, which is a direct consequence
of the homogeneity assumption. Omitting the feedforward path
yields an ACC controller, the SSCS ΓACC(s) of which can be
easily obtained from (14) with D(s) = 0, yielding

ΓACC(s) =
1

H(s)

G(s)K(s)

1 +G(s)K(s)
. (15)



PLOEG et al.: GRACEFUL DEGRADATION OF COOPERATIVE ADAPTIVE CRUISE CONTROL 491

III. GRACEFUL DEGRADATION

The difference of the CACC proposed in the previous section
with its ACC counterpart is in the feedforward path (see Fig. 2),
which includes the effect of the preceding vehicle’s input ui−1

into the control loop. This feedforward path is implemented
through wireless intervehicle communication. Consequently, if
the wireless link fails (or when the preceding vehicle is not
equipped with CACC), CACC would degrade to ACC, leading
to a significant increase in the minimum string-stable time
gap. To implement an alternative fallback scenario that more
gracefully degrades the CACC functionality, it is proposed to
estimate the actual acceleration ai−1 of the preceding vehicle,
which can then be used as a replacement of the desired accel-
eration ui−1 in case no communication updates are received.
To further detail this approach, Section III-A first describes the
target vehicle acceleration estimation, after which Section III-B
incorporates the estimation algorithm into the CACC controller.

A. Acceleration Estimation

To describe an object’s longitudinal motion, the Singer ac-
celeration model [20] is adopted, being a reasonable choice for
the formulation of the longitudinal vehicle dynamics. Note that
rigourous analysis of longitudinal vehicle behavior in everyday
traffic, and the dynamic vehicle model(s) as a result thereof,
may lead to other choices; this is, however, outside the scope
of this paper. The Singer acceleration model is defined by the
following linear time-invariant system:

ȧ(t) = −αa(t) + u(t) (16)

with a being the acceleration of the object vehicle and u being
the model input. α is equal to the inverse of the so-called
maneuver time constant τm, the choice of which will be briefly
exemplified at the end of Section IV. The input u is chosen as
a zero-mean uncorrelated random process (i.e., white noise) to
represent the unknown effects that may cause an object vehicle
to accelerate or decelerate. To determine the variance of u, the
object vehicle is assumed to exhibit a maximum acceleration
amax or deceleration −amax with a probability Pmax, and
to have a probability P0 of zero acceleration, whereas other
acceleration values are uniformly distributed. This results in
the probability density function p(a) as shown in Fig. 3, which
appears to provide a satisfactory representation of the object’s
instantaneous maneuver characteristics [20]. Consequently, the
object acceleration variance σ2

a is equal to

σ2
a =

a2max

3
(1 + 4Pmax − P0). (17)

It is shown in [20] that, in order to satisfy p(a), the covariance
Cuu(τ) of the white noise input u in (16) reads

Cuu(τ) = 2ασ2
aδ(τ) (18)

where δ is the unit impulse function. As a result, the random
variable a, satisfying a probability density function p(a) with
variance σ2

a, while being correlated in time through the maneu-
ver time constant τm, is described as a random process a(t),

Fig. 3. Probability density function p(a) of the object acceleration a.

being the output of a first-order system (16) with a white noise
input u(t) satisfying (18).

Using the acceleration model (16), the corresponding equa-
tion of motion can be described in the state space as

ẋ(t) =Aax(t) +Bau(t) (19a)

y(t) =Cax(t) (19b)

where xT = (q v a), with q and v being the object vehicle’s
position and velocity, respectively. The vector yT = (q v) is
the output of the model, and the matrices Aa, Ba, and Ca are
defined as

Aa =

⎛
⎝

0 1 0
0 0 1
0 0 −α

⎞
⎠ , Ba =

⎛
⎝

0
0
1

⎞
⎠ , Ca =

(
1 0 0
0 1 0

)
.

(20)

Note that the state equation (19a) closely resembles the vehicle
dynamics model (8) when replacing α by τ−1.

The model (19) is used as a basis for the estimation of the
object vehicle acceleration by means of a Kalman filter [21]. To
design this observer,2 the state–space model (19) is extended
so as to include a process noise term w(t), representing model
uncertainty, and a measurement noise term v(t), yielding

ẋ(t) =Aax(t) + w(t)

y(t) =Cax(t) + v(t). (21)

The input u(t) in (19a), which was assumed to be white noise, is
included in (21) by choosing w(t) = Bau(t), adopting the so-
called equivalent noise approach [22]. v(t) is a white noise sig-
nal with covariance matrix R = E{v(t)vT(t)}, as determined
by the noise parameters of the onboard sensor used in the
implementation of the observer, which, in this case, is a radar
(see Section VI). Furthermore, using (18), the continuous-time
process noise covariance matrixQ = E{w(t)wT(t)} is equal to

Q = BaE
{
u(t)uT(t)

}
BT

a =

⎛
⎝

0 0 0
0 0 0
0 0 2ασ2

a

⎞
⎠ . (22)

With the given Q and R matrices, the following continuous-
time observer is obtained:

˙̂x(t) = Aax̂(t) + La (y(t)− Cax̂(t)) (23)

2Although for real-time implementation in the vehicle control computer a
discrete-time Kalman filter is required, a continuous-time approach is adopted
here, which simplifies the upcoming string stability analysis in Section IV.
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where x̂ is the estimate of the object vehicle state xT = (q v a),
La is the continuous-time Kalman filter gain matrix, and y is the
measurement vector, consisting of position q and velocity v of
the object vehicle. This observer provides a basis for the design
of the fallback control strategy, as explained in the following
section.

B. CACC Fallback Scenario

The fallback CACC strategy, which is hereafter referred to
as “degraded CACC” (dCACC), aims to use the observer (23)
to estimate the acceleration ai−1 of the preceding vehicle at
time instance t, taking into account sensor measurements up
to time t. However, the measurement y in (23), containing the
absolute object position and velocity, is not available. Instead,
the onboard sensor of the follower vehicle provides distance
and relative velocity. Consequently, the estimation algorithm
needs to be adapted, as described below.

As a first step, the observer (23) is described in the Laplace
domain by a transfer function T (s), which takes the actual
position qi−1 and velocity vi−1 of the preceding vehicle, con-
tained in the measurement vector y in (23), as input. The
output of T (s) is the estimate âi−1 of the preceding vehicle’s
acceleration, being the third element of the estimated state. This
yields the estimator

âi−1(s) = T (s)

(
qi−1(s)

vi−1(s)

)
(24)

where âi−1(s) denotes the Laplace transform of âi−1(t), and
qi−1(s) and vi−1(s) are the Laplace transforms of qi−1(t) and
vi−1(t), respectively. Moreover, the 1 × 2 estimator transfer
function T (s) is equal to

T (s) = Ĉ(sI − Â)−1B̂ (25)

with

Â = Aa − LaCa, B̂ = La, Ĉ = (0 0 1). (26)

Note that T (s) does not depend on vehicle index i due to the
homogeneity assumption.

The second step involves a transformation to relative coordi-
nates, using the fact that (with Li = 0)

qi−1(s) = di(s) + qi(s)

vi−1(s) =∆vi(s) + vi(s) (27)

where ∆vi(s) denotes the Laplace transform of the relative
velocity ∆vi(t) = ḋi(t). Substituting (27) into (24) yields

âi−1(s) = T (s)

(
di(s)

∆vi(s)

)
+ T (s)

(
qi(s)

vi(s)

)
. (28)

As a result, the acceleration estimator is, in fact, split into a
relative-coordinate estimator, i.e.,

∆̂ai(s) := T (s)

(
di(s)

∆vi(s)

)
(29)

Fig. 4. Block scheme of the fallback dCACC system.

where ∆̂ai(s) can be regarded as the Laplace transform of

the estimated relative acceleration ∆̂ai(t), and an absolute-
coordinate estimator, i.e.,

âi(s) = T (s)

(
qi(s)

vi(s)

)
(30)

where âi(s) is the Laplace transform of the estimated local
acceleration âi(t).

Finally, âi(s) in (30) can be easily computed with

âi(s) =T (s)

(
qi(s)

vi(s)

)
=: (Taq(s) Tav(s))

(
qi(s)

vi(s)

)

=

(
Taq(s)

s2
+

Tav(s)

s

)
ai(s) =: Taa(s)ai(s) (31)

exploiting the fact that the local position qi(t) and velocity vi(t)
are the result of integration of the locally measured acceleration
ai(t), thereby avoiding the use of a potentially inaccurate ab-
solute position measurement by means of a global positioning
system. The transfer function Taa(s) acts as a filter for the
measured acceleration ai, yielding the “estimated” acceleration
âi. In other words, the local vehicle acceleration measurement
ai is synchronized with the estimated relative acceleration ∆̂ai
by taking the observer phase lag of the latter into account.

The control law of the fallback dCACC system is now
obtained by replacing the preceding vehicle’s input ui−1 in the
controller (12) with the estimated acceleration âi−1. As a result,
the control law is formulated in the Laplace domain as

ui(s)=H
−1(s)·

{
K(s)ei(s)+T (s)

(
di(s)

∆vi(s)

)
+Taa(s)ai(s)

}

(32)

which can be implemented using the radar measurement of the
distance di and the relative velocity ∆vi, and the locally mea-
sured acceleration ai and velocity vi, the latter being required
to calculate the distance error ei according to (9) and (10).
The corresponding block diagram of the closed-loop dCACC
system as a result of this approach is shown in Fig. 4, which
can be compared with Fig. 2, showing the CACC scheme.

IV. STRING STABILITY OF DEGRADED CACC

To analyze the dCACC string stability properties, the output
of interest is chosen to be the acceleration, since this directly
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Fig. 5. SSCS frequency response magnitude in case of (solid black) CACC,
(dashed black) dCACC, and (gray) ACC with (a) h = 0.3 s and (b) h = 1.3 s.

TABLE I
VEHICLE AND CONTROLLER PARAMETERS

guarantees the existence of ‖P1(s)‖H∞
, which is the first

requirement in Condition 1 for strict L2 string stability. The
SSCS ΓdCACC(s), as defined in (5), can then be computed
using (6), with yj(s) = aj(s), j = i, i− 1. As a result, with the
closed-loop configuration given in Fig. 4, the following SSCS
is obtained:

ΓdCACC(s) =
1

H(s)

G(s)
(
K(s) + s2Taa(s)

)

1 +G(s)K(s)
. (33)

The platoon of vehicles is string stable3 if also the sec-
ond requirement as mentioned under Condition 1 holds, i.e.,
‖ΓdCACC(s)‖H∞

≤ 1. Furthermore, if the system is string
unstable, ‖ΓdCACC(s)‖H∞

will exceed 1; still, in that case,
we would aim at making this norm as low as possible to
minimize disturbance amplification. The frequency response
magnitudes |ΓCACC(jω)| from (14), |ΓdCACC(jω)| from (33),
and |ΓACC(jω)| from (15), as a function of the frequency
ω, are shown in Fig. 5(a) and (b) for h = 0.3 s and h = 1.3 s,
respectively. Here, the model parameters, as summarized in
Table I, are set according to the parameters of the test vehicles
(see Section VI). From the frequency response magnitudes, it
follows that for h = 0.3 s, only CACC results in string-stable
behavior, whereas for h = 1.3 s, both CACC and dCACC yield
string stability. Clearly, ACC is not string stable in either case.

3Recall that strict L2 string stability is equivalent to L2 string stability for
the current system. Moreover, since only L2 string stability is considered, this
notion will be simply referred to as string stability.

Fig. 6. Response of the velocity vi(t) (left column; black-light gray: i =
1, 2, . . . , 5) and the distance error ei(t) (right column; black-light gray: i = 2,
3, 4, 5) for (a) CACC, (b) dCACC, and (c) ACC.

In addition to the frequency response functions, Fig. 6 shows
time-domain responses. In this figure, the (velocity controlled)
lead vehicle in a platoon of five vehicles follows a smooth
down-step velocity profile, whereas the follower vehicles are
controlled by either CACC, dCACC, or ACC, with h = 0.6 s.
As a result of this disturbance, the three systems respond very
differently. From the velocity responses, it directly follows
that the CACC system is string stable, whereas the dCACC
and ACC systems start to propagate a shockwave. However,
dCACC clearly outperforms ACC in terms of damping. The
same effect can be seen in the responses of the distance er-
ror (10) in Fig. 6. Nevertheless, all systems show asymptotic
tracking behavior, since the distance errors all converge to
zero. For the given model and controller parameters, the string-
stable time-gap region for dCACC appears to be h ≥ 1.23 s,
whereas for CACC and ACC, this appears to be h ≥ 0.25 s
and h ≥ 3.16 s, respectively. Consequently, dCACC represents
a significant improvement over ACC regarding the minimum
string-stable time gap.

The quality of the acceleration estimation as employed in
dCACC can be illustrated as follows. For the same simulation
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Fig. 7. Vehicle 2 acceleration: (solid black) desired acceleration u2, (dashed
black) actual acceleration a2, and (gray) estimated acceleration â2.

as shown in Fig. 6, Fig. 7 shows the desired acceleration u2

and the actual acceleration a2 of vehicle i = 2, as well as the
acceleration â2 that is estimated by the follower vehicle i = 3.
As can be seen in the figure, â2, in itself providing a satisfactory
estimation of a2, shows a noticeable phase lag with respect
to u2, which is essentially the reason for the degraded string
stability performance of dCACC.

The reciprocal maneuver time constant α = 1.25 of the
Singer model can be increased so as to further reduce the
frequency response peak of the SSCS function. However, it
should be noted that there exists a tradeoff between the optimal
value of α in view of string stability and the value needed
for an acceptable level of ride comfort. As a rule of thumb,
0.5 ≤ α ≤ 1.5 appears to maintain both requirements at an
acceptable level.

V. SWITCHING CRITERION FOR DEGRADED CACC

Until now, either full wireless communication under nominal
conditions or a persistent loss of communication has been
considered. However, in practice, the loss of the wireless
link is often preceded by increasing communication latency
[represented by the time delay θ in (13d)]. Intuitively, it can
be expected that above a certain maximum allowable latency,
wireless communication is no longer effective, upon which
switching from CACC to dCACC is beneficial in view of string
stability. This section proves this intuition to be true and also
calculates the exact switching value for the latency, thereby
providing a criterion for activation of dCACC.

From analysis of ΓCACC in (14), it follows that the mag-
nitude of the transfer function (GK +D)/(1 +GK) shows a
peak value greater than 1 for a delay θ > 0. This peak value is
suppressed by the remaining transfer function 1/H = 1/(hs+
1) in ΓCACC, the effect of which is smaller for decreasing val-
ues of the time gap h, i.e., increasing cutoff frequency of 1/H .
Consequently, for CACC, a minimum string-stable time gap
hmin,CACC must exist, which depends on the delay θ. Along
the same line of thought, it can be shown that for dCACC,
a minimum string-stable time gap also exists (obviously in-
dependent of the communication delay), which appears to be
hmin,dCACC = 1.23 s, as already mentioned in the previous
section.

Fig. 8 shows hmin,CACC as a function of θ and hmin,dCACC.
Here, hmin,CACC(θ) has been obtained by searching for the
smallest h for each θ, such that ‖ΓCACC(s)‖H∞

= 1. This

Fig. 8. Minimum time gap (solid) hmin,dCACC for dCACC and (dashed)
hmin,CACC for CACC versus wireless communication delay θ.

figure clearly shows a breakeven point θb of the delay θ, i.e.,
hmin,dCACC = hmin,CACC(θb), which is equal to θb = 0.44 s
for the current controller and acceleration observer. The figure
also indicates that for θ < θb, it is beneficial to use CACC in
view of string stability, since this allows for smaller time gaps,
whereas for θ > θb, dCACC is preferred. This is an important
result, since it provides a criterion for switching from CACC to
dCACC and vice versa in the event that there is not (yet) a total
loss of communication, although it would require monitoring
the communication time delay when CACC is operational.

As a final remark on this matter, it should be noted that
the above analysis only holds for a communication delay that
slowly varies, compared with the system dynamics. Moreover,
it does not cover the situation in which data samples (packets)
are intermittently lost, rather than delayed. These effects require
further analysis, to which end [8] and [10] provide a number of
tools.

VI. EXPERIMENTAL VALIDATION

The CACC system, with the added graceful degradation fea-
ture, is implemented in three identical passenger cars (Toyota
Prius III Executive), equipped with a wireless communica-
tion device that follows the ITS G5 standard [23], enabling
the vehicles to communicate control-related information such
as the desired acceleration ui. The relative position of the
preceding vehicle and its relative velocity are measured by
a long-range radar, which is an original vehicle component
in this case. Furthermore, a real-time platform executes the
CACC with a sampling time ts = 0.01 s, yielding the desired
vehicle acceleration ui, which is then forwarded to a low-level
acceleration controller of the vehicle. This section first presents
experimentally obtained frequency responses to validate the
string stability properties of dCACC, compared with those of
CACC and ACC, after which measured time responses are
shown to validate the performance of the controllers in general.

A. Frequency Response Experiments

The frequency response tests are conducted with two vehicles
only. Here, the lead vehicle is velocity controlled, with a
reference velocity profile vr(t). This test signal should provide
sufficient frequency content for performing nonparametric sys-
tem identification, particularly to identify the SSCS function in
the relevant frequency range. Toward this end, a random-phase
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Fig. 9. Velocity-reference test signal used for identification of the controlled
vehicle platoon: (a) frequency-domain magnitude Mn and (b) corresponding
time-domain signal vr(k).

multisine signal is selected, which covers the frequency range
f ∈ [0, 0.3] Hz ([0,1.9] rad/s). This frequency range is chosen
so as to include the maximum SSCS magnitudes. The test signal
is designed in the frequency domain by choosing frequency
weightings Mn, with n = 0, 1, . . . , (N/2)− 1 and N being
the number of frequency intervals up to the sampling fre-
quency fs = 1/ts. The chosen frequency-domain magnitudes
Mn of the test signal, as a function of the discrete frequency
fn = n∆f , with frequency interval ∆f = fs/N , are shown
in Fig. 9(a); the resulting discrete-time signal vr(k) at time
tk = kts with k = 0, 1, . . . , N − 1, is shown in Fig. 9(b).

To run the dCACC system in the two test vehicles, the
relative-acceleration estimator in (28) has been implemented in
the follower vehicle (i = 2) using the discrete-time equivalent
of the filter (23), with measurement input vector

y(k) = (d2(k) ∆v2(k))
T (34)

being the radar output, and with the state vector

x̂(k) =
(
d̂2(k) ∆̂v2(k) ∆̂a2(k)

)T

. (35)

This yields the estimated relative acceleration ∆̂a2(k), based
on which the absolute lead vehicle acceleration a1(k) is es-
timated by adding the filtered locally measured acceleration
â2(k), using the discrete-frequency equivalent of Taa(s) in
(31), combined with an onboard acceleration sensor.

Using the measured data from the tests, nonparametric sys-
tem identification is performed to estimate the magnitude of
the transfer function from v1 to v2, resulting in the esti-
mated SSCS magnitudes for CACC, dCACC, and ACC, de-
noted by |Γ̂CACC(jωn)|, |Γ̂dCACC(jωn)|, and |Γ̂ACC(jωn)|,
respectively, with ωn = n2π∆f . Subsequently, these are
compared with the theoretical frequency response magni-
tudes |ΓCACC(jω)|, |ΓdCACC(jω)|, and |ΓACC(jω)|, obtained
through evaluation over the given frequency range of the SSCS
transfer functions given in (14), (33), and (15), respectively,
using the h = 0.6 s time gap. The result is shown in Fig. 10.
In this figure, it can be seen that the experimental results match
with the theoretical ones in the frequency range of excitation
as indicated in Fig. 9(a), i.e., for frequencies up to 1.9 rad/s =
0.3 Hz. It should be noted, however, that a larger excitation
frequency interval may have been chosen, to avoid the excessive

Fig. 10. (Black) Experimental SSCS frequency response magnitude |Γ̂| and
(gray) the theoretical counterpart |Γ| of the system subject to (a) CACC,
(b) dCACC, and (c) ACC.

noise for ω > 1.9 rad/s and, consequently, to obtain a better es-
timate for dCACC around the cutoff frequency. Nevertheless, it
can be concluded that the experiments confirm the improvement
with respect to string stability obtained with dCACC compared
with the conventional ACC fallback scenario.

B. Time Response Experiments

The time response experiments are conducted with three
vehicles and are identical to those shown in Fig. 6: Starting
from a situation in which the platoon is in steady state at
16.67 m/s (60 km/h) with h = 0.6 s, the velocity controlled
lead vehicle performs a smooth velocity step of −5 m/s. The
measured velocity responses and distance error responses are
shown in Fig. 11. Comparing the velocity responses with the
simulated responses in Fig. 6 directly reveals that the practical
experiments are very similar to the theoretical results: CACC
is again clearly string stable, whereas dCACC and ACC are
not. Nevertheless, the amount of overshoot is much smaller
with dCACC than with ACC. Note that also the magnitude of
the velocity responses is very close to that of the simulations.
The distance error responses slightly deviate from the simulated
responses as far as the amplitude is concerned, but still clearly
show the same trend, despite the rather large noise level,
which is inherent to the distance measurement by the forward-
looking radar. As will be seen in the last experiment, explained
hereafter, this measurement noise leads to noise in the estimated
acceleration, which is why the velocity response in case of
dCACC is less smooth, compared with CACC and ACC. As al-
ready mentioned at the end of Section IV, a smoother behavior
(hence, improved ride comfort) can be obtained by decreasing
the value of the reciprocal maneuver time constant α, but at the
cost of increasing the minimum string-stable time gap.
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Fig. 11. Measured response of the velocity vi(t) (left column; black–light
gray: i = 1, 2, 3) and the distance error ei(t) (right column; black, light gray:
i = 2, 3) for (a) CACC, (b) dCACC, and (c) ACC.

Fig. 12. (Solid black) Desired acceleration u2, (dashed black) measured
acceleration a2, and (gray) estimated acceleration â2.

Finally, using the same experiment, Fig. 12 shows the desired
acceleration u2(t) and the actual measured acceleration a2(t)
of the first follower vehicle, both received in the last follower
vehicle via the wireless link, as well as the estimated accelera-
tion â2(t), computed in the last follower vehicle. As can be seen
in this figure, â2(t) provides a satisfactory estimation of a2(t)
but shows a significant phase lag with respect to u2(t), which
corresponds to the simulation results as depicted in Fig. 7. As
mentioned earlier, this phase lag accounts for the degraded

string stability performance of dCACC. Furthermore, â2(t)
shows a considerable noise level due to the quality of the radar
measurements. This behavior could be improved by tuning the
value of the reciprocal maneuver time constant α. Fortunately,
the measurement noise is hardly noticeable in vehicle 3, which
uses â2(t) as a feedforward signal, because the precompensator
H−1(s) together with the vehicle dynamics act as a series
connection of first-order lowpass filters with time constant h
and τ , respectively [see (13) and Fig. 4].

VII. CONCLUSION

To accelerate practical implementation of CACC in everyday
traffic, wireless communication faults must be taken into ac-
count. To this end, a graceful degradation technique for CACC
was presented, serving as an alternative fallback scenario to
ACC. The idea behind the proposed approach is to obtain the
minimum loss of functionality of CACC when the wireless
link fails or when the preceding vehicle is not equipped with
wireless communication means. The proposed strategy, which
is referred to as dCACC, uses an estimation of the preceding
vehicle’s current acceleration as a replacement to the desired
acceleration, which would normally be communicated over a
wireless link for this type of CACC. In addition, a criterion for
switching from CACC to dCACC was presented, in the case
that wireless communication is not (yet) lost, but shows in-
creased latency. It was shown that the performance, in terms of
string stability of dCACC, can be maintained at a much higher
level compared with an ACC fallback scenario. Both theoretical
as well as experimental results showed that the dCACC system
outperforms the ACC fallback scenario with respect to string
stability characteristics by reducing the minimum string-stable
time gap to less than half the required value in case of ACC.
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