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Graded Lagrangian formalism in terms of a Grassmann-graded variational bicomplex
on graded manifolds is developed in a very general setting. This formalism provides the

comprehensive description of reducible degenerate Lagrangian systems, characterized by
hierarchies of non-trivial higher-order Noether identities and gauge symmetries. This is
a general case of classical field theory and Lagrangian non-relativistic mechanics.
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1. Introduction

Conventional Lagrangian formalism on fiber bundles Y → X over a smooth mani-

fold X is formulated in algebraic terms of a variational bicomplex of exterior forms

on jet manifolds of sections of Y → X [2, 9, 16, 17, 19, 30, 36, 37]. The cohomol-

ogy of this bicomplex provides the global first variational formula for Lagrangians

and Euler–Lagrange operators, without appealing to the calculus of variations. For

instance, this is the case of classical field theory if dim X > 1 and non-autonomous

mechanics if X = R [19, 20, 35].

However, this formalism is not sufficient in order to describe reducible degener-

ate Lagrangian systems whose degeneracy is characterized by a hierarchy of higher-

order Noether identities. They constitute the Koszul–Tate chain complex whose

cycles are Grassmann-graded elements of certain graded manifolds [7, 8, 19]. More-

over, many field models also deal with Grassmann-graded fields, e.g. fermion fields,

antifields and ghosts [19, 21, 35].

These facts motivate us to develop graded Lagrangian formalism of even and

odd variables [8, 17, 19, 34].

Different geometric models of odd variables are described either on graded man-

ifolds or supermanifolds. Both graded manifolds and supermanifolds are phrased
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in terms of sheaves of graded commutative algebras [5, 19]. However, graded man-

ifolds are characterized by sheaves on smooth manifolds, while supermanifolds are

constructed by gluing of sheaves on supervector spaces. Treating odd variables on a

smooth manifold X , we follow the Serre–Swan theorem generalized to graded mani-

folds (Theorem 7). It states that, if a graded commutative C∞(X)-ring is generated

by a projective C∞(X)-module of finite rank, it is isomorphic to a ring of graded

functions on a graded manifold whose body is X . In accordance with this theorem,

we describe odd variables in terms of graded manifolds [8, 17, 19, 34].

We consider a generic Lagrangian theory of even and odd variables on an n-

dimensional smooth real manifold X . It is phrased in terms of the Grassmann-

graded variational bicomplex (28) [4, 7, 8, 17, 19, 34]. Graded Lagrangians L

and Euler–Lagrange operators δL are defined as elements of terms S0,n
∞ [F ; Y ] and

�(S1,n
∞ [F ; Y ]) of this bicomplex, respectively. Cohomology of the Grassmann-graded

variational bicomplex (28) (Theorems 13 and 14) defines a class of variationally

trivial graded Lagrangians (Theorem 15) and results in the global decomposition

(33) of dL (Theorem 16), the first variational formula (37) and the first Noether

Theorem 20.

A problem is that any Euler–Lagrange operator satisfies Noether identities,

which therefore must be separated into the trivial and non-trivial ones. These

Noether identities obey first-stage Noether identities, which in turn are subject

to the second-stage ones, and so on. Thus, there is a hierarchy of higher-stage

Noether identities. In accordance with general analysis of Noether identities of dif-

ferential operators [33], if certain conditions hold, one can associate to a graded

Lagrangian system the exact antifield Koszul–Tate complex (62) possessing the

boundary operator (60) whose nilpotentness is equivalent to all non-trivial Noether

and higher-stage Noether identities [7, 8, 18].

It should be noted that the notion of higher-stage Noether identities has

come from that of reducible constraints. The Koszul–Tate complex of Noether

identities has been invented similarly to that of constraints under the condi-

tion that Noether identities are locally separated into independent and depen-

dent ones [4, 13]. This condition is relevant for constraints, defined by a finite

set of functions which the inverse mapping theorem is applied to. However,

Noether identities unlike constraints are differential equations. They are given

by an infinite set of functions on a Fréchet manifold of infinite-order jets where

the inverse mapping theorem fails to be valid. Therefore, the regularity condi-

tion for the Koszul–Tate complex of constraints is replaced with homology regular-

ity, Condition 27, in order to construct the Koszul–Tate complex (62) of Noether

identities.

The second Noether theorems (Theorems 32–34) is formulated in homology

terms, and it associates to this Koszul–Tate complex the cochain sequence of ghosts

(71) with the ascent operator (72) whose components are non-trivial gauge and

higher-stage gauge symmetries of Lagrangian theory.
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2. Variational Bicomplex on Fiber Bundles

Given a smooth fiber bundle Y → X , the jet manifolds JrY of its sections pro-

vide the conventional language of theory of differential equations and differential

operators on Y → X [12, 26]. Though we restrict our consideration to finite-order

Lagrangian formalism, it is conveniently formulated on an infinite-order jet mani-

fold J∞Y of Y in terms of the above-mentioned variational bicomplex of differential

forms on J∞Y . However, different variants of a variational sequence of finite jet

order on jet manifolds JrY are also considered [1, 27, 38].

Remark 1. Smooth manifolds throughout are assumed to be Hausdorff, second-

countable and, consequently, paracompact and locally compact, countable at infin-

ity. It is essential that a paracompact smooth manifold admits the partition of

unity by smooth functions. Given a manifold X , its tangent and cotangent bun-

dles TX and T ∗X are endowed with bundle coordinates (xλ, ẋλ) and (xλ, ẋλ) with

respect to holonomic frames {∂λ} and {dxλ}, respectively. By Λ = (λ1 · · ·λk),

|Λ| = k, λ + Λ = (λλ1 · · ·λk), are denoted symmetric multi-indices. Summation

over a multi-index Λ means separate summation over each index λi.

Let Y → X be a fiber bundle provided with bundle coordinates (xλ, yi). An

r-order jet manifold JrY of its sections is provided with the adapted coordinates

(xλ, yi, yi
Λ)|Λ|≤r. These jet manifolds form an inverse system

Y
π

←−J1Y ← · · · Jr−1Y
πr

r−1

←−−− JrY ← · · · , (1)

where πr
r−1, r > 0, are affine bundles. Its projective limit J∞Y is defined as a

minimal set such that there exist surjections

π∞ : J∞Y → X, π∞
0 : J∞Y → Y, π∞

k : J∞Y → JkY, (2)

obeying the relations π∞
r = πk

r ◦ π∞
k for all admissible k and r < k. One can think

of elements of J∞Y as being infinite-order jets of sections of Y → X .

A set J∞Y is provided with the coarsest topology such that the surjections

π∞
r (2) are continuous. Its base consists of inverse images of open subsets of JrY ,

r = 0, . . . , under the maps π∞
r . With this topology, J∞Y is a paracompact Fréchet

(complete metrizable) manifold [17, 19, 37]. It is called the infinite-order jet mani-

fold. One can show that surjections π∞
r are open maps admitting local sections, i.e.

J∞Y → JrY are continuous bundles. A bundle coordinate atlas {UY , (xλ, yi)} of

Y → X provides J∞Y with a manifold coordinate atlas

{(π∞
0 )−1(UY ), (xλ, yi

Λ)}0≤|Λ|, y′i
λ+Λ =

∂xµ

∂x′λ
dµy′i

Λ, dλ = ∂λ +
∑

0≤|Λ|

yi
λ+Λ∂Λ

i . (3)

Theorem 2. A fiber bundle Y is a strong deformation retract of an infinite-order

jet manifold J∞Y [2, 16, 19].
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Corollary 3. By virtue of the well-known Vietoris–Begle theorem [11], there is an

isomorphism

H∗(J∞Y ; R) = H∗(Y ; R) (4)

between the cohomology of J∞Y with coefficients in the constant sheaf R and that

of Y .

The inverse sequence (1) of jet manifolds yields a direct sequence

O∗(X)
π∗

−→O∗(Y )p
π1
0
∗

−−→O∗
1 → · · ·O∗

r−1

πr
r−1

∗

−−−−→O∗
r → · · · (5)

of differential graded algebras (henceforth DGAs) O∗(X), O∗(Y ), O∗
r = O∗(JrY )

of exterior forms on X , Y and jet manifolds JrY , where πr
r−1

∗ are the pull-back

monomorphisms. Its direct limit O∗
∞ consists of all exterior forms on finite-order jet

manifolds modulo the pull-back identification. It is a DGA which inherits operations

of an exterior differential d and an exterior product ∧ of DGAs O∗
r .

Theorem 4. The cohomology H∗(O∗
∞) of the de Rham complex

0 → R → O0
∞

d
−→O1

∞
d
−→· · · (6)

of a DGA O∗
∞ equals the de Rham cohomology H∗

DR(Y ) of a fiber bundle Y [1, 9, 19].

One can think of elements of O∗
∞ as being differential forms on an infinite-order

jet manifold J∞Y as follows. Let G∗
r be a sheaf of germs of exterior forms on JrY

and G
∗

r the canonical presheaf of local sections of G∗
r . Since πr

r−1 are open maps,

there is a direct sequence of presheaves

G
∗

0

π1
0
∗

−−→G
∗

1 · · ·
πr

r−1
∗

−−−−→G
∗

r −→ · · · .

Its direct limit G
∗

∞ is a presheaf of DGAs on J∞Y . Let Q∗
∞ be a sheaf of DGAs

of germs of G
∗

∞ on J∞Y . The structure module Q∗
∞ = Γ(Q∗

∞) of global sections

of Q∗
∞ is a DGA such that, given an element φ ∈ Q∗

∞ and a point z ∈ J∞Y , there

exist an open neighborhood U of z and an exterior form φ(k) on some finite-order jet

manifold JkY so that φ|U = π∞∗
k φ(k)|U . Therefore, one can think of Q∗

∞ as being

an algebra of locally exterior forms on finite-order jet manifolds. In particular, there

is a monomorphism O∗
∞ → Q∗

∞.

A DGA O∗
∞ is split into a variational bicomplex [15–17, 19]. If Y →X is a

contractible bundle R
n+p → R

n, a variational bicomplex is exact [30, 36]. A problem

is to determine cohomology of this bicomplex in a general case. One also considers

a variational bicomplex of a DGA Q∗
∞ [2, 37]. It is essential that a paracompact

space J∞Y admits a partition of unity by elements of a ring Q0
∞ [37]. This fact

enabled one to apply the abstract de Rham theorem (Theorem A.1) in order to

obtain cohomology of a variational bicomplex Q∗
∞ [2, 37]. Then we have proved that
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cohomology of a variational bicomplex O∗
∞ equals that of a variational bicomplex

Q∗
∞ [15–17, 19, 32].

Remark 5. Let Y →X be a vector bundle. Its global section constitute a projective

C∞(X)-module of finite rank. The converse is also true by virtue of the well-known

Serre–Swan theorem, extended to an arbitrary manifold X [19, 31]. In this case, a

DGA O∗
0 of exterior forms on Y is isomorphic to the minimal Chevalley–Eilenberg

differential calculus over a real commutative ring C∞(Y ) of smooth real functions

on Y . Jet bundles JrY →X also are vector bundles. Then one can consider a

differential graded subalgebra P∗
r ⊂ O∗

r of differential forms whose coefficients are

polynomials in jet coordinates yi
Λ, 0 ≤ |Λ| ≤ r, on JrY → X . In particular, P0

r

is a C∞(X)-ring of polynomials of coordinates yi
Λ. One can associate to such a

polynomial of degree m a section of a symmetric tensor product
m
∨(JkY )∗ of the

dual of a jet bundle JkY → X , and vice versa. A DGA P∗
r is isomorphic to the

minimal Chevalley–Eilenberg differential calculus over a real ring P0
r . Accordingly,

there exists a differential graded subalgebra P∗
∞ ⊂ O∗

∞ of differential forms whose

coefficients are polynomials in jet coordinates yi
Λ, 0 ≤ |Λ|, of the continuous bundle

J∞Y →X . This property is coordinate-independent due to the linear transition

functions (3). In particular, P0
∞ is a ring of polynomials of coordinates yi

Λ, 0 ≤ |Λ|,

with coefficients in a ring C∞(X). A DGA P∗
∞ is the direct system of the above-

mentioned DGAs P0
r . It is split into a variational bicomplex. Its cohomology can

be obtained [15, 17, 19, 34].

We follow this example in order to construct a Grassmann-graded variational

bicomplex.

3. Differential Calculus Over a Graded Commutative Ring

Let us start with the differential calculus over a graded commutative ring (hence-

forth GCR) as a generalization of that over a commutative ring.

By a Grassmann gradation (or, simply, a gradation if there is no danger of

confusion) throughout is meant a Z2-gradation. Hereafter, the symbol [·] stands for

a Grassmann parity.

An additive group A is said to be graded if it is a product A = A0 ⊕A1 of two

additive subgroups A0 and A1 whose elements are called even and odd, respectively.

An algebra A is called graded if it is a graded additive group so that

[aa′] = ([a] + [a′])mod 2, a ∈ A[a], a′ ∈ A[a′].

Its even part A0 is a subalgebra of A, while the odd one A1 is an A-module. If

A is a graded ring, then [1] = 0. A graded ring A is called graded commutative if

aa′ = (−1)[a][a′]a′a.

Given a graded algebra A, an A-module Q is called graded if it is a graded

additive group such that

[aq] = [qa] = ([a] + [q])mod 2, a ∈ A, q ∈ Q.
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If A is a GCR, a graded A-module Q is usually assumed to obey the condition

qa = (−1)[a][q]aq.

In particular, a graded R-module B = B0⊕B1 is called the graded vector space.

It is said to be (n, m)-dimensional if B0 = R
n, B1 = R

m.

Let K be a commutative ring. A graded algebra A is said to be a K-algebra if

it is a K-module. For instance, it is called a real graded algebra if K = R.

Let A be a GCR. The following are standard constructions of new graded A-

modules from the old ones.

• A direct sum of graded modules is defined just as that of modules over a com-

mutative ring.

• A tensor product P ⊗ Q of graded A-modules P and Q is an additive group

generated by elements p ⊗ q, p ∈ P , q ∈ Q, obeying relations

(p + p′) ⊗ q = p ⊗ q + p′ ⊗ q, p ⊗ (q + q′) = p ⊗ q + p ⊗ q′,

ap ⊗ q = (−1)[p][a]pa ⊗ q = (−1)[p][a]p ⊗ aq, a ∈ A.

In particular, a tensor algebra ⊗P of a graded A-module P is defined as that of

a module over a commutative algebra. Its quotient ∧P with respect to an ideal

generated by elements

p ⊗ p′ + (−1)[p][p′]p′ ⊗ p, p, p′ ∈ P,

is a bigraded exterior algebra of a graded module P with respect to a graded

exterior product

p ∧ p′ = −(−1)[p][p′]p′ ∧ p.

• A morphism Φ : P → Q of graded A-modules seen as additive groups is said to

be an even (respectively, odd) morphism if Φ preserves (respectively, change) the

Grassmann parity of all graded-homogeneous elements of P and if it obeys the

relations

Φ(ap) = (−1)[Φ][a]aΦ(p), p ∈ P, a ∈ A.

A morphism Φ : P → Q of graded A-modules as additive groups is called a graded

A-module morphism if it is represented by a sum of even and odd morphisms.

A set HomA(P, Q) of graded morphisms of P to Q is naturally a graded A-

module. A graded A-module P ∗ = HomA(P,A) is called the dual of a graded

A-module P .

A real graded algebra g is called a Lie superalgebra if its product [·, ·], called

the Lie superbracket, obeys relations

[ε, ε′] = −(−1)[ε][ε
′][ε′, ε],

(−1)[ε][ε
′′][ε, [ε′, ε′′]] + (−1)[ε

′][ε][ε′, [ε′′, ε]] + (−1)[ε
′′][ε′][ε′′, [ε, ε′]] = 0.
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Obviously, an even part g0 of a Lie superalgebra g is a Lie algebra. A graded vector

space P is called a g-module if it is provided with an R-bilinear map

g × P � (ε, p) → εp ∈ P, [εp] = ([ε] + [p])mod 2,

[ε, ε′]p = (ε ◦ ε′ − (−1)[ε][ε
′]ε′ ◦ ε)p.

Let A be a real GCR. Let P and Q be graded A-modules. The real graded

module HomR(P, Q) of R-linear graded homomorphisms Φ : P → Q can be endowed

with the two graded A-module structures

(aΦ)(p) = aΦ(p), (Φ • a)(p) = Φ(ap), a ∈ A, p ∈ P,

called A- and A•-module structures, respectively. Let us put

δaΦ = aΦ − (−1)[a][Φ]Φ • a, a ∈ A.

An element ∆ ∈ HomR(P, Q) is said to be a Q-valued graded differential operator

of order s on P if δa0
◦ · · · ◦ δas

∆ = 0 for any tuple of s+1 elements a0, . . . , as of A.

In particular, zero-order graded differential operators coincide with graded A-

module morphisms P →Q. A first-order graded differential operator ∆ satisfies the

relation

δa ◦ δb ∆(p) = ab∆(p) − (−1)([b]+[∆])[a]b∆(ap) − (−1)[b][∆]a∆(bp)

+ (−1)[b][∆]+([∆]+[b])[a] = 0, a, b ∈ A, p ∈ P.

For instance, let P = A. A first-order Q-valued graded differential operator ∆

on A fulfills the condition

∆(ab) = ∆(a)b + (−1)[a][∆]a∆(b) − (−1)([b]+[a])[∆]ab∆(1), a, b ∈ A.

It is called a Q-valued graded derivation of A if ∆(1) = 0, i.e. the graded Leibniz

rule

∆(ab) = ∆(a)b + (−1)[a][∆]a∆(b), a, b ∈ A,

holds. If ∂ is a graded derivation of A, then a∂ is so for any a ∈ A. Hence, graded

derivations of A constitute a graded A-module d(A, Q), called the graded derivation

module.

If Q = A, a graded derivation module dA is also a real Lie superalgebra with

respect to a superbracket

[u, u′] = u ◦ u′ − (−1)[u][u′]u′ ◦ u, u, u′ ∈ A. (7)
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Then one can consider the Chevalley–Eilenberg complex C∗[dA;A] where a real

GCR A is regarded as an dA-module [14, 19]. It reads

0 → R
in
−→A

d
−→C1[dA;A]

d
−→· · ·Ck[dA;A]

d
−→· · · ,

Ck[dA;A] = HomR

(
k∧

dA,A

)
. (8)

Let us bring homogeneous elements of
k
∧ dA into the form

ε1 ∧ · · · εr ∧ εr+1 ∧ · · · ∧ εk, εi ∈ (dA)0, εj ∈ (dA)1.

Then an even coboundary operator d of the complex (8) is given by the expression

dc(ε1 ∧ · · · ∧ εr ∧ ε1 ∧ · · · ∧ εs)

=

r∑

i=1

(−1)i−1εic(ε1 ∧ · · · ε̂i · · · ∧ εr ∧ ε1 ∧ · · · εs)

+

s∑

j=1

(−1)rεic(ε1 ∧ · · · ∧ εr ∧ ε1 ∧ · · · ε̂j · · · ∧ εs)

+
∑

1≤i<j≤r

(−1)i+jc([εi, εj] ∧ ε1 ∧ · · · ε̂i · · · ε̂j · · · ∧ εr ∧ ε1 ∧ · · · ∧ εs)

+
∑

1≤i<j≤s

c([εi, εj ] ∧ ε1 ∧ · · · ∧ εr ∧ ε1 ∧ · · · ε̂i · · · ε̂j · · · ∧ εs)

+
∑

1≤i<r,1≤j≤s

(−1)i+r+1c([εi, εj ] ∧ ε1 ∧ · · · ε̂i · · · ∧ εr ∧ ε1 ∧ · · · ε̂j · · · ∧ εs),

(9)

where the caret ̂ denotes omission.

It is easily justified that the complex (8) contains a subcomplex O∗[dA] of A-

linear graded morphisms. It is provided with a structure of a bigraded A-algebra

with respect to a graded exterior product

φ ∧ φ′(u1, . . . , ur+s)

=
∑

i1<···<ir;j1<···<js

Sgni1···irj1···js

1···r+s φ(ui1 , . . . , uir
)φ′(uj1 , . . . , ujs

), (10)

where u1, . . . , ur+s are graded-homogeneous elements of dA and

u1 ∧ · · · ∧ ur+s = Sgni1···irj1···js

1···r+s ui1 ∧ · · · ∧ uir
∧ uj1 ∧ · · · ∧ ujs

.

The coboundary operator d (9) and the graded exterior product ∧ (10) bring O∗[dA]

into a differential bigraded algebra (henceforth DBGA) whose elements obey rela-

tions

φ ∧ φ′ = (−1)|φ||φ
′|+[φ][φ′]φ′ ∧ φ, d(φ ∧ φ′) = dφ ∧ φ′ + (−1)|φ|φ ∧ dφ′.

It is called the graded Chevalley–Eilenberg differential calculus over a real GCR A.
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In particular, we have

O1[dA] = HomA(dA,A) = dA∗. (11)

One can extend this duality relation to the graded interior product of u ∈ dA with

any element φ ∈ O∗[dA] by the rules

u�(bda) = (−1)[u][b]bu(a), a, b ∈ A,

u�(φ ∧ φ′) = (u�φ) ∧ φ′ + (−1)|φ|+[φ][u]φ ∧ (u�φ′).

As a consequence, any graded derivation u ∈ dA of A yields a derivation

Luφ = u�dφ + d(u�φ), φ ∈ O∗[dA], u ∈ dA,

Lu(φ ∧ φ′) = Lu(φ) ∧ φ′ + (−1)[u][φ]φ ∧ Lu(φ′),

called the graded Lie derivative of a DBGA O∗[dA].

Note that, if A is a commutative ring, the graded Chevalley–Eilenberg differen-

tial calculus comes to the familiar one.

The minimal graded Chevalley–Eilenberg differential calculus O∗A ⊂ O∗[dA]

over a GCR A consists of monomials a0da1 ∧ · · · ∧ dak, ai ∈ A. The corresponding

complex

0 → R → A
d
−→O1A

d
−→· · ·OkA

d
−→· · · (12)

is called the bigraded de Rham complex of a real GCR A.

4. Differential Calculus on Graded Manifolds

As was mentioned above, we follow Serre–Swan Theorem 7 below and consider a

real GCR A of graded functions on a graded manifold. Then the minimal graded

Chevalley–Eilenberg differential calculus O∗A over A is a DBGA of graded exterior

forms on this graded manifold [17, 19, 34].

A real GCR Λ is called the Grassmann algebra if it is a free ring such that

Λ = Λ0 ⊕ Λ1 = (R ⊕ (Λ1)
2) ⊕ Λ1,

i.e. a Grassmann algebra is generated by the unit element 1 and its odd elements.

Note that there is a different definition of a Grassmann algebra [25].

Hereafter, we restrict our consideration to Grassmann algebras which are finite-

dimensional vector spaces. In this case, there exists a real vector space V such that

Λ = ∧V is its exterior algebra endowed with the Grassmann gradation

Λ0 = R

⊕

k=1

2k
∧ V, Λ1 =

⊕

k=1

2k−1
∧ V. (13)
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One calls dimV the rank of a Grassmann algebra Λ. Given a basis {ci} for a vector

space V , elements of the Grassmann algebra Λ (13) take the form

a =
∑

k=0,1,...

∑

(i1···ik)

ai1···ik
ci1 · · · cik ,

where the second sum runs through all the tuples (i1 · · · ik) such that no two of

them are permutations of each other.

A graded manifold of dimension (n, m) is defined as a local-ringed space (Z, A)

whose body Z is an n-dimensional smooth manifold and whose structure sheaf

A = A0 ⊕ A1 is a sheaf of Grassmann algebras of rank m such that [5, 19]:

• there is an exact sequence of sheaves

0 → R → A
σ
→C∞

Z → 0, R = A1 + (A1)
2,

where C∞
Z is a sheaf of smooth real functions on Z;

• R/R2 is a locally free sheaf of C∞
Z -modules of finite rank (with respect to point-

wise operations), and a sheaf A is locally isomorphic to an exterior product

∧
C∞

Z

(R/R2).

Sections of a sheaf A are called graded functions on a graded manifold (Z, A).

They make up a real GCR A(Z) which is a C∞(Z)-ring, called the structure ring

of (Z, A). Let us recall the well-known Batchelor theorem [5, 19].

Theorem 6. Let (Z, A) be a graded manifold. There exists a vector bundle E → Z

with an m-dimensional typical fiber V such that the structure sheaf A of (Z, A) is

isomorphic to the structure sheaf AE = S∧E∗ of germs of sections of an exterior

bundle ∧E∗, whose typical fiber is a Grassmann algebra Λ = ∧V ∗.

Though Batchelor’s isomorphism in Theorem 6 fails to be canonical, we restrict

our consideration to graded manifolds (Z, AE), called simple graded manifolds mod-

eled over a vector bundle E → Z. Accordingly, the structure ring AE of a simple

graded manifold (Z, AE) is a module AE = ∧E∗(Z) of sections of an exterior bundle

∧E∗.

The above-mentioned Serre–Swan theorem and Theorem 6 lead to the Serre–

Swan theorem for graded manifolds [7, 19].

Theorem 7. Let Z be a smooth manifold. A C∞(Z)-GCR A is generated by some

projective C∞(Z)-module of finite rank if and only if it is isomorphic to the structure

ring A(Z) of some graded manifold (Z, A) with a body Z.

Given a simple graded manifold (Z, AE), a trivialization chart (U ; zA, ya) of a

vector bundle E → Z yields its splitting domain (U ; zA, ca). Graded functions on

it are Λ-valued functions

f =
m∑

k=0

1

k!
fa1···ak

(z)ca1 · · · cak , (14)
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where fa1···ak
(z) are smooth functions on U and {ca} is a fiber basis for E∗. One calls

{zA, ca} the local basis for a graded manifold (Z, AE) [5, 19]. Transition functions

y′a = ρa
b (zA)yb of bundle coordinates on E →Z yield the corresponding transfor-

mation c′a = ρa
b (zA)cb of the associated local basis for a graded manifold (Z, AE)

and the according coordinate transformation law of graded functions (14).

Given a graded manifold (Z, A), let dA(Z) be a graded derivation module of its

real structure ring A(Z). Its elements are called graded vector fields on a graded

manifold (Z, A). A key point is that graded vector fields u ∈ dAE on a simple

graded manifold (Z, AE) can be represented by sections of some vector bundle as

follows [17, 19]. Due to a canonical splitting VE = E × E, the vertical tangent

bundle VE of E → Z can be provided with fiber bases {∂a}, which are the duals of

bases {ca}. Then graded vector fields on a splitting domain (U ; zA, ca) of (Z, AE)

read

u = uA∂A + ua∂a, (15)

where uA, ua are local Λ-valued functions on U . In particular,

∂a ◦ ∂b = −∂b ◦ ∂a, ∂A ◦ ∂a = ∂a ◦ ∂A.

The graded derivations (15) act on graded functions f ∈ AE(U) (14) by the rule

u(fa···bc
a · · · cb) = uA∂A(fa···b)c

a · · · cb + ukfa···b∂k�(c
a · · · cb). (16)

This rule implies the corresponding coordinate transformation law

u′A = uA, u′a = ρa
j uj + uA∂A(ρa

j )cj

of graded vector fields. It follows that graded vector fields (15) can be represented

by sections of a vector bundle VE which is locally isomorphic to a vector bundle

∧E∗ ⊗Z (E ⊕Z TZ ).

Given a real GCR AE of graded functions on a graded manifold (Z, AE) and

a real Lie superalgebra dAE of its graded derivations, let us consider the graded

Chevalley–Eilenberg differential calculus

S∗[E; Z] = O∗[dAE ] (17)

over AE . Since a graded derivation module dAE is isomorphic to a module of sec-

tions of a vector bundle VE → Z, elements of S∗[E; Z] are represented by sections

of an exterior bundle ∧VE of the ∧E∗-dual VE → Z of VE which is locally isomor-

phic to a vector bundle ∧E∗ ⊗Z (E∗ ⊕Z T ∗Z). With respect to the dual fiber bases

{dzA} for T ∗Z and {dcb} for E∗, sections of VE take the coordinate form

φ = φAdzA + φadca, φ′
a = ρ−1b

a φb, φ′
A = φA + ρ−1b

a ∂A(ρa
j )φbc

j ,

φA, fa are local Λ-valued functions on U . The duality isomorphism S1[E; Z] = dA∗
E

(11) is given by a graded interior product

u�φ = uAφA + (−1)[φa]uaφa.

Elements of S∗[E; Z] are called graded exterior forms on a graded manifold (Z, AE).
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Seen as an AE-algebra, the DBGA S∗[E; Z] (17) on a splitting domain

(U ; zA, ca) is locally generated by graded one-forms dzA, dci such that

dzA ∧ dci = −dci ∧ dzA, dci ∧ dc j = dc j ∧ dci.

Accordingly, the coboundary operator d (9), called the graded exterior differential,

reads

dφ = dzA ∧ ∂Aφ + dca ∧ ∂aφ,

where derivatives ∂A, ∂a act on coefficients of graded exterior forms by the formula

(16), and they are graded commutative with graded forms dzA, dca.

Lemma 8. The DBGA S∗[E; Z] (17) is a minimal differential calculus over

AE [19].

The bigraded de Rham complex (12) of the minimal graded Chevalley–Eilenberg

differential calculus S∗[E; Z] reads

0 → R → AE
d
−→S1[E; Z]

d
−→· · · Sk[E; Z]

d
−→· · · . (18)

Its cohomology H∗(AE) is called the de Rham cohomology of a graded manifold

(Z, AE). In particular, given a DGA O∗(Z) of exterior forms on Z, there exists a

canonical monomorphism

O∗(Z) → S∗[E; Z] (19)

and a body epimorphism S∗[E; Z] → O∗(Z) which are cochain morphisms of the

de Rham complex (18) and the de Rham complex of O∗(Z). Then one can show

the following [19, 34].

Theorem 9. The de Rham cohomology of a graded manifold (Z, AE) equals the de

Rham cohomology of its body Z.

Corollary 10. Any closed graded exterior form is decomposed into a sum φ =

σ + dξ where σ is a closed exterior form on Z.

5. Grassmann-Graded Variational Bicomplex

Let X be an n-dimensional smooth manifold and Y → X a vector bundle over X .

In Remark 5, we mention a polynomial variational bicomplex of a DGA P∗
∞. The

latter is the direct limit of DGAs P∗
r where P∗

r is the minimal Chevalley–Eilenberg

differential calculus over a ring P0
r of sections of symmetric tensor products of a

vector jet bundle JrY → X .

Let (X, AE) be a simple graded manifold modeled over a vector bundle E → X .

Any jet bundle JrE →X is also a vector bundle. Then let (X,AJrE) denote a simple

graded manifold modeled over a vector bundle JrE →X . Its structure module AJrE

is a real GCR of sections of an exterior bundle ∧(JrE)∗ where (JrE)∗ denotes the

dual of JrE → X . Let S∗[JrE, X ] be the minimal Chevalley–Eilenberg differential
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calculus over a real GCR AJrE . It is a BGDA of graded exterior forms on a simple

graded manifold (X,AJrE). There is a direct system

S∗[E; X ]→S∗[J1E; X ]→· · · S∗[JrE; X ]→ · · ·

of BGDAs S∗[JrE, X ]. Its direct limit S∗
∞[E; X ] is the Grassmann-graded coun-

terpart of the above-mentioned DGA P∗
∞. A BDGA S∗

∞[E; X ] is split into a

Grassmann-graded variational bicomplex which leads to graded Lagrangian for-

malism of odd variables represented by generating elements of the structure ring

AE of a graded manifold (X, AE) [17, 19, 34].

Note that the definition of jets of these odd variables as elements of structure

rings of graded manifolds AJrE differs from that of jets of fibered-graded manifolds

[23, 29], but it reproduces the heuristic notion of jets of odd variables in Lagrangian

field theory [4, 10].

In order to formulate graded Lagrangian theory both of even and odd variables,

let us consider a composite bundle F → Y → X where F → Y is a vector bundle

provided with bundle coordinates (xλ, yi, qa). Jet manifolds JrF of F → X are also

vector bundles JrF → JrY coordinated by (xλ, yi
Λ, qa

Λ), 0 ≤ |Λ| ≤ r. Let (JrY, Ar)

(where J0Y = Y , A0 = AF ) be a simple-graded manifold modeled over such a vec-

tor bundle. Its local basis is (xλ, yi
Λ, ca

Λ), 0 ≤ |Λ| ≤ r. Let S∗
r [F ; Y ] = S∗

r [JrF ; JrY ]

denote a DBGA of graded exterior forms on a graded manifold (JrY, Ar). In par-

ticular, there is the cochain monomorphism (19):

O∗
r = O∗(JrY ) → S∗

r [F ; Y ]. (20)

A surjection πr+1
r : Jr+1Y → JrY yields an epimorphism of graded manifolds

(πr+1
r , π̂r+1

r ) : (Jr+1Y, Ar+1) → (JrY, Ar),

including a sheaf monomorphism π̂r+1
r : πr+1∗

r Ar → Ar+1, where πr+1∗
r Ar is the

pull-back onto Jr+1Y of a continuous fiber bundle Ar → JrY . This sheaf monomor-

phism induces a monomorphism of canonical presheaves Ar → Ar+1, which asso-

ciates to each open subset U ⊂ Jr+1Y a ring of sections of Ar over πr+1
r (U).

Accordingly, there is a monomorphism

πr+1∗
r : S0

r [F ; Y ] → S0
r+1[F ; Y ] (21)

of structure rings of graded functions on graded manifolds (JrY, Ar) and

(Jr+1Y, Ar+1). By virtue of Lemma 8, the differential calculus S∗
r [F ; Y ] and

S∗
r+1[F ; Y ] are minimal. Therefore, the monomorphism (21) yields a monomor-

phism of DBGAs

πr+1∗
r : S∗

r [F ; Y ] → S∗
r+1[F ; Y ]. (22)

As a consequence, we have a direct system of DBGAs

S∗[F ; Y ]
π∗

−→S∗
1 [F ; Y ] →· · · S∗

r−1[F ; Y ]
πr∗

r−1

−−−→S∗
r [F ; Y ] → · · · . (23)

Its direct limit S∗
∞[F ; Y ] consists of all graded exterior forms φ ∈ S∗[Fr; J

rY ] on

graded manifolds (JrY, Ar) modulo the monomorphisms (22).
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The cochain monomorphisms O∗
r → S∗

r [F ; Y ] (20) provide a monomorphism of

the direct system (5) to the direct system (23) and, consequently, a monomorphism

O∗
∞ → S∗

∞[F ; Y ] (24)

of their direct limits. In particular, S∗
∞[F ; Y ] is an O0

∞-algebra. Accordingly, the

body epimorphisms S∗
r [F ; Y ] → O∗

r yield an epimorphism of O0
∞-algebras

S∗
∞[F ; Y ] → O∗

∞. (25)

It is readily observed that the morphisms (24) and (25) are cochain morphisms

between the de Rham complex (6) of a DGA O∗
∞ and the de Rham complex

0 → R → S0
∞[F ; Y ]

d
−→S1

∞[F ; Y ] · · ·
d

−→Sk
∞[F ; Y ]→ · · · (26)

of a DBGA S∗
∞[F ; Y ]. Moreover, the corresponding homomorphisms of cohomology

groups of these complexes are isomorphisms as follows.

Theorem 11. There is an isomorphism

H∗(S∗
∞[F ; Y ]) = H∗

DR(Y ) (27)

of the cohomology of the de Rham complex (26) to the de Rham cohomology of Y .

Proof. The complex (26) is the direct limit of the de Rham complexes of DBGAs

S∗
r [F ; Y ]. In accordance with the well-known theorem [19, 28], the direct limit of

cohomology groups of these complexes is the cohomology of the de Rham complex

(26). By virtue of Theorem 9, cohomology of the de Rham complex of S∗
r [F ; Y ]

equals the de Rham cohomology of JrY and, consequently, that of Y , which is

the strong deformation retract of any jet manifold JrY because JkY → Jk−1Y are

affine bundles. Hence, the isomorphism (27) holds.

Corollary 12. Any closed graded form φ ∈ S∗
∞[F ; Y ] is decomposed into the sum

φ = σ + dξ where σ is a closed exterior form on Y .

One can think of elements of S∗
∞[F ; Y ] as being graded differential forms on

an infinite-order jet manifold J∞Y . Indeed, let S∗
r [F ; Y ] be a sheaf of DBGAs

on JrY and S
∗

r [F ; Y ] its canonical presheaf. Then the above-mentioned presheaf

monomorphisms Ar → Ar+1 yield a direct system of presheaves

S
∗
[F ; Y ]→ S

∗

1[F ; Y ]→ · · ·S
∗

r [F ; Y ]→ · · · ,

whose direct limit S
∗

∞[F ; Y ] is a presheaf of DBGAs on an infinite-order jet mani-

fold J∞Y . Let Q∗
∞[F ; Y ] be a sheaf of DBGAs of germs of a presheaf S

∗

∞[F ; Y ].

One can think of a pair (J∞Y, Q0
∞[F ; Y ]) as being a graded-Fréchet manifold, whose

body is an infinite-order jet manifold J∞Y and a structure sheaf Q0
∞[F ; Y ] is a sheaf

of germs of graded functions on graded manifolds (JrY, Ar). The structure module

Q∗
∞[F ; Y ] = Γ(Q∗

∞[F ; Y ]) of sections of Q∗
∞[F ; Y ] is a DBGA such that, given an

element φ ∈ Q∗
∞[F ; Y ] and a point z ∈ J∞Y , there exist an open neighborhood U
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of z and a graded exterior form φ(k) on some finite-order jet manifold JkY so that

φ|U = π∞∗
k φ(k)|U .

In particular, there is a monomorphism S∗
∞[F ; Y ]→Q∗

∞[F ; Y ]. Due to this

monomorphism, one can restrict S∗
∞[F ; Y ] to the coordinate chart (3) of J∞Y

and can say that S∗
∞[F ; Y ] as an O0

∞-algebra is locally generated by elements

(ca
Λ, dxλ, θa

Λ = dca
Λ − ca

λ+Λdxλ, θi
Λ = dyi

Λ − yi
λ+Λdxλ), 0 ≤ |Λ|,

where ca
Λ, θa

Λ are odd and dxλ, θi
Λ are even. We agree to call (yi, ca) the local

generating basis for S∗
∞[F ; Y ]. Let the collective symbol sA stand for its elements.

Accordingly, the notations sA
Λ of their jets and θA

Λ = dsA
Λ − sA

λ+Λdxλ of contact

forms are introduced. For the sake of simplicity, we further denote [A] = [sA].

A DBGA S∗
∞[F ; Y ] is decomposed into S0

∞[F ; Y ]-modules Sk,r
∞ [F ; Y ] of k-

contact and r-horizontal graded forms together with the corresponding projections

hk : S∗
∞[F ; Y ] → Sk,∗

∞ [F ; Y ], hm : S∗
∞[F ; Y ] → S∗,m

∞ [F ; Y ].

Accordingly, a graded exterior differential d on S∗
∞[F ; Y ] falls into the sum d =

dV + dH of a vertical graded differential

dV ◦ hm = hm ◦ d ◦ hm, dV (φ) = θA
Λ ∧ ∂Λ

Aφ, φ ∈ S∗
∞[F ; Y ],

and a total graded differential

dH ◦ hk = hk ◦ d ◦ hk, dH ◦ h0 = h0 ◦ d, dH(φ) = dxλ ∧ dλ(φ),

dλ = ∂λ +
∑

0≤|Λ|

sA
λ+Λ∂Λ

A.

These differentials obey the nilpotent relations

d2
H = 0, d2

V = 0, dHdV + dV dH = 0.

A DBGA S∗
∞[F ; Y ] is also provided with a graded projection endomorphism

� =
∑

k>0

1

k
� ◦ hk ◦ hn : S∗>0,n

∞ [F ; Y ] → S∗>0,n
∞ [F ; Y ],

�(φ) =
∑

0≤|Λ|

(−1)|Λ|θA ∧ [dΛ(∂Λ
A�φ)], φ ∈ S>0,n

∞ [F ; Y ],

such that � ◦ dH = 0, and with a nilpotent graded variational operator

δ = � ◦ d : S∗,n
∞ [F ; Y ] → S∗+1,n

∞ [F ; Y ].

These operators split a DBGA S∗,
∞[F ; Y ] into a Grassmann-graded variational
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bicomplex

...
...

...
...

dV � dV � dV � −δ �

0 → S1,0
∞

dH→ S1,1
∞

dH→ · · · S1,n
∞

�
→ �(S1,n

∞ ) → 0

dV � dV � dV � −δ �

0 → R → S0
∞

dH→ S0,1
∞

dH→ · · · S0,n
∞ ≡ S0,n

∞

� � �

0 → R → O0(X)
d
→ O1(X)

d
→ · · · On(X)

d
→ 0

� � �
0 0 0

(28)

We restrict our consideration to its short variational subcomplex

0 → R → S0
∞[F ; Y ]

dH−→S0,1
∞ [F ; Y ] · · ·

dH−→S0,n
∞ [F ; Y ]

δ
−→ �(S1,n

∞ [F ; Y ]) (29)

and a subcomplex of one-contact graded forms

0 → S1,0
∞ [F ; Y ]

dH−→S1,1
∞ [F ; Y ] · · ·

dH−→S1,n
∞ [F ; Y ]

�
−→ �(S1,n

∞ [F ; Y ]) → 0. (30)

Theorem 13. Cohomology of the complex (29) equals the de Rham cohomology

of Y .

Theorem 14. The complex (30) is exact.

These theorems are proved in Appendix B.

6. Graded Lagrangian Formalism

Decomposed into the variational bicomplex, a DBGA S∗
∞[F ; Y ] describes graded

Lagrangian theory on a graded manifold (Y, AF ). Its graded Lagrangian is defined

as an element

L = Lω ∈ S0,n
∞ [F ; Y ], ω = dx1 ∧ · · · ∧ dxn,

of the graded variational complex (29). Accordingly, a graded exterior form

δL = θA ∧ EAω =
∑

0≤|Λ|

(−1)|Λ|θA ∧ dΛ(∂Λ
AL)ω ∈ �(S1,n

∞ [F ; Y ]) (31)

is said to be its graded Euler–Lagrange operator. We agree to call a pair

(S0,n
∞ [F ; Y ], L) the graded Lagrangian system.

The following is a corollary of Theorems 13 and B.3 [17, 19].
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Theorem 15. Every dH-closed graded form φ ∈ S0,m<n
∞ [F ; Y ] falls into the sum

φ = h0σ + dHξ, ξ ∈ S0,m−1
∞ [F ; Y ],

where σ is a closed m-form on Y . Any δ-closed (i.e. variationally trivial ) graded

Lagrangian L ∈ S0,n
∞ [F ; Y ] is the sum

L = h0σ + dHξ, ξ ∈ S0,n−1
∞ [F ; Y ],

where σ is a closed n-form on Y .

The exactness of the complex (30) at a term S1,n
∞ [F ; Y ] results in the following

[17, 19].

Theorem 16. Given a graded Lagrangian L, there is the decomposition

dL = δL − dHΞL, Ξ ∈ Sn−1
∞ [F ; Y ], (32)

ΞL = L +
∑

s=0

θA
νs···ν1

∧ Fλνs···ν1

A ωλ, ωλ = ∂λ�ω, (33)

F νk···ν1

A = ∂νk···ν1

A L − dλFλνk···ν1

A + σνk···ν1

A , k = 1, 2, . . . ,

where local graded functions σ obey the relations σν
A = 0, σ

(νkνk−1)...ν1

A = 0.

Proof. The decomposition (33) is a straightforward consequence of the exactness

of the complex (30) at a term S1,n
∞ [F, Y ] and the fact that � is a projector. The

coordinate expression (34) results from a direct computation

−dHΞ = −dH [θAFλ
A + θA

ν Fλν
A + · · · + θA

νs···ν1
Fλνs···ν1

A

+ θA
νs+1νs···ν1

∧ F
λνs+1νs···ν1

A + · · · ] ∧ ωλ = [θAdλFλ
A + θA

ν (F ν
A + dλFλν

A )

+ · · · + θA
νs+1νs···ν1

(F
νs+1νs···ν1

A + dλF
λνs+1νs···ν1

A ) + · · · ] ∧ ω

= [θAdλFλ
A + θA

ν (∂ν
AL) + · · · + θA

νs+1νs···ν1
(∂

νs+1νs···ν1

A L) + · · · ] ∧ ω

= θA(dλFλ
A − ∂AL) ∧ ω + dL = −δL + dL.

The form ΞL (34) provides a global Lepage equivalent of a graded Lagrangian L.

Given a graded Lagrangian system (S∗
∞[F ; Y ], L), by its infinitesimal transfor-

mations are meant contact graded derivations of a real GCR S0
∞[F ; Y ]. They con-

stitute a S0
∞[F ; Y ]-module dS0

∞[F ; Y ] which is a real Lie superalgebra with respect

to the Lie superbracket (7). The following holds [17, 19].

Theorem 17. The derivation module dS0
∞[F ; Y ] is isomorphic to the S0

∞[F ; Y ]-

dual (S1
∞[F ; Y ])∗ of a module of graded one-forms S1

∞[F ; Y ]. It follows that a

DBGA S∗
∞[F ; Y ] is the minimal Chevalley–Eilenberg differential calculus over a

real GCR S0
∞[F ; Y ].
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Let ϑ�φ, ϑ ∈ dS0
∞[F ; Y ], φ ∈ S1

∞[F ; Y ], denote the corresponding interior prod-

uct. Extended to a DBGA S∗
∞[F ; Y ], it obeys the rule

ϑ�(φ ∧ σ) = (ϑ�φ) ∧ σ + (−1)|φ|+[φ][ϑ]φ ∧ (ϑ�σ), φ, σ ∈ S∗
∞[F ; Y ].

Restricted to the coordinate chart (3) of J∞Y , the algebra S∗
∞[F ; Y ] is a free

S0
∞[F ; Y ]-module generated by one-forms dxλ, θA

Λ . Due to the isomorphism stated

in Theorem 17, any graded derivation ϑ ∈ dS0
∞[F ; Y ] takes the local form

ϑ = ϑλ∂λ + ϑA∂A +
∑

0<|Λ|

ϑA
Λ∂Λ

A, (34)

where ∂Λ
A�dyB

Σ = δB
AδΛ

Σ up to permutations of multi-indices Λ and Σ. Every graded

derivation ϑ (34) yields a graded Lie derivative

Lϑφ = ϑ�dφ + d(ϑ�φ), Lϑ(φ ∧ σ) = Lϑ(φ) ∧ σ + (−1)[ϑ][φ]φ ∧ Lϑ(σ),

of a DBGA S∗
∞[F ; Y ].

A graded derivation ϑ (34) is called contact if a Lie derivative Lϑ preserves an

ideal of contact graded forms of a DBGA S∗
∞[F ; Y ]. It takes the form

ϑ = υH + υV = υλdλ +


υA∂A +

∑

|Λ|>0

dΛ(υA − sA
µ υµ)∂Λ

A


 , (35)

where υH and υV denotes the horizontal and vertical parts of ϑ [17, 19]. A glance

at the expression (35) shows that a contact graded derivation ϑ is an infinite-order

jet prolongation of its restriction

υ = υλ∂λ + υA∂A (36)

to a GCR S0[F ; Y ]. Since coefficients ϑλ and ϑi depend on jet coordinates yi
Λ,

0 < |Λ|, in general, one calls υ (36) a generalized vector field.

Theorem 18. A corollary of the decomposition (33) is that the Lie derivative

of a graded Lagrangian along any contact graded derivation (35) obeys the first

variational formula

LϑL = υV �δL + dH(h0(ϑ�ΞL)) + dV (υH�ω)L, (37)

where ΞL is the Lepage equivalent (34) of L [6, 17].

A contact graded derivation ϑ (35) is called a variational symmetry of a graded

Lagrangian L if the Lie derivative LϑL is dH -exact, i.e. LϑL = dHσ.

Lemma 19. A glance at the expression (37) shows the following: (i) A contact

graded derivation ϑ is a variational symmetry only if it is projected onto X. (ii)

Any projectable contact graded derivation is a variational symmetry of a variation-

ally trivial graded Lagrangian. (iii) A contact graded derivation ϑ is a variational

symmetry if and only if its vertical part υV (35) is well. (iv) It is a variational

symmetry if and only if a graded density υV �δL is dH-exact.
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Note that generalized symmetries of differential equations and Lagrangians of

even variables have been intensively studied [3, 26, 30].

Theorem 20. If a contact graded derivation ϑ (35) is a variational symmetry of

a graded Lagrangian L, the first variational formula (37) restricted to Ker δL leads

to the weak conservation law

0 ≈ dH(h0(ϑ�ΞL) − σ).

For the sake of brevity, the common symbol υ further stands for the generalized

graded vector field υ (36), a contact graded derivation ϑ determined by υ, and a

Lie derivative Lϑ.

A vertical contact graded derivation υ = υA∂A is said to be nilpotent if υ(υφ) =

0 for any horizontal graded form φ ∈ S0,∗
∞ [F, Y ]. It is nilpotent only if it is odd and

if and only if the equality υ(υA) = 0 holds for all υA [17].

Remark 21. For the sake of convenience, right derivations
←
υ =

←−
∂ AυA also are

considered. They act on graded functions and differential forms φ on the right by

the rules
←
υ (φ) = dφ�

←
υ +d(φ�

←
υ ),

←
υ (φ ∧ φ′) = (−1)[φ

′] ←υ (φ) ∧ φ′ + φ ∧
←
υ (φ′),

θΛA�
←−
∂ ΣB = δA

BδΣ
Λ .

7. Noether Identities

Let (S∗
∞[F ; Y ], L) be a graded Lagrangian system. Describing its Noether identities,

we follow the general analysis of Noether identities of differential operators on fiber

bundles [33].

Without a loss of generality, let a Lagrangian L be even. Its Euler–Lagrange

operator δL (31) takes its values into a graded vector bundle

VF = V ∗F ⊗
F

n∧
T ∗X → F, (38)

where V ∗F is the vertical cotangent bundle of F → X . It however is not a vector

bundle over Y . Therefore, we restrict our consideration to the case of a pull-back

composite bundle

F = Y ×
X

F 1 → Y → X, (39)

where F 1 → X is a vector bundle.

Remark 22. Let us introduce the following notation. Given the vertical tangent

bundle VE of a fiber bundle E → X , by its density-dual bundle is meant a fiber

bundle

VE = V ∗E ⊗
E

n∧
T ∗X. (40)
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If E → X is a vector bundle, we have

VE = E ×
X

E, E = E∗ ⊗
X

n∧
T ∗X,

where E is called the density-dual of E. Let E = E0 ⊕X E1 be a graded vector

bundle over X . Its graded density-dual is defined as E = E
1
⊕X E

0
. In these terms,

we treat a composite bundle F as a graded vector bundle over Y possessing only an

odd part. The density-dual VF (40) of the vertical tangent bundle VF of F → X

is VF (38). If F is the pull-back bundle (39), then

VF =

((
F

1
⊕
Y

V ∗Y

)
⊗
Y

n∧
T ∗X

)
⊕
Y

F 1 (41)

is a graded vector bundle over Y . Given a graded vector bundle E = E0 ⊕Y E1

over Y , we consider a composite bundle E → E0 → X and a DBGA

P∗
∞[E; Y ] = S∗

∞[E; E0]. (42)

Lemma 23. One can associate to any graded Lagrangian system (S∗
∞[F ; Y ], L) the

chain complex (43) whose one-boundaries vanish on Ker δL.

Proof. Let us consider the density-dual VF (41) of the vertical tangent bundle

VF → F , and let us enlarge an original algebra S∗
∞[F ; Y ] to the DBGA P∗

∞[VF ; Y ]

(42) with a local generating basis (sA, sA), [sA] = ([A] + 1)mod2. Following the

physical terminology [4, 21], we agree to call its elements sA the antifields of antifield

number Ant[sA] = 1. A DBGA P∗
∞[VF ; Y ] is endowed with a nilpotent right-graded

derivation δ =
←−
∂ AEA, where EA are the variational derivatives (31). Then we have

a chain complex

0← Im δ
δ
←− P 0,n

∞ [VF ; Y ]1
δ
←− P 0,n

∞ [VF ; Y ]2 (43)

of graded densities of antifield number ≤ 2. Its one-boundaries δΦ, Φ ∈ P 0,n
∞ [VF ;

Y ]2, by very definition, vanish on Ker δL.

Any one-cycle

Φ =
∑

0≤|Λ|

ΦA,ΛsΛAω ∈ P 0,n
∞ [VF ; Y ]1 (44)

of the complex (43) is a differential operator on a fiber bundle VF such that it

is linear on fibers of VF →F and its kernel contains the graded Euler–Lagrange

operator δL (31), i.e.

δΦ = 0,
∑

0≤|Λ|

ΦA,ΛdΛEAω = 0. (45)

These equalities are Noether identities of an Euler–Lagrange operator δL [6, 8, 33].

In particular, one-chain Φ (44) are necessarily Noether identities if they are

boundaries. Therefore, these Noether identities are called trivial. Accordingly, non-

trivial Noether identities modulo the trivial ones are associated to elements of the
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first homology H1(δ) of the complex (43). A Lagrangian L is called degenerate if

there are non-trivial Noether identities.

Non-trivial Noether identities can obey first-stage Noether identities. In order to

describe them, let us assume that the module H1(δ) is finitely generated. Namely,

there exists a graded projective C∞(X)-module C(0) ⊂ H1(δ) of finite rank possess-

ing a local basis {∆rω}:

∆rω =
∑

0≤|Λ|

∆A,Λ
r sΛAω, ∆A,Λ

r ∈ S0
∞[F ; Y ], (46)

such that any element Φ ∈ H1(δ) factorizes as

Φ =
∑

0≤|Ξ|

Φr,ΞdΞ∆rω, Φr,Ξ ∈ S0
∞[F ; Y ], (47)

through elements (46) of C(0). Thus, all non-trivial Noether identities (45) result

from Noether identities

δ∆r =
∑

0≤|Λ|

∆A,Λ
r dΛEA = 0, (48)

called the complete Noether identities.

Lemma 24. If the homology H1(δ) of the complex (43) is finitely generated in

the above-mentioned sense, this complex can be extended to the one-exact chain

complex (50) with a boundary operator whose nilpotency conditions are equivalent

to the complete Noether identities (48).

Proof. By virtue of Serre–Swan Theorem 7, a graded module C(0) is isomorphic to

a module of sections of the density-dual E0 of some graded vector bundle E0 → X .

Let us enlarge P∗
∞[VF ; Y ] to a DBGA

P
∗

∞{0} = P∗
∞

[
VF ⊕

Y
E0; Y

]
, (49)

possessing the local generating basis (sA, sA, cr) where cr are antifields of Grass-

mann parity [cr] = ([∆r] + 1)mod 2 and antifield number Ant[cr] = 2. The DBGA

(49) is provided with an odd right-graded derivation δ0 = δ +
←−
∂ r∆r which is nilpo-

tent if and only if the complete Noether identities (48) hold. Then δ0 is a boundary

operator of a chain complex

0← Im δ
δ
←P 0,n

∞ [VF ; Y ]1
δ0←P

0,n

∞ {0}2
δ0←P

0,n

∞ {0}3 (50)

of graded densities of antifield number ≤ 3. Let H∗(δ0) denote its homology. We

have H0(δ0) = H0(δ) = 0. Furthermore, any one-cycle Φ up to a boundary takes

the form (47) and, therefore, it is a δ0-boundary

Φ =
∑

0≤|Σ|

Φr,ΞdΞ∆rω = δ0




∑

0≤|Σ|

Φr,ΞcΞrω



.

Hence, H1(δ0) = 0, i.e. the complex (50) is one-exact.
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Let us consider the second homology H2(δ0) of the complex (50). Its two-chains

read

Φ = G + H =
∑

0≤|Λ|

Gr,ΛcΛrω +
∑

0≤|Λ|,|Σ|

H(A,Λ)(B,Σ)sΛAsΣBω. (51)

Its two-cycles define first-stage Noether identities

δ0Φ = 0,
∑

0≤|Λ|

Gr,ΛdΛ∆rω = −δH. (52)

Conversely, let the equality (52) hold. Then it is a cycle condition of the two-chains

(51).

The first-stage Noether identities (52) are trivial either if a two-cycle Φ (51) is

a δ0-boundary or its summand G vanishes on Ker δL. Therefore, non-trivial first-

stage Noether identities fails to exhaust the second homology H2(δ0) the complex

(50) in general.

Lemma 25. Non-trivial first-stage Noether identities modulo the trivial ones are

identified with elements of the homology H2(δ0) if and only if any δ-cycle φ ∈

P
0,n

∞ {0}2 is a δ0-boundary.

Proof. It suffices to show that, if the summand G of a two-cycle Φ (51) is δ-exact,

then Φ is a boundary. If G = δΨ, let us write

Φ = δ0Ψ + (δ − δ0)Ψ + H. (53)

Hence, the cycle condition (52) reads

δ0Φ = δ((δ − δ0)Ψ + H) = 0.

Since any δ-cycle φ ∈ P
0,n

∞ {0}2, by assumption, is δ0-exact, then (δ− δ0)Ψ + H

is a δ0-boundary. Consequently, Φ (53) is δ0-exact. Conversely, let Φ ∈ P
0,n

∞ {0}2

be a δ-cycle, i.e.

δΦ = 2Φ(A,Λ)(B,Σ)sΛAδsΣBω = 2Φ(A,Λ)(B,Σ)sΛAdΣEBω = 0.

It follows that Φ(A,Λ)(B,Σ)δsΣB = 0 for all indices (A, Λ). Omitting a δ-boundary

term, we obtain

Φ(A,Λ)(B,Σ)sΣB = G(A,Λ)(r,Ξ)dΞ∆r.

Hence, Φ takes the form Φ = G′(A,Λ)(r,Ξ)dΞ∆rsΛAω. Then there exists a three-chain

Ψ = G′(A,Λ)(r,Ξ)cΞrsΛAω such that

δ0Ψ = Φ + σ = Φ + G′′(A,Λ)(r,Ξ)dΛEAcΞrω. (54)

Owing to the equality δΦ = 0, we have δ0σ = 0. Thus, σ in the expression (54) is

δ-exact δ0-cycle. By assumption, it is δ0-exact, i.e. σ = δ0ψ. Consequently, a δ-cycle

Φ is a δ0-boundary Φ = δ0Ψ − δ0ψ.
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A degenerate Lagrangian system is called reducible if it admits non-trivial first-

stage Noether identities.

If the condition of Lemma 25 is satisfied, let us assume that non-trivial first-stage

Noether identities are finitely generated as follows. There exists a graded projective

C∞(X)-module C(1) ⊂ H2(δ0) of finite rank possessing a local basis {∆r1
ω}:

∆r1
ω =

∑

0≤|Λ|

∆r,Λ
r1

cΛrω + hr1
ω, (55)

such that any element Φ ∈ H2(δ0) factorizes as

Φ =
∑

0≤|Ξ|

Φr1,ΞdΞ∆r1
ω, Φr1,Ξ ∈ S0

∞[F ; Y ], (56)

through elements (55) of C(1). Thus, all non-trivial first-stage Noether identities

(52) result from the equalities

∑

0≤|Λ|

∆r,Λ
r1

dΛ∆r + δhr1
= 0, (57)

called the complete first-stage Noether identities.

Lemma 26. The one-exact complex (50) of a reducible Lagrangian system is

extended to the two-exact one (58) with a boundary operator whose nilpotency con-

ditions are equivalent to the complete Noether identities (48) and the complete first-

stage Noether identities (57).

Proof. By virtue of Serre–Swan Theorem 7, a graded module C(1) is isomorphic to

a module of sections of the density-dual E1 of some graded vector bundle E1 → X .

Let us enlarge the DBGA P
∗

∞{0} (49) to a DBGA

P
∗

∞{1} = P∗
∞

[
VF ⊕

Y
E0 ⊕

Y
E1; Y

]
,

possessing a local generating basis {sA, sA, cr, cr1
} where cr1

are first-stage Noether

antifields of Grassmann parity [cr1
] = ([∆r1

] + 1)mod 2 and antifield number

Ant[cr1
] = 3. This DBGA is provided with an odd right-graded derivation δ1 =

δ0 +
←−
∂ r1∆r1

, which is nilpotent if and only if the complete Noether identities (48)

and the complete first-stage Noether identities (57) hold. Then δ1 is a boundary

operator of a chain complex

0← Im δ
δ
←P0,n

∞ [VF ; Y ]1
δ0←P

0,n

∞ {0}2
δ1←P

0,n

∞ {1}3
δ1←P

0,n

∞ {1}4 (58)

of graded densities of antifield number ≤ 4. Let H∗(δ1) denote its homology. It is

readily observed that

H0(δ1) = H0(δ), H1(δ1) = H1(δ0) = 0.
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By virtue of the expression (56), any two-cycle of the complex (58) is a boundary

Φ =
∑

0≤|Ξ|

Φr1,ΞdΞ∆r1
ω = δ1




∑

0≤|Ξ|

Φr1,ΞcΞr1
ω


 .

It follows that H2(δ1) = 0, i.e. the complex (58) is two-exact.

If the third homology H3(δ1) of the complex (58) is not trivial, its elements

correspond to second-stage Noether identities which the complete first-stage ones

satisfy, and so on. Iterating the arguments, one comes to the following.

A degenerate graded Lagrangian system (S∗
∞[F ; Y ], L) is called N -stage

reducible if it admits finitely generated non-trivial N -stage Noether identities, but

no non-trivial (N + 1)-stage ones. It is characterized as follows [7, 8].

• There are graded vector bundles E0, . . . , EN over X , and a DBGA P∗
∞[VF ; Y ] is

enlarged to a DBGA

P
∗

∞{N} = P∗
∞

[
VF ⊕

Y
E0 ⊕

Y
· · · ⊕

Y
EN ; Y

]
, (59)

with the local generating basis (sA, sA, cr, cr1
, . . . , crN

) where crk
are Noether

k-stage antifields of antifield number Ant[crk
] = k + 2.

• The DBGA (59) is provided with the nilpotent right-graded derivation

δKT = δN = δ +
∑

0≤|Λ|

←−
∂ r∆A,Λ

r sΛA +
∑

1≤k≤N

←−
∂ rk∆rk

, (60)

∆rk
ω =

∑

0≤|Λ|

∆rk−1,Λ
rk

cΛrk−1
ω

+
∑

0≤|Σ|,|Ξ|

(
h(rk−2,Σ)(A,Ξ)

rk
cΣrk−2

sΞA + · · ·
)

ω ∈ P
0,n

∞ {k − 1}k+1, (61)

of antifield number −1. The index k = −1 here stands for sA. The nilpotent

derivation δKT (60) is called the Koszul–Tate operator.

• With this graded derivation, the module P
0,n

∞ {N}≤N+3 of densities of antifield

number ≤ (N + 3) is decomposed into the exact Koszul–Tate chain complex

0← Im δ
δ
←− P 0,n

∞ [VF ; Y ]1
δ0←− P

0,n

∞ {0}2
δ1←− P

0,n

∞ {1}3

· · ·
δN−1

←−−−P
0,n

∞ {N − 1}N+1
δKT←−−−P

0,n

∞ {N}N+2
δKT←−−−P

0,n

∞ {N}N+3 (62)

which satisfies the following homology regularity condition.

Condition 27. Any δk<N -cycle φ ∈ P
0,n

∞ {k}k+3 ⊂ P
0,n

∞ {k + 1}k+3 is a δk+1-

boundary.

Note that the exactness of the complex (62) means that any δk<N -cycle φ ∈

P0,n
∞ {k}k+3, is a δk+2-boundary, but not necessarily a δk+1-one.
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• The nilpotentness δ2
KT = 0 of the Koszul–Tate operator (60) is equivalent to

complete non-trivial Noether identities (48) and complete non-trivial (k ≤ N)-

stage Noether identities

∑

0≤|Λ|

∆rk−1,Λ
rk

dΛ




∑

0≤|Σ|

∆rk−2,Σ
rk−1

cΣrk−2




= −δ




∑

0≤|Σ|,|Ξ|

h(rk−2,Σ)(A,Ξ)
rk

cΣrk−2
sΞA


 . (63)

This item means the following.

Proposition 28. Any δk-cocycle Φ ∈ P 0,n
∞ {k}k+2 is a k-stage Noether identity,

and vice versa.

Proof. Any (k + 2)-chain Φ ∈ P 0,n
∞ {k}k+2 takes the form

Φ = G + H =
∑

0≤|Λ|

Grk,ΛcΛrk
ω +

∑

0≤Σ,0≤Ξ

(H(A,Ξ)(rk−1,Σ)sΞAcΣrk−1
+ · · · )ω. (64)

If it is a δk-cycle, then

∑

0≤|Λ|

Grk,ΛdΛ




∑

0≤|Σ|

∆rk−1,Σ
rk

cΣrk−1




+ δ




∑

0≤Σ,0≤Ξ

H(A,Ξ)(rk−1,Σ)sΞAcΣrk−1


 = 0 (65)

are the k-stage Noether identities. Conversely, let the condition (65) hold. Then it

can be extended to a cycle condition as follows. It is brought into the form

δk




∑

0≤|Λ|

Grk,ΛcΛrk
+

∑

0≤Σ,0≤Ξ

H(A,Ξ)(rk−1,Σ)sΞAcΣrk−1





= −
∑

0≤|Λ|

Grk,ΛdΛhrk
+

∑

0≤Σ,0≤Ξ

H(A,Ξ)(rk−1,Σ)sΞAdΣ∆rk−1
.

A glance at the expression (61) shows that a term in the right-hand side of this

equality belongs to P 0,n
∞ {k−2}k+1. It is a δk−2-cycle, then a δk−1-boundary δk−1Ψ

in accordance with Condition 27. Then the equality (65) is a cΣrk−1
-dependent part

of a cycle condition

δk




∑

0≤|Λ|

Grk,ΛcΛrk
+

∑

0≤Σ,0≤Ξ

H(A,Ξ)(rk−1,Σ)sΞAcΣrk−1
− Ψ



 = 0,

but δkΨ does not make a contribution to this condition.
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Proposition 29. Any trivial k-stage Noether identity is a δk-boundary Φ ∈

P 0,n
∞ {k}k+2.

Proof. The k-stage Noether identities (65) are trivial either if a δk-cycle Φ (64)

is a δk-boundary or its summand G vanishes on Ker δL. Let us show that, if the

summand G of Φ (64) is δ-exact, then Φ is a δk-boundary. If G = δΨ, one can write

Φ = δkΨ + (δ − δk)Ψ + H.

Hence, the δk-cycle condition reads

δkΦ = δk−1((δ − δk)Ψ + H) = 0.

By virtue of Condition 27, any δk−1-cycle φ ∈ P
0,n

∞ {k−1}k+2 is δk-exact. Then

(δ − δk)Ψ + H is a δk-boundary. Consequently, Φ (64) is δk-exact.

Note that all non-trivial k-stage Noether identities (65), by assumption, factor-

ize as

Φ =
∑

0≤|Ξ|

Φrk,ΞdΞ∆rk
ω, Φr1,Ξ ∈ S0

∞[F ; Y ],

through the complete ones (63).

It may happen that a graded Lagrangian system possesses non-trivial Noether

identities of any stage. However, we restrict our consideration to N -reducible

Lagrangian systems.

8. Second Noether Theorems

Different variants of the second Noether theorem have been suggested in order to

relate reducible Noether identities and gauge symmetries [4, 6, 18]. The inverse

second Noether Theorem 32, that we formulate in homology terms, associates to

the Koszul–Tate complex (62) of non-trivial Noether identities the cochain sequence

(71) with the ascent operator u (72) whose components are non-trivial gauge and

higher-stage gauge symmetries.

Remark 30. Let us use the following notation. Given the DBGA P
∗

∞{N} (59),

we consider a DBGA

P∗
∞{N} = P∗

∞

[
F ⊕

Y
E0 ⊕

Y
· · · ⊕

Y
EN ; Y

]
, (66)

possessing a local generating basis (sA, cr, cr1 , . . . , crN ), [crk ] = ([crk
] + 1)mod2,

and a DBGA

P ∗
∞{N} = P∗

∞

[
VF ⊕

Y
E0 ⊕ · · · ⊕

Y
EN ⊕

Y
E0 ⊕

Y
· · · ⊕

Y
EN ; Y

]
, (67)

with a local generating basis (sA, sA, cr, cr1 , . . . , crN , cr, cr1
, . . . , crN

). Following the

physical terminology, we call their elements crk the k-stage ghosts of ghost number
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gh[crk ] = k+1 and antifield number Ant[crk ] = −(k+1). A C∞(X)-module C(k) of

k-stage ghosts is the density-dual of a module C(k) of k-stage antifields. The DBGAs

P
∗

∞{N} (59) and P∗
∞{N} (66) are subalgebras of P ∗

∞{N} (67). The Koszul–Tate

operator δKT (60) is naturally extended to a graded derivation of a DBGA P ∗
∞{N}.

Remark 31. Any graded differential form φ ∈ S∗
∞[F ; Y ] and any finite tuple

(fΛ), 0 ≤ |Λ| ≤ k, of local graded functions fΛ ∈ S0
∞[F ; Y ] obey the following

relations [19]:

∑

0≤|Λ|≤k

fΛdΛφ ∧ ω =
∑

0≤|Λ|

(−1)|Λ|dΛ(fΛ)φ ∧ ω + dHσ, (68)

∑

0≤|Λ|≤k

(−1)|Λ|dΛ(fΛφ) =
∑

0≤|Λ|≤k

η(f)ΛdΛφ,

η(f)Λ =
∑

0≤|Σ|≤k−|Λ|

(−1)|Σ+Λ| (|Σ + Λ|)!

|Σ|!|Λ|!
dΣfΣ+Λ, (69)

η(η(f))Λ = fΛ. (70)

Theorem 32. Given a Koszul–Tate complex (62), the module of graded densities

P0,n
∞ {N} is decomposed into a cochain sequence

0 → S0,n
∞ [F ; Y ]

u

−→P 0,n
∞ {N}1 u

−→P 0,n
∞ {N}2 u

−→· · · , (71)

u = u + u(1) + · · · + u(N) = uA∂A + ur∂r + · · · + urN−1∂rN−1
, (72)

graded in a ghost number. Its ascent operator u (72) is an odd-graded derivation of

ghost number 1 where u (77) is a variational symmetry of a graded Lagrangian L

and the graded derivations u(k) (80), k = 1, . . . , N, obey the relations (79).

Proof. Given the Koszul–Tate operator (60), let us extend an original grade

Lagrangian L to a Lagrangian

Le = L + L1 = L +
∑

0≤k≤N

crk∆rk
ω = L + δKT




∑

0≤k≤N

crkcrk
ω


 (73)

of zero antifield number. It is readily observed that a Koszul–Tate operator δKT is

an exact symmetry of the extended Lagrangian Le ∈ P 0,n
∞ {N} (73). Since a graded

derivation δKT is vertical, it follows from the first variational formula (37) that




←
δLe

δsA

EA +
∑

0≤k≤N

←
δLe

δcrk

∆rk


ω =


υAEA +

∑

0≤k≤N

υrk
δLe

δcrk


 ω = dHσ,
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υA =

←
δLe

δsA

= uA + wA =
∑

0≤|Λ|

cr
Λη(∆A

r )Λ +
∑

1≤i≤N

∑

0≤|Λ|

cri

Λ η(
←

∂A(hri
))Λ,

υrk =

←
δLe

δcrk

= urk + wrk =
∑

0≤|Λ|

c
rk+1

Λ η(∆rk
rk+1

)Λ +
∑

k+1<i≤N

∑

0≤|Λ|

cri

Λ η(
←

∂rk(hri
))Λ.

(74)

The equality (74) is split into a set of equalities

←
δ(cr∆r)

δsA

EAω = uAEAω = dHσ0, (75)




←
δ(crk∆rk

)

δsA

EA +
∑

0≤i<k

←
δ(crk∆rk

)

δcri

∆ri


ω = dHσk, (76)

where k = 1, . . . , N . A glance at the equality (75) shows that, by virtue of the first

variational formula (37), an odd-graded derivation

u = uA ∂

∂sA
, uA =

∑

0≤|Λ|

cr
Λη(∆A

r )Λ, (77)

of P0{0} is a variational symmetry of a graded Lagrangian L. Every equality (76)

falls into a set of equalities graded by the polynomial degree in antifields. Let us

consider that of them which is linear in antifields crk−2
. We have

←
δ

δsA



crk

∑

0≤|Σ|,|Ξ|

h(rk−2,Σ)(A,Ξ)
rk

cΣrk−2
sΞA



 EAω

+

←
δ

δcrk−1



crk

∑

0≤|Σ|

∆
r′

k−1,Σ
rk

cΣr′

k−1




∑

0≤|Ξ|

∆rk−2,Ξ
rk−1

cΞrk−2
ω = dHσk.

This equality is brought into the form

∑

0≤|Ξ|

(−1)|Ξ|dΞ



crk

∑

0≤|Σ|

h(rk−2,Σ)(A,Ξ)
rk

cΣrk−2



 EAω

+ urk−1

∑

0≤|Ξ|

∆rk−2,Ξ
rk−1

cΞrk−2
ω = dHσk.

Using the relation (68), we obtain an equality
∑

0≤|Ξ|

crk

∑

0≤|Σ|

h(rk−2,Σ)(A,Ξ)
rk

cΣrk−2
dΞEAω

+ urk−1

∑

0≤|Ξ|

∆rk−2,Ξ
rk−1

cΞrk−2
ω = dHσ′

k. (78)
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A variational derivative of both its sides with respect to crk−2
leads to a relation

∑

0≤|Σ|

dΣurk−1∂Σ
rk−1

urk−2 = δ(αrk−2),

(79)
αrk−2 = −

∑

0≤|Σ|

η(h(rk−2)(A,Ξ)
rk

)ΣdΣ(crksΞA),

which an odd-graded derivation

u(k) = urk−1∂rk−1
=

∑

0≤|Λ|

crk

Λ η(∆rk−1

rk
)Λ∂rk−1

, k = 1, . . . , N, (80)

satisfies. Graded derivations u (77) and u(k) (80) are assembled into the ascent

operator u (72) of the cochain sequence (71).

A glance at the expression (77) shows that a variational symmetry u is a linear

differential operator on a C∞(X)-module C(0) of ghosts. Therefore, it is a gauge

symmetry of a graded Lagrangian L which is associated to the complete Noether

identities (48) [18, 19]. This association is unique due to the following direct second

Noether theorem.

Theorem 33. A variational derivative of the equality (75) with respect to ghosts

cr leads to the equality

δr(u
AEAω) =

∑

0≤|Λ|

(−1)|Λ|dΛ(η(∆A
r )ΛEA) =

∑

0≤|Λ|

(−1)|Λ|η(η(∆A
r ))ΛdΛEA = 0,

which reproduces the complete Noether identities (48) by means of the relation (70).

Moreover, the gauge symmetry u (77) is complete in the following sense. Let

∑

0≤|Ξ|

CRGr,Ξ
R dΞ∆rω

be some projective C∞(X)-module of finite rank of non-trivial Noether identities

(47) parametrized by the corresponding ghosts CR. We have the equalities

0 =
∑

0≤|Ξ|

CRGr,Ξ
R dΞ




∑

0≤|Λ|

∆A,Λ
r dΛEA


 ω

=
∑

0≤|Λ|




∑

0≤|Ξ|

η(Gr
R)ΞCR

Ξ


∆A,Λ

r dΛEAω + dH(σ)

=
∑

0≤|Λ|

(−1)|Λ|dΛ


∆A,Λ

r

∑

0≤|Ξ|

η(Gr
R)ΞCR

Ξ


 EAω + dHσ
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=
∑

0≤|Λ|

η(∆A
r )ΛdΛ




∑

0≤|Ξ|

η(Gr
R)ΞCR

Ξ


 EAω + dHσ

=
∑

0≤|Λ|

uA,Λ
r dΛ




∑

0≤|Ξ|

η(Gr
R)ΞCR

Ξ


 EAω + dHσ.

It follows that a graded derivation

dΛ




∑

0≤|Ξ|

η(Gr
R)ΞCR

Ξ


uA,Λ

r ∂A

is a variational symmetry of a graded Lagrangian L and, consequently, its gauge

symmetry parametrized by ghosts CR. It factorizes through the gauge symmetry

(77) by putting ghosts

cr =
∑

0≤|Ξ|

η(Gr
R)ΞCR

Ξ .

Turn now to the relation (79). For k = 1, it takes the form
∑

0≤|Σ|

dΣur∂Σ
r uA = δ(αA)

of a first-stage gauge symmetry condition on Ker δL which the non-trivial gauge

symmetry u (77) satisfies. Therefore, one can treat an odd-graded derivation

u(1) = ur ∂

∂cr
, ur =

∑

0≤|Λ|

cr1

Λ η(∆r
r1

)Λ,

as a first-stage gauge symmetry associated to the complete first-stage Noether

identities

∑

0≤|Λ|

∆r,Λ
r1

dΛ




∑

0≤|Σ|

∆A,Σ
r sΣA


 = −δ




∑

0≤|Σ|,|Ξ|

h(B,Σ)(A,Ξ)
r1

sΣBsΞA


 .

Iterating the arguments, one comes to the relation (79) which provides a k-stage

gauge symmetry condition, associated to the complete k-stage Noether identities

(63).

Theorem 34. Conversely, given the k-stage gauge symmetry condition (79), a

variational derivative of the equality (78) with respect to ghosts crk leads to an

equality, reproducing the k-stage Noether identities (63) by means of the relations

(69) and (70).

This is a higher-stage extension of the direct second Noether theorem to

reducible gauge symmetries. The odd-graded derivation u(k) (80) is called the
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k-stage gauge symmetry. It is complete as follows. Let
∑

0≤|Ξ|

CRkGrk,Ξ
Rk

dΞ∆rk
ω

be a projective C∞(X)-module of finite rank of non-trivial k-stage Noether iden-

tities (47) factorizing through the complete ones (63) and parametrized by the

corresponding ghosts CRk . One can show that it defines a k-stage gauge symmetry

factorizing through u(k) (80) by putting k-stage ghosts

crk =
∑

0≤|Ξ|

η(Grk

Rk
)ΞCRk

Ξ .

The odd-graded derivation u(k) (80) is said to be the complete non-trivial k-

stage gauge symmetry of a Lagrangian L. Thus, components of the ascent operator

u (72) are complete non-trivial gauge and higher-stage gauge symmetries.

Appendix A

We quote the following generalization of the abstract de Rham theorem [24]. Let

0→S
h
−→S0

h0

−→S1
h1

−→· · ·
hp−1

−−−→Sp
hp

−→Sp+1, p > 1,

be an exact sequence of sheaves of Abelian groups over a paracompact topological

space Z, where the sheaves Sq, 0 ≤ q < p, are acyclic, and let

0 → Γ(Z, S)
h∗−→Γ(Z, S0)

h0
∗−→Γ(Z, S1)

h1
∗−→· · ·

hp−1
∗−−−→Γ(Z, Sp)

hp
∗−→Γ(Z, Sp+1) (A.1)

be the corresponding cochain complex of sections of these sheaves.

Theorem A.1. The q-cohomology groups of the cochain complex (A.1) for 0 ≤

q ≤ p are isomorphic to the cohomology groups Hq(Z, S) of Z with coefficients in

the sheaf S [16, 37].

Appendix B

The proof of Theorems 13 and 14 falls into the following three steps [17, 19, 34].

(I) We start with showing that the complexes (29) and (30) are locally exact.

Lemma B.1. If Y = R
n+k → R

n, the complex (29) is acyclic.

Proof. Referring to [4] for the proof, we summarize a few formulas. Any horizontal

graded form φ ∈ S0,∗
∞ [F ; Y ] admits a decomposition

φ = φ0 + φ̃, φ̃ =

∫ 1

0

dλ

λ

∑

0≤|Λ|

sA
Λ∂Λ

Aφ, (B.1)

where φ0 is an exterior form on R
n+k. Let φ ∈ S0,m<n

∞ [F ; Y ] be dH -closed. Then

its component φ0 (B.1) is an exact exterior form on R
n+k and φ̃ = dHξ, where ξ is
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given by the following expressions. Let us introduce an operator

D+ν φ̃ =

∫ 1

0

dλ

λ

∑

0≤k

kδν
(µ1

δα1

µ2
· · · δ

αk−1

µk) λsA
(α1···αk−1)∂

µ1···µk

A φ̃(xµ, λsA
Λ , dxµ).

The relation [D+ν , dµ]φ̃ = δν
µφ̃ holds, and it leads to a desired expression

ξ =
∑

k=0

(n − m − 1)!

(n − m + k)!
D+νPk∂ν�φ̃,

P0 = 1, Pk = dν1
· · · dνk

D+ν1 · · ·D+νk .

(B.2)

Now let φ ∈ S0,n
∞ [F ; Y ] be a graded density such that δφ = 0. Then its compo-

nent φ0 (B.1) is an exact n-form on R
n+k and φ̃ = dHξ, where ξ is given by the

expression

ξ =
∑

|Λ|≥0

∑

Σ+Ξ=Λ

(−1)|Σ|sA
ΞdΣ∂µ+Λ

A φ̃ωµ. (B.3)

We also quote the homotopy operator (5.107) in [30] which leads to the expression

ξ =

∫ 1

0

I(φ)(xµ, λsA
Λ , dxµ)

dλ

λ
,

I(φ) =
∑

|Λ|,µ

Λµ + 1

n − m + |Λ| + 1
dΛ




∑

|Ξ|

(−1)Ξ
(µ + Λ + Ξ)!

(µ + Λ)!Ξ!
sAdΞ∂µ+Λ+Ξ

A (∂µ�φ)



,

(B.4)

where Λ! = Λµ1
! · · ·Λµn

!, and Λµ denotes a number of occurrences of the index µ in

Λ [30]. The graded forms (B.3) and (B.4) differ in a dH -exact graded form.

Lemma B.2. If Y = R
n+k → R

n, the complex (30) is exact.

Proof. The fact that a dH -closed graded form φ ∈ S1,m<n
∞ [F ; Y ] is dH -exact is

derived from Lemma B.1 as follows. We write

φ =
∑

φΛ
A ∧ θA

Λ , (B.5)

where φΛ
A ∈ S0,m

∞ [F ; Y ] are horizontal graded m-forms. Let us introduce additional

variables sA
Λ of the same Grassmann parity as sA

Λ . Then one can associate to each

graded (1, m)-form φ (B.5) a unique horizontal graded m-form

φ =
∑

φΛ
AsA

Λ , (B.6)

whose coefficients are linear in variables sA
Λ , and vice versa. Let us put a modified

total differential

d̄H = dH + dxλ ∧
∑

0<|Λ|

sA
λ+Λ∂

Λ

A,
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acting on graded forms (B.6), where ∂
Λ

A is the dual of d sA
Λ . Comparing the equalities

d̄HsA
Λ = dxλsA

λ+Λ, dHθA
λ = dxλ ∧ θA

λ+Λ,

one can easily justify that dHφ = dHφ. Let the graded (1, m)-form φ (B.5) be dH -

closed. Then the associated horizontal graded m-form φ (B.6) is d̄H -closed and, by

virtue of Lemma B.1, it is d̄H -exact, i.e. φ = d̄Hξ, where ξ is a horizontal graded

(m − 1)-form given by the expression (B.2) depending on additional variables sA
Λ .

A glance at this expression shows that, since φ is linear in variables sA
Λ , so is

ξ =
∑

ξΛ
AsA

Λ . It follows that φ = dHξ where ξ =
∑

ξΛ
A ∧ θA

Λ . It remains to prove the

exactness of the complex (30) at the last term �(S1,n
∞ [F ; Y ]). If

�(σ) =
∑

0≤|Λ|

(−1)|Λ|θA ∧ [dΛ(∂Λ
A�σ)] =

∑

0≤|Λ|

(−1)|Λ|θA ∧ [dΛσΛ
A]ω = 0, σ ∈ S1,n

∞ ,

a direct computation gives

σ = dHξ, ξ = −
∑

0≤|Λ|

∑

Σ+Ξ=Λ

(−1)|Σ|θA
Ξ ∧ dΣσµ+Λ

A ωµ.

(II) Let us now prove Theorems 13 and 14 for a DBGA Q∗
∞[F ; Y ]. Similarly

to S∗
∞[F ; Y ], the sheaf Q∗

∞[F ; Y ] and a DBGA Q∗
∞[F ; Y ] are decomposed into

Grassmann-graded variational bicomplexes. We consider their subcomplexes

0 → R → Q0
∞[F ; Y ]

dH−→Q0,1
∞ [F ; Y ]

dH−→

· · ·
dH−→Q0,n

∞ [F ; Y ]
δ
−→ �(Q1,n

∞ [F ; Y ]), (B.7)

0 → Q1,0
∞ [F ; Y ]

dH−→Q1,1
∞ [F ; Y ]

dH−→

· · ·
dH−→Q1,n

∞ [F ; Y ]
�
−→ �(Q1,n

∞ [F ; Y ]) → 0, (B.8)

0 → R → Q0
∞[F ; Y ]

dH−→Q0,1
∞ [F ; Y ]

dH−→

· · ·
dH−→Q0,n

∞ [F ; Y ]
δ
−→Γ(�(Q1,n

∞ [F ; Y ])), (B.9)

0 → Q1,0
∞ [F ; Y ]

dH−→Q1,1
∞ [F ; Y ]

dH−→

· · ·
dH−→Q1,n

∞ [F ; Y ]
�
−→Γ(�(Q1,n

∞ [F ; Y ])) → 0. (B.10)

By virtue of Lemmas B.1 and B.2, the complexes (B.7) and (B.8) are acyclic.

The terms Q∗,∗
∞ [F ; Y ] of the complexes (B.7) and (B.8) are sheaves of Q0

∞[F ; Y ]-

modules. Since J∞Y admits the partition of unity just by elements of Q0
∞[F ; Y ],

these sheaves are fine and, consequently, acyclic. By virtue of abstract de Rham

Theorem A.1, cohomology of the complex (B.9) equals the cohomology of J∞Y with

coefficients in the constant sheaf R and, consequently, the de Rham cohomology of

Y in accordance with the isomorphisms (4). Similarly, the complex (B.10) is proved

to be exact.
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Due to monomorphisms O∗
∞ → S∗

∞[F ; Y ] → Q∗
∞[F ; Y ] this proof gives some-

thing more.

Theorem B.3. Every dH-closed graded form φ ∈ Q0,m<n
∞ [F ; Y ] falls into the sum

φ = h0σ + dHξ, ξ ∈ Q0,m−1
∞ [F ; Y ], (B.11)

where σ is a closed m-form on Y . Any δ-closed φ ∈ Q0,n
∞ [F ; Y ] is the sum

φ = h0σ + dHξ, ξ ∈ Q0,n−1
∞ [F ; Y ], (B.12)

where σ is a closed n-form on Y .

(III) It remains to prove that cohomology of the complexes (29) and (30) equals

that of the complexes (B.9) and (B.10).

Let the common symbol D stand for dH and δ. Bearing in mind the decompo-

sitions (B.11) and (B.12), it suffices to show that, if an element φ ∈ S∗
∞[F ; Y ] is

D-exact in an algebra Q∗
∞[F ; Y ], then it is so in an algebra S∗

∞[F ; Y ].

Lemma B.1 states that, if Y is a contractible bundle and a D-exact graded form

φ on J∞Y is of finite jet order [φ] (i.e. φ ∈ S∗
∞[F ; Y ]), there exists a graded form

ϕ ∈ S∗
∞[F ; Y ] on J∞Y such that φ = Dϕ. Moreover, a glance at the expressions

(B.2) and (B.3) shows that a jet order [ϕ] of ϕ is bounded by an integer N([φ]),

depending only on a jet order of φ. Let us call this fact the finite exactness of an

operator D. Lemma B.1 shows that the finite exactness takes place on J∞Y |U over

any domain U ⊂ Y . Let us prove the following.

Lemma B.4. Given a family {Uα} of disjoint open subsets of Y, let us suppose that

the finite exactness takes place on J∞Y |Uα
over every subset Uα from this family.

Then, it is true on J∞Y over the union ∪αUα of these subsets.

Proof. Let φ ∈ S∗
∞[F ; Y ] be a D-exact graded form on J∞Y . The finite exactness

on (π∞
0 )−1(∪Uα) holds since φ = Dϕα on every (π∞

0 )−1(Uα) and [ϕα] < N([φ]).

Lemma B.5. Suppose that the finite exactness of an operator D takes place on

J∞Y over open subsets U, V of Y and their non-empty overlap U ∩ V . Then, it is

also true on J∞Y |U∪V .

Proof. Let φ = Dϕ ∈ S∗
∞[F ; Y ] be a D-exact form on J∞Y . By assumption, it

can be brought into the form DϕU on (π∞
0 )−1(U) and DϕV on (π∞

0 )−1(V ), where

ϕU and ϕV are graded forms of bounded jet order. Let us consider their difference

ϕU − ϕV on (π∞
0 )−1(U ∩ V ). It is a D-exact graded form of bounded jet order

[ϕU − ϕV ] < N([φ]) which, by assumption, can be written as ϕU − ϕV = Dσ

where σ is also of bounded jet order [σ] < N(N([φ])). Lemma B.6 below shows

that σ = σU + σV where σU and σV are graded forms of bounded jet order on
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(π∞
0 )−1(U) and (π∞

0 )−1(V ), respectively. Then, putting

ϕ′|U = ϕU − DσU , ϕ′|V = ϕV + DσV ,

we have a graded form φ, equal to Dϕ′
U on (π∞

0 )−1(U) and Dϕ′
V on (π∞

0 )−1(V ),

respectively. Since the difference ϕ′
U − ϕ′

V on (π∞
0 )−1(U ∩ V ) vanishes, we obtain

φ = Dϕ′ on (π∞
0 )−1(U ∪ V ) where

ϕ′ =

{
ϕ′|U = ϕ′

U ,

ϕ′|V = ϕ′
V

is of bounded jet order [ϕ′] < N(N([φ])).

Lemma B.6. Let U and V be open subsets of a bundle Y and σ ∈ G∗
∞ a graded

form of bounded jet order on (π∞
0 )−1(U ∩ V ) ⊂ J∞Y . Then, σ is decomposed into

a sum σU +σV of graded forms σU and σV of bounded jet order on (π∞
0 )−1(U) and

(π∞
0 )−1(V ), respectively.

Proof. By taking a smooth partition of unity on U ∪ V subordinate to a cover

{U, V } and passing to a function with support in V , one gets a smooth real function

f on U ∪ V which equals 0 on a neighborhood of U\V and 1 on a neighborhood of

V \U in U ∪ V . Let (π∞
0 )∗f be the pull-back of f onto (π∞

0 )−1(U ∪ V ). A graded

form ((π∞
0 )∗f)σ equals 0 on a neighborhood of (π∞

0 )−1(U) and, therefore, can be

extended by 0 to (π∞
0 )−1(U). Let us denote it as σU . Accordingly, a graded form

(1 − (π∞
0 )∗f)σ has an extension σV by 0 to (π∞

0 )−1(V ). Then, σ = σU + σV is

a desired decomposition because σU and σV are of the jet order which does not

exceed that of σ.

To prove the finite exactness of D on J∞Y , it remains to choose an appropriate

cover of Y . A smooth manifold Y admits a countable cover {Uξ} by domains Uξ,

ξ ∈ N, and its refinement {Uij}, where j ∈ N and i runs through a finite set, such

that Uij ∩ Uik = ∅, j �= k [22]. Then Y has a finite cover {Ui = ∪jUij}. Since the

finite exactness of an operator D takes place over any domain Uξ, it also holds over

any member Uij of the refinement {Uij} of {Uξ} and, in accordance with Lemma

B.4, over any member of a finite cover {Ui} of Y . Then by virtue of Lemma B.5,

the finite exactness of D takes place on J∞Y over Y .

Similarly, one can show that, restricted to Sk,n
∞ [F ; Y ], the operator � remains

exact.
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