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Graphical Analysis
of Item Response Theory Residuals
Larry H. Ludlow
Boston College

A graphical comparison of empirical versus simu-
lated residual variation is presented as one way to as-
sess the goodness of fit of an item response theory
model. The two forms of residual variation were gen-
erated through the separate calibration of empirical
data and data "tailored" to fit the model, given the
empirical parameter estimates. A variety of techniques
illustrate the utility of using tailored residuals as a
specific baseline against which empirical residuals may
be understood.

This paper presents an analytic method for iso-

lating and identifying departures from the fit of an
item response theory (IRT) model. The specific
techniques employed focus on the graphical com-
parison of empirical residual variation to baseline
residual variation. The baseline variation is the re-

sult of data generated to fit the model, given the
empirical parameter estimates. The baseline resid-
uals thus serve as the reference background for
interpreting the empirical residuals. Although the
Rasch model is applied in this paper, the principles
that are discussed and illustrated hold for the re-

sidual analysis of any IRT model.

The Model

The Rasch model has been developed for a wide

range of testing conditions (e.g., Andrich, 1978;
Embretson, 1984; Fischer, 1973; Masters, 1982;
Rasch, 1960; Whitely, 1980). Masters and Wright
(1984) brought together the fundamental structure
incorporated by five of the more frequently applied
models. The rating scale model (Andrich, 1978)
employed in the present application takes the form

where ’IT nix is the probability of observing the score
x (x = 0, 1, ... , m),

~3n is the performance parameter for per-
son n (n = 1,2, ... , N), 9

bi is the difficulty parameter for item i

(i = 1, , ... , L), and

-rj is the difficulty parameter for the j =

1,2, ... , m category thresholds.

Several Rasch model parameter estimation tech-

niques have been proposed (e.g., Wright & Mas-

ters, 1982). Regardless of the technique, the min-

imally sufficient statistics for the rating scale model
are simply the person, item, and category total
scores. Once r3n, bi, and rj are estimated, they are
used to compute the expected response for every
person on each item. These expected responses are
compared to the observed responses; their differ-
ence is a residual.

Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227.  

May be reproduced with no cost by students and faculty for academic use.  Non-academic reproduction  

requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ 



218

Under the model, the expected response for a
person taking any item is

The expected responses have variance

Estimated residuals may be expressed in standard
form as

These residuals have an expected value of 0 and a
variance of 1.

Graphical Residual Analysis

The statistical literature provides extensive dis-
cussion of the graphical representation and analysis
of residual variation. For example, Anscombe and

Tukey (1963), Barnett and Lewis (1978), Draper
and Smith (1981), and Cook and Weisberg (1982)
offered many practical reference patterns, analytic
strategies, and techniques for plotting and inter-

preting residuals. An analogous methodology has
not firmly established itself in the IRT literature.
There is not, for example, any discussion of graph-
ical methods of residual analysis in Lord and Nov-
ick (1968), Lord (1980), Hulin, Drasgow, and Par-
sons (1983), Wainer and Messick (1983), or Weiss

(1983).
Techniques for the graphical analysis of IRT re-

siduals have demonstrated their diagnostic utility
(Hambleton & Murray, 1983; Mead, 1975; Wright
& Masters, 1982; Wright & Stone, 1979). An ap-
preciation of the utility of graphical techniques in
general, however, has been lacking. This is due,
in part, to the lack of a technology and rationale
for obtaining baseline, boundary-defining patterns
of expected residual variation. Baseline patterns
representing expected residual variation are essen-
tial in a graphical analysis, because expected or
unexpected patterns formed by a scatter of points
are not always evident. Hahn and Shapiro (1967,
Chap. 8) and Daniel and Wood (1980, Chap. 3),
for example, demonstrated how probability and cu-

mulative distribution plots of randomly generated
normal deviates can vary drastically from one sim-
ulation to the next. Furthermore, not only are

graphical analyses subject to different interpreta-
tions by different individuals, but an individual’s
response may differ from occasion to occasion (Collet
& Lewis, 1976). Graphical residual analyses, con-
sequently, require the generation of baseline con-
figurations against which the plot of interest may
be compared and interpreted.
At present, graphical IRT residual analysis re-

search concentrates on two approaches to gener-
ating data and baseline patterns. In the first, pa-
rameters are sampled from hypothetical distributions.
Data are then generated to fit the model, given these
parameters. This method is useful for exploring the
effect of test and model characteristics upon the

distribution of residuals. A series of simulation

studies by Ludlow (1983) illustrated some struc-
tural patterns to expect from Rasch model residuals
under a variety of hypothesized testing conditions.
The second approach begins with the calibration

of empirical data. If the empirical estimates are
accurate, then the residuals should form predictable
patterns. To determine how those patterns should

appear, however, data known or &dquo;tailored&dquo; to fit

the model must be generated. This is accomplished
by employing the empirical estimates as data gen-
erating parameters. The calibration of these tailored
data yields residual variation known to fit the model.

Residuals produced by the tailored method pro-
vide the relevant framework for revealing devia-
tions from the model in the empirical data. If the

empirical data fit the model, the empirical and tai-
lored data should yield residuals which behave sim-
ilarly. The hypothetical simulations establish the
broad background for what is possible. The tailored
simulations focus on the empirical data and define
its particular baseline.

Since each tailored simulation is one &dquo;what if&dquo;

event, it is necessary to replicate simulations in
order to minimize capitalizing on the chance gen-
eration of atypical data. The replication issue is

problematic, as it requires determination of both
the number of tailored analyses to perform, and
how the multiple analyses are to be compared to
one another. Experience suggests that three to five
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sets of tailored analyses may prove sufficient for
uncovering major irregularities.

Application

The data are from the administration of an in-

strument constructed to measure attitudes toward

blindness (Courington, Lambert, Ludlow, Wright,
& Becker, 1983). There were L = 19 items, N
= 222 persons, and M = 4 response categories.
The items were scored: Strongly Agree = 3,
Agree = 2, Disagree = 1, Strongly Disagree = 0
(i.e., the higher the score, the more positive the
attitude). Three interviewers collected the data from
blind patients scheduled to participate in a reha-
bilitation program at the United States Veterans

Administration Hines Hospital, Hines, Illinois.
Table 1 contains the empirical results, listed in

their calibration order. &dquo;Value&dquo; is the item cali-

bration, &dquo;SE&dquo; is the standard error of estimate, and
&dquo;Fit&dquo; is a goodness of fit statistic computed from
the vector of standardized residuals (Wright &
Masters, 1982). It may be represented as the nor-
mal (cube root) transformation of a weighted mean
square,

where the weighted mean square is

The expected value of Vi is 1 and its expected
variance is

where Cn~ is the kurtosis of Xlli.
In the present application, a positive residual

indicates a response more favorable than expected
under the model. A negative residual indicates a

response more unfavorable than expected. A pos-
itive fit statistic results from any combination of

such inconsistent, unexpected responses. A nega-
tive fit statistic, however, results from residual var-
iation that is less than that expected under the model.
For these data, a negative fit means that an item
did not provoke many Strongly Agree or Strongly
Disagree responses.

Given the results in Table 1, only a respondent
with a very positive attitude would be expected to

strongly agree with the statement &dquo;Being blind is
an asset to marriage&dquo;. Only a respondent with a
very negative attitude would be expected to strongly

Table 1

Rating Scale Model Calibration Results
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disagree with the statement &dquo;A blind person can

raise a normal child&dquo;. The threshold estimates

(Ti = -2.53, T2 = -0.17, T3 = 2.70) indicate that
most responses were recorded as Agree or Dis-

agree. Overall, the item and threshold orders are
sensible and conform to the intent of the instru-

ment. The positive fit statistics, however, indicate
the presence of numerous responses inconsistent

with the model.

The following residual analysis used three tai-
lored simulations. Each simulation, starting from
the same empirical estimates, generated data to fit
the model for 222 patients responding to 19 ques-
tions with four choice options. Each of the simu-
lations was calibrated separately, residuals ana-

lyzed, results compared to the empirical results,
and then compared to one another. The results from
one simulation, as opposed to all three intermin-

gled, are presented.

Probability Distributions

This analysis begins with the observation that a
N x L matrix of residuals may be analyzed from
virtually an infinite variety of perspectives. Never-
theless, one reasonable first step is to simply assess
the distributional properties of the residuals. Under
the model, the standardized residuals are assumed

N(0,1). Thus, a comparison of empirical and tai-
lored residual normal probability plots may high-
light gross distributional differences.

Separate normal probability plots (Blom, 1958)
were constructed and compared. They appeared to
show a greater than expected concentration of large
negative empirical residuals. In order to form a
clearer impression of the differences, a quantile-
quantile (Q-Q) plot of the ordered empirical and
tailored residuals was constructed (Chambers,
Cleveland, Kleiner, & Tukey, 1983). If the distri-
butions had been identical, then an identity line
would have resulted. That was not the case. There

was a heavier concentration of large negative em-
pirical residuals. Finally, since the Q-Q represen-
tation of the differences was rather coarse for 4,218
residuals, a Tukey sum-difference graph was con-
structed (Cleveland, 1985).

In Figure 1, the abscissa represents the sum of
each ordered pair of empirical and tailored resid-
uals. The ordinate represents the difference be-
tween the residuals in each pair. Each point rep-
resents 1/100th of the total distribution, hence the
smooth graph. If the two sets of residuals had the
same distribution, the resulting pattern of variation
would fluctuate slightly around the ordinate posi-
tion of zero. However, a striking pattern emerges.

Beginning in the lower left section, there are too
many large negative empirical residuals. The pat-
tern rises and peaks, reflecting too few small neg-
ative residuals. It then drops, reflecting too few
small positive residuals. The pattern then flattens
somewhat, except at the extreme right where there
is a tendency for some of the largest positive em-
pirical residuals to be greater than their tailored
counterparts. These distributional analyses suggest
that particular attention should be focused on the
large negative residuals.

ensity Differences

Figure 2 reveals the density of the empirical re-
siduals when plotted against the item calibrations.
The figure represents a theme called a &dquo;graphic
rational pattern&dquo; or GRP (Bachi, 1968). Each box
contains GRP squares that represent the precise
number of residuals found within the enclosed area.

Although the practical construction of this repre-
sentation is relatively complex, it offers a simple
interpretation: The darker the box, the denser the
pattern.
As expected under the model, the density is

greatest near the ordinate position of zero. Any two
columns, however, may not be directly compara-
ble, because some columns represent the residuals
from a single item while others represent the re-
siduals from two items with similar difficulty es-
timates. Nevertheless, the outline of a structural
skewness can be seen (from the lower left to the

upper right). This structural skew necessarily re-
sults when item estimates become increasingly ex-
treme and some people continue to respond un-
expectedly. The range in estimates is relatively
narrow, else the skew could have been more pro-
nounced. The point here is that this pattern is ex-
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Figure 1
A Tukey Sum-Difference Plot of the Ordered Pairs
of Empirical and Tailored Standardized Residuals

pected to occur. The problem is to define a relevant
baseline against which this pattern may be inter-

preted.
A companion plot was constructed for the tai-

lored residuals. Instead of visually comparing the
two plots, it is simpler to create a density difference
plot (Chambers et al., 1983). Figure 3 shows where
the empirical density is greater than the tailored

density. The area of interest lies in the lower left
section. This area indicates that an unexpected
number of surprising Strongly Disagree responses
occurred for items which had seemed likely to pro-
voke Agree responses.

The empirical and tailored residuals were next
plotted against the patient attitude estimates. The

density difference plot (not shown) revealed that

the large negative residuals in Figures 2 and 3 were
from midrange-attitude patients. Like the previous
figures, a structural skew was observed, but it was
in the opposite direction.

Test Characteristic Differences

Figure 4 presents, in item sequence order, mod-
ified box-plots (the box enclosing the interquartile
range has been eliminated and the median is rep-
resented by a dot; Tufte, 1983) of the tailored re-
siduals and those empirical residuals outside the
tailored range ( *&dquo;). The lower left half of the

figure reveals that an unexpected number of sur-
prising Strongly Disagree responses occurred within
the first section of the instrument.
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Figure 2
Density of the Empirical Standardized Residuals
Distributed Across the Item Difficulty Estimates

(Each GRP Unit Within the Boxes Represents Either 1, 10, or 100 Residuals)

Up to this point, the analyses have isolated a
group of midrange-attitude patients who provided
unexpected Strongly Disagree responses on some
of the first and easiest items. This situation sug-

gested that a &dquo;start-up&dquo; effect influenced the mea-
surement process. It is a common practice to pre-
sent participants with a few trial items. None were
included on this instrument. This observation raised

a question about whether the surprising responses
were due to the patients’ unfamiliarity with the
response instructions or to inconsistent judgments
exercised by interviewers in recording responses.

Discussions with interviewers revealed that many

patients did not initially use the suggested labels.

Interviewers admitted that subjective decisions for

coding those responses occurred and rested on sec-
ondary cues and hypothesized patient response styles.
The interviewers claimed that they were eventually
able to interpret each patient’s response style, but
each interviewer handled the interpretive problem
in an idiosyncratic fashion. In fact, the interviewers

generally adopted one of two recording strategies:
conservative (primarily Disagree or Agree re-
sponses), or liberal (frequent Strongly Disagree or
Strongly Agree responses).
An example of the interviewer effect is illus-

trated in Figure 5. The three pairs of box-plots
(Tukey, 1977) represent the tailored and empirical
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Figure 3
Density Difference Between the Empirical and Tailored Standardized Residuals

(Each Box Indicates the Area and Count of Where
the Empirical Density Was Greater Than the Tailored Density)

residual distributions on the first item (&dquo;work&dquo; )
broken down by each interviewer. Consistent with
their self-assessment of their liberal response-re-

cording strategy, the residuals attributable to In-
terviewers A and B reflect an unexpected number
of Strongly Disagree responses. Interviewer C’s
pattern is slightly less variable than expected, a
reflection of his conservative scoring strategy. These
patterns were typical for items in the first section
of the instrument. When the residuals attributable

to each interviewer were plotted across time, In-
terviewers A and B showed a tendency toward de-
creased residual variation, while Interviewer C

showed a tendency toward increased variation. This

start-up effect was a source of measurement error
that led to the introduction of practice items and
standardization of interviewing technique.
Figure 6 is a dot chart (Cleveland, 1984) that

reveals an overall differential interviewer effect.

Each dot’s location was computed by first taking
the difference between the mean empirical and mean
tailored standardized residual for each interviewer

on each item. The difference between these mean

differences was then computed for each pair of
interviewers. This particular process allows a com-
parison of interviewer-recorded responses, given
the responses their patients were expected to have
provided under the model. The negative vectors
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Figure 4

Box-plots of the Empirical and Tailored Standardized Residuals
in Their Item Sequence Order

(Each Represents the Median Tailored Residual;
the Gap Around Each Median Represents the Interquartile Range;

the Vertical Lines Extend to the Adjacent Values; Each * Represents
an Empirical Residual That Fell Beyond the Tailored Distribution)

indicate items for which Interviewer B’s mean re-

corded response was lower than that recorded by
Interviewer A. The positive vectors indicate items
for which Interviewer B’s mean recorded response
was higher than that recorded by Interviewer A.

All the mean differences should lie close to the

vertical line of origin. As can be seen, there are a

number of relatively large discrepancies between
these two interviewers. At the bottom of the chart,
the large positively oriented item (‘ ‘work&dquo;) reflects
the start-up effect previously discussed. The sig-
nificant pattern of interest lies in the upper left

section of the figure. The three largest negatively
oriented items are the only ones that address some
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Figure 5
Box-plots of the Empirical and Tailored Standardized Residuals on One Item (&dquo;Work&dquo;)

According to the Interviewer (A, B, or C) Who Collected the Data
(The Tailored Distributions Are Noted by T, the Empirical by E; the Plots Reveal

the Respective Pairs of Medians, Interquartile Ranges, and Frequency of Outside Values)

aspect of spousal relationship: &dquo;caring&dquo; (blindness
is an asset to marriage), &dquo;spouse&dquo; (a blind person
can offer their spouse satisfactory sex), and &dquo;close-
ness&dquo; (a blind person is closer to his spouse than
a sighted person). These related items provoked an
unexpected number of Strongly Disagree responses
when Interviewer B, a woman, collected the data.
A similar configuration resulted when her data were
plotted against the other (male) interviewer.

Further investigation revealed that 39% of the
men interviewed by the woman had already entered
the hospital (the interviews were to have been done
by telephone prior to admittance). These interviews
were conducted by her in each patient’s private
room. Of the 11 largest negative residuals for these
items across all interviewers, 7 came from her

&dquo;bedroom&dquo; interviews. The patterns in this anal-

ysis, as well as anecdotal evidence from rehabili-
tation staff, led to a change in interviewing locale.

Structural Differences

The problems in these data suggested that a more

global assessment of misfit might be informative.
The concern was with the unidimensionality of
the instrument. Accordingly, the principal com-

ponents of the inter-item residual correlation matrix
were extracted. The two-component solution for
the tailored residuals produced, as expected, a ran-
dom scatter of items centrally located about the
origin.

Figure 7 contains the unrotated principal com-
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Figure 6
A Dot Chart of the Differential Interviewer Effect

(The Dots Represent the Result of Comparing Interviewer B’s Mean Residuals to Interviewer A’s
Mean Residuals; Negative Vectors Translate Into Unexpected Low Responses to B;

Positive Vectors Represent Unexpected High Responses to B)

ponents solution for the empirical residuals. The
item loadings are identified by the keywords iden-
tified in Table 1. Both a Q-Q plot of the empirical

and tailored eigenvalues (Gnanadesikan, 1977) and
the simple difference between the first pair of ei-
genvalues (empirical Àe = 2.96, tailored ~t = 1.63)
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Figure 7
Unrotated Two-Component Solution

for the Empirical Standardized Residuals Inter-item Correlation Matrix

suggest that a linear structure remains in the cor-
relation matrix. Along the first component, the

marginal distribution suggests that the items form
two clusters. In the negative direction, the items

generally address skills or roles that a blind person
might be able to perform as well as or better than
a sighted person (&dquo;role&dquo; items). In the positive
direction, the items generally address personal
characteristics blind persons might acquire as a
consequence of blindness (&dquo;personal&dquo; items).

The presence of two subscales was supported in
the final analysis. The items were separated into

two groups depending on whether their first loading
was negative (role) or positive (personal). Separate
calibrations of the empirical and tailored data were
then obtained. Finally, for each calibration the pairs
of role and personal patient measures were plotted.

For the tailored data, 5 patients (2% of the sam-
ple) fell beyond the 95% confidence band. For the
empirical data, a total of 31 patients (14%) fell
outside the confidence band. One group of patients
agreed with the personal items but disagreed with
the role ones. The other group of patients agreed
with the role items but disagreed with the personal
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ones. For those two groups of patients, this instru-
ment did not define a unidimensional continuum.

An overall estimate of attitude was not appropriate;
separate estimates were required.

Conclusions

A comparative analysis of the empirical and tai-
lored residuals from an IRT model calibration can

serve as one method for assessing the fit of a model
or for comparing the fit of alternative models. In
the present application, this approach revealed nu-
merous sources of measurement error that were

addressed by improving interviewing techniques,
response scoring, item phrasing, patient attitude
score reporting, and instrument administration. These
practical problems were detected because residuals
from tailored simulations provided a specific frame
of reference against which deviations in the em-
pirical variation could be discerned.

Although there is a degree of subjectivity in-
volved whenever a graphical representation is ana-
lyzed, a knowledge of the expected forms of base-
line patterns is one means of reducing the tendency
to overinterpret the data. Furthermore, a hierar-
chical search strategy helps focus the analysis on
important characteristics of the data (Ludlow, 1985).
Nevertheless, as with any statistical tool, extensive

experience may be required before the potential
gains and pitfalls of a graphical approach are fully
appreciated. This is particularly true when residual
distributions from different IRT models are com-

pared, because measurement error uncovered by
one model may manifest itself in a different form

in the fitting of an alternative model.
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