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#### Abstract

In this paper, we propose a new method of simultaneous graphical representation of certain correlations between objective variable and several explanatory variables which is done through visual processing of linked vector patterns corresponding to the objective variable and each of the explanatory variables. Merits of the method lie in the following points: (1) It is very efficient when correlation changes in part. (2) Besides whole correlation can be grasped, it makes possible to examine individual data in detail. (3) It is possible to express correlations of several parts of variables on the same graph. Moreover, two measures are defined to represent the degree of correlation relation quantitatively, which highly correlate with the traditional correlation coefficients.


## 1. Introduction

Correlation between objective variable and explanatory variable has been discussed by using the dispersion graph, Spearman's rank correlation coefficient and Kendall's one (cf. [2]). By the dispersion graph, it is possible to grasp the correlation between the two kinds of variables, but it is extremely difficult to grasp simultaneously the correlations between objective variable and several explanatory variables. The dispersion graph may make clear correlation between the two variables as a whole, however it is almost impossible to find out information related with closely individual data. On the other hand, the rank correlation coefficient given by Spearman or Kendall is convenient for representing quantitatively the correlation between two variables. These measures are, however, not appropriate if positive and negative correlations are mixed or there exist correlations in parts. Taking into account of the features of these traditional method, we introduce a new method of graphical representations, through which the unsatisfactory points described above are partly dissolved.
Now, let us denote objective variable by $p$ and $k$ kinds of explanatory variables by $r_{1}, r_{2}, \cdots, r_{k}$, where the variables $p$ and $r_{j}(j=1,2, \cdots, k)$ represent ranks from 1 to $n$. The proposed method makes it possible to show the correlation between $p$ and $r_{j}(j=1,2, \cdots, k)$ graphically on a 2 -dimensional plane by means of linked vector patterns (see [1], [3]), which are drawn by linking certain vectors whose arguments being related to $p$ and $r_{j}$. One novel characteristic of our method is to be able to make clear underlying correlation relation on the data through visual processing of the graphical pattern rather than using a numerical method. A

[^0]graphical display may be utilized effectively in most cases. Advantages of this method may be summarized as follows:
(a) $k$ kinds of relations between $p$ and $r_{j}(j=1,2, \cdots, k)$ can be represented on a sheet of graphic paper simultaneously.
(b) Besides the information in case of grouping $n$ sets of data, it is possible to obtain informations in detail for individual data or a sub-group at the same time.
(c) It is possible to define a quantitative measure which is highly correlated with the Spearman's rank correlation coefficient and Kendall's one.
It should be noted that the discussion on this paper is restricted to the descriptive statistics.

## 2. Graphical representation of correlation relation

In this section, a method of representation of correlation relation using linked vector pattern is described. Let us denote the number of explanatory variables by $k$ and the number of given data for each explanatory variable by $n$.
(i) As shown in Table 1, let $p_{i}$ and $r_{j i}(j=1,2, \cdots, k ; i=1,2, \cdots, n)$ be ranks of the $i$-th observations of objective variable and the $j$-th explanatory variable, respectively. When ties are present among observations of objective variable, the ranks of these are decided equally by a certain random mechanism, and when ties are present among observations of the $j$-th explanatory variable, the ranks are given in accordance with those of objective variable. The $n$ values of the objective variable are transformed into radian values from 0 to $\pi$ by the following formula:

$$
\begin{equation*}
\beta_{i}=\frac{p_{i}-1}{n-1} \pi, \quad(i=1,2, \cdots, n) \tag{2-1}
\end{equation*}
$$

Similarly, for $k$ kinds of explanatory variables $r_{j}$ the following transformations are made:

$$
\begin{equation*}
\alpha_{j i}=\frac{r_{j i}-1}{n-1} \pi, \quad(j=1,2, \cdots, k ; i=1,2, \cdots, n) \tag{2-2}
\end{equation*}
$$

(ii) Rearrange $n(k+1)$-vectors $\left(\beta_{i}, \alpha_{1 i}, \cdots, \alpha_{k i}\right),(i=1,2, \cdots, n)$, in order of the magnitudes of $\beta_{i}$ 's:

$$
\begin{equation*}
0=\beta_{(1)}<\beta_{(2)}<\cdots<\beta_{(n)}=\pi . \tag{2-3}
\end{equation*}
$$

Let $\alpha_{j(i)}$ be the value of $\alpha_{j}$ corresponding to $\beta_{(i)}$ and put
Table 2. The data transformed by formulas

Table 1. Original ordered data

(2-1) $\sim(2-4)$

| Variables |  | $\xi_{1}$ | $\xi_{2}$ | $\cdots$ | $\xi_{j}$ | $\cdots$ | $\xi_{k}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Data No. | $\eta$ |  |  |  |  |  |  |  |
| $(1)$ | $\eta_{1}$ | $\xi_{11}$ | $\xi_{21}$ | $\cdots$ | $\xi_{j 1}$ | $\cdots$ | $\xi_{k 1}$ |  |
| $(2)$ | $r_{2}$ | $\xi_{12}$ | $\xi_{22}$ | $\vdots$ | $\vdots$ | $\xi_{j 2}$ | $\vdots$ | $\xi_{k 2}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |  |
| $(i)$ | $\eta_{i}$ | $\xi_{1 i}$ | $\xi_{2 i}$ | $\vdots$ | $\vdots \xi_{j i}$ | $\vdots$ | $\xi_{k i}$ |  |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |  |
| $(n)$ | $r_{n n}$ | $\xi_{1 n}$ | $\xi_{2 n}$ | $\vdots$ | $\xi_{j n}$ | $\cdots$ | $\xi_{k n}$ |  |

$$
\begin{equation*}
\eta_{i}=\beta_{(i)}, \xi_{j_{i}}=\alpha_{f(i)}, \quad(j=1,2, \cdots, k ; i=1,2, \cdots, n) \tag{2-4}
\end{equation*}
$$

Thus we have Table 2 obtained from Table 1.
(iii) Let us associate the vectors $\vec{\eta}_{i}, \vec{\xi}_{j i}$ with the variable $\eta_{i}, \xi_{j i}$ in such a manner as

$$
\begin{align*}
& \left\{\begin{array}{l}
\left|\vec{\eta}_{i}\right|=1, \\
\arg \left(\vec{\eta}_{i}\right)=\eta_{i},
\end{array} \quad(i=1,2, \cdots, n)\right.  \tag{2-5}\\
& \left\{\begin{array}{l}
\left|\vec{\xi}_{j i}\right|=1, \\
\arg \left(\vec{\xi}_{j i}\right)=\xi_{j i},
\end{array} \quad(j=1,2, \cdots, k ; i=1,2, \cdots, n) .\right. \tag{2-6}
\end{align*}
$$

Here, $\vec{\eta}_{i}$ and $\vec{\xi}_{j i}$ are called the vector of objective variable and the vector of explanatory variable, respectively.
(iv) By linking successively the vectors in each of the sets $\left\{\vec{\eta}_{1}, \vec{\eta}_{2}, \ldots, \vec{\eta}_{n}\right\}$ and $\left\{\vec{\xi}_{j 1}, \vec{\xi}_{j 2}, \cdots, \vec{\xi}_{j n}\right\}(j=1,2, \cdots, k)$ starting from the origin, linked graphical patterns on a 2 -dimensional plane are obtained (see Fig. 1), which are called the linked vector pattern of objective variable ( $P$-pattern) and the linked vector pattern of the $j$-th explanatory variable ( $R_{j}$-pattern) $(j=1,2, \cdots, k)$, respectively. A set of patterns thus obtained is considered to represent a kind of degree of correlation between objective and explanatory variables. Note that the end points of the $P_{-}$ pattern and $R_{j}$-patterns always coincide on the ON -axis (cf. Fig. 1), and that the $P$-pattern displaies itself along a semicircle.

## 3. Method to read correlation relation from the linked vector patterns

In this section, method of reading the correlation relation between objective variable and explanatory variable from the linked vector patterns is stated. Generally speaking, the degree of correlation is determined by comparing such factors as proximity, smoothness and shape of $P$-pattern and of $R_{5}$-patterns, where the smoothness of $P$-pattern and $R_{j}$-patterns are defined as $\left|\arg \left(\vec{\eta}_{i+1}\right)-\arg \left(\vec{\eta}_{i}\right)\right|$ and $\left|\arg \left(\vec{\xi}_{j, i+1}\right)-\arg \left(\vec{\xi}_{j, i}\right)\right|(i=1,2, \cdots, n-1)$, respectively.

The correlation relation between objective variable and explanatory variable can be classified by the feature of the $R_{5}$-pattern as follows:
(a) no correlation
(b) the case that there exist some correlations
(b-1) monotonic correlation
(b-1-1) positive correlation
(b-1-2) negative correlation
(b-2) local correlation
(b-2-1) positive correlation in parts
(b-2-2) negative correlation in parts
(b-2-3) positive and negative correlations in parts.
In case (b-2), the linked vector patterns can be interpreted by applying the characteristics in cases (a) and ( $b-1$ ). Therefore, the linked vector patterns in cases (a), (b-1-1) and (b-1-2) are exemplified below as three basic patterns.

## Example 1

For the data in Table 3, the linked vector patterns are obtained by the procedure explained in the preceeding section. The result is shown in Fig. 1, which presents three basic patterns $R_{1}, R_{2}$ and $R_{3}$.
$1^{\circ}$ The $R_{1}$-pattern
This pattern will appear when there is no correlation between the objective and the explanatory variables. Thus, in case (a), $R_{j}$-pattern may resemble to the $R_{1}$-pattern in Fig. 1, and it goes up along the $O N$-axis in zigzag apart from the $P$-pattern.
$2^{\circ}$ The $R_{2}$-pattern
This pattern suggests us the case ( $b-1-1$ ), and it indicates that positive correlation between the two variables is strong. Then in case (b-1-1), $R_{5}$-pattern and $P_{-}$ pattern are similar in shape, and they appear close to each other.
$3^{\circ}$ The $R_{5}$-pattern
This pattern suggests us that there is strong negative correlation (b-1-2) between the two variables. In this case $R_{5}$-pattern and $P$-pattern are nearly symmetric with respect to the $O N$-axis in shape.

For case (b-2-1), (b-2-2) or (b-2-3), the linked vector patterns can be interpreted
Table 3. The data in Example 1

| $\boldsymbol{p}$ | $r_{1}$ | $r_{2}$ | $r_{8}$ | $p$ | $r_{1}$ | $r_{2}$ | $r_{3}$ | $p$ | $r_{1}$ | $r_{2}$ | $r_{3}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 11 | 2 | 19 | 8 | 1 | 9 | 13 | 15 | 12 | 16 | 5 |
| 2 | 8 | 3 | 20 | 9 | 10 | 10 | 12 | 16 | 3 | 17 | 7 |
| 3 | 2 | 4 | 18 | 10 | 4 | 7 | 11 | 17 | 19 | 11 | 4 |
| 4 | 18 | 5 | 17 | 11 | 6 | 12 | 10 | 18 | 14 | 18 | 3 |
| 5 | 9 | 1 | 16 | 12 | 15 | 13 | 8 | 19 | 13 | 19 | 2 |
| 6 | 20 | 6 | 15 | 13 | 5 | 15 | 6 | 20 | 7 | 20 | 1 |
| 7 | 16 | 8 | 14 | 14 | 17 | 14 | 9 |  |  |  |  |



Fig. 1. Linked vector patterns for the data in Example 1

Table 4. The data in Example 2

| $p$ | $r_{4}$ | $r_{5}$ | $r_{6}$ | $p$ | $r_{4}$ | $r_{5}$ | $r_{8}$ | $p$ | $r_{4}$ | $r_{5}$ | $r_{6}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 9 | 20 | 8 | 10 | 13 | 13 | 15 | 19 | 8 | 6 |
| 2 | 2 | 16 | 19 | 9 | 11 | 15 | 12 | 16 | 12 | 5 | 7 |
| 3 | 4 | 11 | 18 | 10 | 20 | 19 | 1 | 17 | 17 | 4 | 8 |
| 4 | 6 | 17 | 16 | 11 | 5 | 20 | 2 | 18 | 13 | 2 | 9 |
| 5 | 7 | 14 | 17 | 12 | 18 | 12 | 3 | 19 | 16 | 3 | 10 |
| 6 | 8 | 18 | 15 | 13 | 3 | 7 | 5 | 20 | 15 | 1 | 11 |
| 7 | 9 | 10 | 14 | 14 | 14 | 6 | 4 |  |  |  |  |



Fig. 2. Linked vector patterns for the data in Example 2
as a combination of some of these three patterns. The following example is for these cases.
Example 2
The linked vector patterns composed from the data in Table 4 are $P, R_{4}, R_{5}$ and $R_{6}$-pattern in Fig. 2.

## $1^{\circ}$ The $R_{4}$-pattern

This pattern suggests us the case (b-2-1) where there are positive correlations in parts between the two variables. The local pattern from $\vec{\xi}_{4,10}$ to $\vec{\xi}_{4,15}$ in Fig. 2 corresponds to case (a) of no correlation, while that from $\vec{\xi}_{4,1}$ to $\vec{\xi}_{4,9}$ corresponds to case (b-1-1) of positive correlation. The linked vector pattern from $\vec{\xi}_{4,16}$ to $\vec{\xi}_{4,20}$ suggests us that there is weak positive correlation.
$2^{\circ}$ The $R_{5}$-pattern
This pattern is an example for case (b-2-2). The local pattern from $\vec{\xi}_{5,12}$ to $\vec{\xi}_{5,20}$ in Fig. 2 suggests us the case (b-1-2) of negative correlation, while that from $\vec{\xi}_{5,1}$ to $\vec{\xi}_{5,6}$ suggests us that there is weak negative correlation. The middle part of the pattern from $\vec{\xi}_{5,7}$ to $\vec{\xi}_{5,11}$ shows that there is weak positive correlation.

## $3^{\circ}$ The $R_{6}$-pattern

This pattern gives an example for case (b-2-3). Judging from the shape of the
pattern for case (b-1-1) or (b-1-2), it may be concluded that the linked vector pattern from $\vec{\xi}_{6,1}$ to $\vec{\xi}_{6,9}$ in Fig. 2 suggests us negative correlation and the local pattern from $\overrightarrow{\boldsymbol{\xi}}_{6,10}$ to $\overrightarrow{\boldsymbol{\xi}}_{6,30}$ does positive correlation.

As shown in Example 2, it is possible to read correlation relation from a given linked vector pattern as a combination of some of the three basic patterns described in Example 1.

## 4. Two measures representing the degree of correlation

In the present section, certain measures to grasp the degree of correlation quantitatively are considered.
(i) Area ratio correlation coefficient

The following symbols are defined;
$A_{0}$ : area of the domain enclosed by $P$-pattern and the $O N$-axis.
$A_{j}$ : area of the domain enclosed by $R_{j}$-pattern and the $O N$-axis. The domain on the right-side of the $O N$-axis is defined to have positive sign area and the domain on the left-side of the $O N$-axis is defined to have negative sign area. If $R_{j}$-pattern exists on both sides of the $O N$-axis, its area is defined to be the sum of these areas.
Now, a measure of degree of correlation $a_{j}$, between the objective variable $p$ and the $j$-th explanatory variable $r_{j}$, is defined by the following formula and it is called the area ratio correlation coefficient:

$$
\begin{equation*}
a_{j}=\frac{A_{j}}{A_{0}}, \quad(j=1,2, \cdots, k) . \tag{4-1}
\end{equation*}
$$

Since $\max _{1 \leq j \leq k}\left|A_{j}\right| \leq A_{0}$, we have $\left|a_{j}\right| \leq 1$. If there exists strong positive correlation between $p$ and $r_{j}$, then $A_{j}$ may be close to $A_{0}$, so $a_{j}$ will have a value closed to 1 . If there exists strong negative correlation, $A_{j}$ close to $-A_{0}$, so $a_{j}$ will have a value closed to -1 .

The values of $a_{j}$ have been computed for the data in Example 1 and Example 2, and are shown in Table 5 in which $\rho_{j}$ represents the value of Spearman's rank correlation coefficient. Note that the values of $a_{j}$ and $\rho_{j}$ are fairly close to each other in most case of the six patterns.
(ii) Smoothness coefficient

Another kind of measure concerning with the linked vector pattern is the smooth-

Table 5. The values of $\rho_{j}, a_{j}$ and $s_{j}$ for the data in Example 1 and Example 2

|  | $\rho_{j}$ | $a_{j}$ | $s_{j}$ |
| :--- | ---: | ---: | :--- |
| $R_{1}$ | 0.062 | 0.081 | 0.211 |
| $R_{2}$ | 0.943 | 0.907 | 0.842 |
| $R_{\mathbf{8}}$ | -0.988 | -0.980 | 0.936 |
| $R_{4}$ | 0.708 | 0.639 | 0.538 |
| $R_{5}$ | -0.701 | -0.582 | 0.713 |
| $R_{6}$ | -0.669 | -0.513 | 0.918 |

ness coefficient $s_{j}$, which is defined by using the sum of the absolute values of the differences of successive ranks:

$$
\begin{equation*}
s_{j}=1-\frac{2 \sum_{i=1}^{n-1}\left|r_{j, i+1}-r_{j, i}\right|-2(n-1)}{(n-1)(n-2)} \tag{4-2}
\end{equation*}
$$

Since

$$
n-1 \leqq \sum_{i=1}^{n-1}\left|r_{j, i+1}-r_{j, i}\right| \leqq \frac{1}{2} n(n-1)
$$

we have $0 \leqq s_{j} \leqq 1$. The values of $s_{j}$ have been computed for the data in Table 3 and 4 , and the results are shown in Table 5 . If $p$ and $r_{f}$ have strong positive correlation, then the $R_{j}$-pattern may be smooth and the value $\sum_{i=1}^{n-1}\left|r_{j, i+1}-r_{j, i}\right|$ will be close to $n-1$, and the value of $s_{j}$ is expected to be close to 1 . Moreover, if $p$ and $r_{j}$ have strong positive correlation in one part and have strong negative correlation in the other part, the value of $s_{j}$ will get near of 1 , as is seen from the value of $R_{6}$ in Table 5. It may be said empirically that the value of $s_{j}$ is close to 0.3 when data are arranged randomly in the rank.

## 5. An application for analysis of scholarly attainment in university

This graphical method of linked vector pattern stated above is applied to evaluate the scholarly attainment in college education. The objective group analyzed consists of 40 science majored students. Their comprehensive scholastic results of natural science, including college physics, general chemistry and mathematics, at the end of the first academic year are considered as the elements of the objective

Table 6. The data with four variables for 40 science majored students

| Natural <br> science | Foreign <br> language | Entrance <br> examina- <br> tion | Scholarly <br> attainment <br> in high <br> school | Natural <br> science | Foreign <br> language | Entrance <br> examina- <br> tion | Scholarly <br> attainment <br> in high <br> school |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 35 | 6 | 21 | 8 | 37 | 14 |
| 2 | 2 | 13 | 8 | 22 | 13 | 16 | 25 |
| 3 | 3 | 21 | 1 | 23 | 17 | 20 | 24 |
| 4 | 4 | 10 | 7 | 24 | 26 | 33 | 22 |
| 5 | 6 | 3 | 12 | 25 | 29 | 23 | 36 |
| 6 | 10 | 28 | 16 | 26 | 18 | 4 | 5 |
| 7 | 7 | 29 | 9 | 27 | 30 | 31 | 26 |
| 8 | 37 | 30 | 31 | 28 | 27 | 36 | 11 |
| 9 | 23 | 1 | 10 | 29 | 34 | 9 | 2 |
| 10 | 11 | 5 | 3 | 30 | 39 | 27 | 23 |
| 11 | 9 | 6 | 27 | 31 | 32 | 19 | 28 |
| 12 | 22 | 7 | 4 | 32 | 31 | 26 | 35 |
| 13 | 24 | 11 | 19 | 33 | 12 | 2 | 15 |
| 14 | 16 | 8 | 17 | 34 | 35 | 34 | 39 |
| 15 | 19 | 18 | 13 | 35 | 15 | 17 | 29 |
| 16 | 14 | 14 | 20 | 36 | 28 | 38 | 40 |
| 17 | 36 | 12 | 38 | 37 | 21 | 32 | 18 |
| 18 | 33 | 39 | 21 | 38 | 38 | 24 | 30 |
| 19 | 25 | 22 | 32 | 39 | 40 | 40 | 33 |
| 20 | 5 | 15 | 34 | 40 | 20 | 25 | 37 |

variable.
On the other hand, the comprehensive scholastic results of foreign language at the same educational phase with the above are treated as those of the explanatory variable. Two other educational factors are also introduced as explanatory variables in this study. They are the score of the entrance examination to the university and the comprehensive scholarly attainment in senior high school. For the last factor no revision has been done if there is any scholastic disparity among schools.

Data of all the four variables for the 40 students are shown in Table 6. The linked vector patterns for these data are shown in Fig. 3. The followings are some educational information derived from the patterns in Fig. 3.
(i) Informations pertaining to the scholastic results of natural science
a) The correlation between the comprehensive scholastic results of natural science


Fig. 3. Linked vector patterns for the data with four variables for 40 science majored students
and that of foreign language is rather bigger than that between the former and score of the entrance examination.
b) For the students who belong to the poorest seven in the outcome in natural science, there seems to exist strong correlations among all the variables considered except one, namely that of entrance examination. In other words, those students mentioned above seem not to study seriously in classes in spite of getting good scores at the entrance examination. There may be some reasons. They may only devote themselves to club activities because that lectures in general education may not give any satisfaction to them. Or, they may have lost their energy to study more when they hardly passed the narrow gate, so-called the entrance examination. In any reason, the lowest seven persons in the patterns in Fig. 3 may be interpreted as that about $20 \%$ of the students whose scholastic results occupy there lost their volition of study in the first year of college life.

It may be pointed out from the above applicational example that this new method has two advantages. First, the linked vector patterns can be make possible to express the correlations between objective variable and several explanatory variables in a figure and to evaluate the correlations simultaneously. Next, the method by the linked vector patterns provides possibility to find out and to discriminate features and characteristics of sub-groups which may exist in analyzing group.
(ii) Area ratio correlation coefficient $a_{j}$ and smoothness coefficient $s_{j}$

Spearman's rank correlation coefficient $\rho_{j}$, the area ratio correlation coefficient $a_{j}$ and the smoothness coefficient $s f$ were calculated for the data shown in Table 6. These values are given in Table 7. From this table, it is found that very strong positive correlations exist between $a_{j}$ and $\rho_{j}$, and also between $s_{j}$ and $\left|\rho_{j}\right|$.

Table 7. The values of Spearman's rank correlation coefficient $\rho_{j}$, area ratio correlation coefficient $a_{j}$, and smoothness coefficient $s_{j}$, for 40 science majored students.

|  | $\rho_{j}$ | $a_{j}$ | $s_{j}$ |
| :--- | :---: | :---: | :---: |
| Foreign language | 0.606 | 0.516 | 0.587 |
| Score of entrance examination | 0.338 | 0.285 | 0.372 |
| Scholarly attainment in high school | 0.570 | 0.493 | 0.422 |
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