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■ Abstract Gravity-driven bubbly flows are a specific class of flows, where all
action is provided by gravity. An industrial example is formed by the so-called bubble
column: a vertical cylinder filled with liquid through which bubbles flow that are
introduced at the bottom of the cylinder. On the bubble scale, gravity gives rise to
buoyancy of individual bubbles. On larger scales, gravity acts on nonuniformities in
the spatial bubble distribution present in the bubbly mixture. The gravity-induced flow
and flow structures can increase the inhomogeneity of the bubble distribution, leading
to a turbulent flow. In this flow, specific scales are identified: a large-scale circulation
with the liquid flowing upward in the center of the column and downward close to
the wall. On the intermediate scale there are vortical structures; eddies of liquid, with
a size on the order of the diameter of the column, that stir the liquid and radially
transport the bubbles. On the small scale there is the local stirring of the bubbles. We
describe the ideas developed over time and identify some open questions. We discuss
the experimental findings on the turbulence generated, the stability of the flow, axial
dispersion, and the similarities between bubble columns and air lifts. Especially for
higher gas fractions, many questions still lack accurate answers. The lateral lift force in
bubble swarms and the structure of the turbulence in the bubbly mixture are important
examples of inadequately understood physical phenomena, providing many challenges
for fundamental and applied research on bubbly flows.

1. INTRODUCTION

In nature, as well as man-made, processes multiphase flows are frequently found.
Multiphase flows can be very complicated and may comprise various phases, e.g.,
gas-solid flows (dust storms in nature or pneumatic transport of solids in industry),
gas-liquid flows (rain, diesel sprays, or oil/gas transport in pipe lines), liquid-liquid
flows, liquid-solid flows (mud flows) or gas-liquid-solid flows. A first classification
runs along the different phases involved, e.g., gas-solid versus gas-liquid. Because
multiphase flows show a wide variety of geometrical distribution of the phases, each
with its specific features, it is customary to subdivide the multiphase flows further
into separate flow regimes. For gas-liquid systems, these are usually classified via
the distribution of the phases in space. On the one extreme we have gas bubbles
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Figure 1 Flow patterns for gas-liquid flow in a vertical
pipe.

dispersed in a continuous liquid phase varying via slug flow to annular flow, and
on the other extreme mist flow, where droplets are dispersed in a continuous gas
phase. Figure 1 illustrates this for a vertical gas-liquid flow.

At present it is impossible to treat these flows within one framework, apart
of course from the notion that all gas-liquid flows are governed by two sets of
Navier-Stokes equations, one for each phase. In this review we focus solely on
bubbly flows driven by gravity that induces all flow. In industrial applications
there are two main examples of this type of bubbly flow: the bubble column and
the gas lift reactor. These reactors are popular because of the large scale that can
be achieved and the absence of moving parts. The latter means low maintenance
costs and relatively mild shears, which is a plus, especially in bio-applications.
The drawback of these reactors is their complicated scale-up behavior.

Bubble columns are simple devices: a container filled with liquid and gassed
via a sparger in the bottom or bottom region. The resulting flow depends on the gas
flow rate. At low flow rates the bubbles move upward through a basically stagnant
liquid. At higher gas flow rates, the bubbles tend to form clusters. Consequently,
the bubble number density is no longer uniform in space and gravity reacts as
locally portions of the bubbly mixture will have different densities. Liquid motion
sets in at scales beyond the bubble size. This causes a further reshuffling of the
bubble number density, hence hydrodynamics and gravity start to interact on global
scales. Figure 2 gives an artist’s impression of the development of the flow. As the
figure shows, coalescence eventually sets in and there is a transition toward another
flow regime. However, in large-scale equipment, the gravity-induced liquid flow is
usually turbulent. The liquid turbulence causes breakup of the larger bubbles and a
dynamic equilibrium sets in. Bubbly flow with a wide bubble diameter distribution
is found at high-volume fractions of the gas phase. Instead of the slug flow regime,
the reactor operates in the so-called churn-turbulent flow.
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Figure 2 Transition of gravity-driven bubbly flow with increasing gas flow
rate.

In this review, we concentrate on the ideas generated from experimental work.
The emphasis is on the bubble column (in which the liquid phase is in batch) and on
similarities with the air lift reactor. The review is organized along historical lines
starting with the one-dimensional, steady-state ideas from the 1960s and 1970s
and its refinements of the late 1970s and early 1980s. Next, the coherent structures
put forward in the 1990s are extensively discussed. These structures shifted the
attention of research to unsteady behavior and turbulence: local measurements be-
came important. The increased insight into the structure of the flow is subsequently
coupled to the macroscopic concept of axial dispersion.

In the next sections we discuss stability issues in terms of the occurrence of
vortical structures and gas distribution and the importance of interaction forces,
especially the transversal lift force. At the higher gas flow rates encountered in
industrial applications, the bubble coalescence and breakup become important. As
discussed below, the gravity-driven bubbly flows are rich in hydrodynamical struc-
ture. The interplay between gravity and (nonuniform) distribution of the bubbles
results in a complex flow that has not given up all its secrets yet.

2. LARGE-SCALE CIRCULATION

The early work on the hydrodynamics of gravity-driven bubbly flows dates back to
the 1960s. At that time it was observed that in bubble columns a large-scale liquid
circulation is present, although the net liquid flow is zero (De Nevers 1968). The
flow is upward in the central part of the column and downward close to the wall.

2.1. Rietema

To better understand this large-scale circulation, Rietema and coworkers (Rietema
& Ottengraf 1970) investigated the flow in a bubble column filled with a viscous
liquid (viscosity ≈500 mPas). Due to the high viscosity, the flow was laminar. The
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bubbles were injected uniformly, but only over the inner half of the bottom of the
column. Thus, a stable bubble street was formed. The gas volume fraction, α, in
the bubble street was considered constant. End effects were neglected and Rietema
assumed no radial pressure gradient. Rietema solved the momentum balances for
the gas and liquid phase, with the constraint that the net liquid flow was zero and
the assumption that the slip velocity between the bubbles and the liquid was a
constant. Finally, Rietema required that the system would find the flow such that
the energy dissipation was minimal. Rietema compared the analytical predictions
with experimental results. The agreement is reasonable but suffers from the 1D
approach: End effects are ignored and the flow is assumed to be completely de-
veloped. The predicted diameter of the bubble street is smaller than the diameter
of the injector, and in experiments a continuous contraction of the bubble street is
observed.

2.2. Davidson

Davidson and coworkers studied the flow in a flat, rectangular, shallow bubble
column (Freedman & Davidson 1969). They used a low-viscosity oil and sparged
gas over the central 44% of the bottom. Like Rietema, they observed the formation
of a bubble plume that in this two-dimensional (2D) case generated two stagnant
circulation cells, one at each side of the plume. The induced liquid flow is close to
the bottom toward the bubbles. Hence, the bubble plume gets squeezed to a smaller
region. Due to the low viscosity of the liquid, Davidson could use potential theory
to describe the liquid velocity field. From his theory, Davidson could predict the
properties of the plume as well as those of the liquid flow field. The agreement is
reasonable.

2.3. Beek

Beek (1965) also investigated a flat, rectangular, shallow column. But in this case
the bubbles were uniformly introduced over the entire bottom. Nevertheless, Beek
observed the formation of plumes, separated by clear liquid circulation cells (see
Figure 3). Beek observed that these circulation cells tended to have an aspect ratio

Figure 3 Spontaneous formation of plumes and clear circu-
lation cells in an uniform gassed, flat bubble column (Beek
1965).
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of 1:1. The findings show the possibility of self-organization of the bubbly flows.
Even if the gas is introduced uniformly, the bubbles may form regions with higher
and lower bubble number densities.

2.4. Hills

In 1974, Hills (1974) published one of the first papers on the local hydrodynamics
of a bubble column. He reported radial gas fraction and averaged axial liquid
velocity profiles for a 14-cm diameter air-water system. The gas fraction was
measured using a resistivity probe, the liquid velocity via a modified Pitot tube.
The air bubbles were introduced via the entire bottom of the column. Figure 4
summarizes the results.

As evident from the figure, the gas fraction profile is not uniform: There is
a higher gas fraction in the center of the column. Gravity reacts and a large-
scale liquid circulation sets in: Water flows up in the center and down along
the walls. This accelerates the bubbles that flow in the center and hinders the
bubbles along the wall, creating a broad residence time distribution for the bubbles.
Of course, this complicates the analysis of processes carried out in the bubble
column.

Figure 4 Radial profiles of averaged axial velocity (left) and gas fraction
(right) (from Hills 1974).
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2.5. Ueyama & Miyauchi

Based on a momentum balance, Ueyama & Miyauchi (1979) modeled the large-
scale circulation found by Hills. Similar to Rietema, they considered the flow well
developed and ignored end effects, making their model 1D. As the liquid velocity
was rather high, the liquid flow was turbulent and Ueyama & Miyauchi used a
turbulent viscosity. The system is closed by a prescribed gas fraction distribution:

α

ᾱ
= m + 2

m

[
1 −

( r

R

)m]
(1)

For the constant m, Ueyama & Miyauchi proposed a value of 2. Figure 5 shows a
comparison between the radial profile of the averaged liquid velocity according to
Ueyama & Miyauchi’s theory and experiments available at that time.

Note that the gas fraction distribution is supposed to be known in advance.
The theory does not explain why there is such a profound gas fraction profile, nor
what the radial dependence should be as a function of the system parameters. In
an attempt to refine the theory given above, Rice and coworkers (Geary & Rice
1992, Rice & Geary 1990) allowed the power m to vary from 5–8. In Vial et al.
(2001a) this theoretical approach was confronted with experimental data of the
radial profiles of the liquid velocity [measured via Laser Doppler Anemometry

Figure 5 Radial profiles of averaged axial liquid velocity (solid line is the theoretical
prediction). φ is the dimensionless radius (from Ueyama & Miyauchi 1979).
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(LDA)] and of the gas fraction obtained from an optical probe. The authors con-
cluded that good agreement could be found if a bubble-induced turbulence model
was used. Furthermore, the study showed that the power m in Equation 1 varied
with the sparger type used: For a single orifice m is close to 2, for a multiorifice it
is about 4 for superficial gas velocities below 6 cm/s and decreases toward 2 for
superficial gas velocities approaching 12 cm/s, and for a porous plate sparger it is
12 for Usup ≈ 1 cm/s and decreases to the multiorifices values at Usup ≈ 6 cm/s.

2.6. Joshi

Where Beek (1965) observed horizontally spaced, multiple circulation cells in a
shallow bubble column, Joshi & Sharma (1979) argued that also in tall columns, i.e.,
H/D > 3, several circulation cells are (vertically) stacked. Whalley & Davidson
(1974) showed that these cells strive for a minimal vorticity and that this drives the
cells to a height-over-width ratio of 1. Therefore, Joshi & Sharma (1979) concluded
that the number of cells is close to the ratio of column height over column diameter
(see Figure 6).

By balancing the energy input via the gas flow to the energy dissipation, Joshi &
Sharma (1979) predicted the circulation velocity of the liquid as well as the overall
gas fraction. In their modeling, Joshi & Sharma (1979) could circumvent the need
for a prescribed radial gas fraction profile; the model was very insensitive to the
precise radial gas distribution. For air-water systems, they obtained reasonably
good agreement between their model predictions and the experimental data.

Figure 6 Multiple circulation cells, stacked vertically (Joshi & Sharma 1979).
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3. COHERENT STRUCTURES

The above is a steady-state picture of the flow that concentrates on the large-scale
circulation of the liquid. This is only part of the story, and in the 1990s attention
shifted to smaller flow scales. The flow is much more dynamic, as is immediately
apparent from visual observations. For moderate gas fractions (say around some
15%), the motion of the bubbles in the wall region alternates: part of the time
the bubbles are dragged down with the liquid flow, during other times they travel
upward.

3.1. Fan

For small equipment and not-too-high bubble fractions, Particle Image Velocimetry
(PIV) can be used to study the flow field in bubble columns (Chen & Fan 1992).
PIV measurements present fields rather than point measurements. This allowed
Fan and coworkers to quantitatively study macroscopic flow structures in three-
dimensional (3D) columns (Chen et al. 1994). From their studies, they concluded
that the flow field in the bubble column is formed by a meandering central bubble
plume and vortical structures. In a time-averaged sense, these give rise to the gross-
scale circulation, with upflow in the central part of the column and downward flow
in the wall region. The vortical structures represent coherent, rotating motion of
patches of liquid that move through the bubble column.

Both 2D and 3D columns were studied. The former show a regular flow; the latter
are rather chaotic. Figure 7 gives a schematic representation of the flow. This figure
also shows the development in the ideas of the flow in the bubble columns over time.

Especially from the studies on a flat, 2D column, the occurrence and character-
istics of the vortical structures have been studied in great detail. In the 2D column,

Figure 7 Schematic representation of the flow field in a bubble column (after Lin
et al. 1996).

A
nn

u.
 R

ev
. F

lu
id

 M
ec

h.
 2

00
5.

37
:3

93
-4

23
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 T

ec
hn

is
ch

e 
U

ni
ve

rs
ite

it 
D

el
ft

 o
n 

11
/1

3/
06

. F
or

 p
er

so
na

l u
se

 o
nl

y.



23 Nov 2004 1:31 AR AR235-FL37-15.tex AR235-FL37-15.sgm LaTeX2e(2002/01/18) P1: IBD

BUBBLY FLOWS 401

Figure 8 Reynolds stresses in the flat 2D column as a function of the horizontal
coordinate, u and v are the horizontal and vertical velocity components, respectively;
column width = 15 cm, superficial gas velocity = 1.0 cm/s (from Mudde et al. 1997a).

the vortical structures are formed in the upper left and right corners of the column
at the free surface (Lin et al. 1996). They alternate downward: one left, one right,
one left, etc. The frequency with which these structures are generated is on the
order of 0.1 to 0.5 Hz.

Mudde et al. (1997a) measured the three components of the Reynolds stresses.
Both normal stresses are an order of magnitude higher than the shear stress. This
was also reported by Yang et al. (1993) from computer-automated radioactive par-
ticle tracking (CARPT) data in a 3D column (see below). From Figure 8, it is clear
that the peak of the horizontal normal stress, 〈u′u′〉, is located at the center of the
column, whereas the vertical one, 〈v′v′〉, peaks close to the wall. These findings can
be understood from a kinematic picture of the motion of the vortical structures and
their size. Close to the wall, the vortical structure generates a large fluctuation in
the vertical velocity and only a little fluctuation in the horizontal velocity. Close to
the center the opposite happens because the vortical structure spans considerably
more than half of the column width. Added to that is the meandering of the central
bubble plume, which generates relatively large fluctuations in the horizontal ve-
locity in the center and only small ones in the vertical. Finally, in the 2D case the
vortical structures are regular, rotating portions of liquid. Therefore, they hardly
contribute to the shear stress.

The Reynolds stress has contributions from shear-induced and bubble-induced
turbulence. In a first approximation, these two can be taken independently:

τRe = τ SI
Re + τ B I

Re . (2)

The bubble-induced contribution can be estimated from potential flow around a
single bubble (as the gas fraction is rather low). (See, e.g., Nigmatulin 1979):
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τ B I
Re = 2


 4/10 0 0

0 3/10 0
0 0 3/10


 k B I , (3)

where k B I is the kinetic energy density of the flow field around a bubble that can
be estimated from potential theory:

k B I = 1

2
αρlCvmv2

s , (4)

with vs the slip velocity of the bubbles and Cvm the virtual mass coefficient, which
for bubbles of 5 mm is approximately 2 (Lance & Bataille 1991). For the data
presented in Figure 8, with Usup = 1.0 cm/s and α ≈ 1.5%, the contribution to
the normal stresses is on the order of 5 · 10−3 m2/s2. This obviously does not
sufficiently explain the normal stresses reported in Figure 8.

The shear stress found by Mudde et al. (1997a), together with the velocity
profile of the mean vertical velocity, suggests a Boussinesq-like relation:

τxy = ρl〈u′v′〉 ≈ ρlC
d〈v〉
dx

. (5)

From the data the authors estimated the constant C to be 5.1 · 10−4 m2/s. The
authors also estimated this turbulent viscosity from the k − ε model: νt = Cµ

k2

ε
≈

4.9 · 10−4 m2/s, where they estimated k = 1
2

(〈u′u′〉 + 〈v′v′〉) ∼ 0.018 m2/s2 and
the dissipations as ε = g(Usup −〈α〉vs). The agreement is rather surprising, as the
use of k −ε could be questioned in the flat column the authors use. If the hydraulic
diameter of the column ( = 2 × depth = 2.5 cm) is used, the Reynolds number
is only 5 · 103 based on the maximum upward liquid velocity ( ∼ 10 cm/s).

Mudde et al. (1997a) also presented a time series of the flow. The regular
passage of the vortical structures showed up as a cosine in both the horizontal and
vertical velocity. Added to this cosine are the turbulent fluctuations that have an
amplitude of roughly half the cosine amplitude. The contribution from the high-
frequency turbulence could easily be separated from that of the low-frequency
vortical structures. Thereby, the normal stresses could be separated in a contribution
from the vortical structures and a remaining turbulent part. The latter resulted in
flat profiles, with a magnitude about the minimum of both the total normal stresses
of Figure 8. This, again, shows the significant contribution to the normal stresses
by the vortical structures. But it also indicates that modeling of the turbulence
in this type of bubbly flow is complicated. It is not clear whether or not the
vortical structures are part of the standard turbulence cascade: In the 2D column
experiments they move all the way down to the bottom, where they are squeezed.
In 3D columns the picture is much more complicated, partly because of lack of
information on these structures. Furthermore, the clear cut between low-frequency
vortical structures and high-frequency turbulence is not present (see below). Proper
model description of the underlying turbulence remains a major task for the bubbly
flows.
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The structures have also been observed in experiments where a bubble plume
is injected in stagnant water. Especially when the sparging is not in the center of
the column, there are vortical structures that move downward in combination with
a meandering plume. The flow is transient, but with a clear periodic component.
A good example is found in Becker et al. (1994).

3.2. Duduković

The group of Duduković developed the CARPT technique to investigate the hy-
drodynamics of bubbly flows (Devananthan et al. 1990; Yang et al. 1992, 1993).
One, small, neutrally buoyant particle, which emits high-energy photons, is fol-
lowed. The particle follows the larger eddies. By collecting the particle position
over a long period of time (several hours) sufficient data are collected to estimate
the ensemble-averaged velocity field and all Reynolds stresses. One of the obvi-
ous, but very important, advantages of the CARPT technique is that it works in
nontransparent flows as well. This means that, where optical techniques start to
fail, the higher gas fractions can be investigated.

From the data on the mean velocity, the familiar gross-scale circulation is found.
The axial normal stress is roughly twice as high as the radial normal stress and
almost an order of magnitude higher than the shear stresses (see Figure 9). The
maximum axial normal stress is found around the point where the mean axial
velocity changes sign (i.e., at r/R ∼ 0.7).

Figure 9 Reynolds stresses in a 14-cm diameter column as
a function of the radial coordinate for various superficial gas
velocities (from Yang et al. 1993).
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Figure 9 (Continued)

These findings are the 3D version of the 2D findings reported by Fan and
coworkers. Clearly, the turbulence in the bubble column is anisotropic. Mudde
et al. (1997b) and Vial et al. (2001a) used LDA to measure the Reynold stresses
in bubble columns of various diameters and reached the same conclusion. Hence,
based on these experiments, a k − ε approach, which is frequently tried for the
flow in the bubble columns, seems inadequate. However, there are some reports

A
nn

u.
 R

ev
. F

lu
id

 M
ec

h.
 2

00
5.

37
:3

93
-4

23
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 T

ec
hn

is
ch

e 
U

ni
ve

rs
ite

it 
D

el
ft

 o
n 

11
/1

3/
06

. F
or

 p
er

so
na

l u
se

 o
nl

y.



23 Nov 2004 1:31 AR AR235-FL37-15.tex AR235-FL37-15.sgm LaTeX2e(2002/01/18) P1: IBD

BUBBLY FLOWS 405

on simulations of the flow in bubble columns invoking the k − ε model (with two-
phase modifications) that seem relatively successful. Nevertheless, the findings
stress the need for an improved description of the turbulence.

Kumar et al. (1994) used gamma-densitometry tomography to measure the
cross-sectional, long-time averaged gas holdup distribution in the bubble columns.
As was already reported by Hills, the gas fraction profile is symmetric and peaks
in the center. However, the profile is far from parabolic but follows a power law.
The profile resembles that of Equation 1, and can be represented by

α(φ) = ᾱ
m + 2

m + 2 − 2c
(1 − cφm), (6)

with φ = r/R, the dimensionless radial coordinate. It deviates from the profile
of Equation 1 via the constant c that allows the gas fraction to be non-zero at the
wall, apart from a thin layer in which the gas fraction drops steeply to zero. Kumar
et al. (1997) present more data. The parameter m decreases with both increasing
column diameter and increasing superficial gas velocity and ranges from 11 to 1.6
for column diameters from 10 cm to 30 cm and Usup from 2 cm/s to 8 cm/s; c
ranges from 0.15 to 1. For the larger diameters, the exponent m is 2–2.5, hence
the gas fraction profile is parabola-like. No further conclusions could be drawn
as to the origin of the gas fraction profile, nor to the general applicability of the
results. Degaleesan et al. (2001) give a more extensive survey of CARPT data for
column diameters of 14 cm, 19 cm, and 44 cm. Various gas injector types were
used and the superficial gas fraction ranged from 2.0 cm/s to 12.0 cm/s. Chen
et al. (1999) compare CARPT and PIV data in a 10.2-cm diameter bubble column.
The averaged velocities for the lower superficial gas velocity (1.9 cm/s) are in
reasonable agreement but deviate for the higher superficial gas velocity (4 cm/s,
α ∼ 22%). The shear stress for the lower superficial velocity obtained from both
techniques agree with one another, but for the normal stresses (i.e., axial and radial)
there were differences. The same holds for the stresses measured at the higher gas
velocity. This shows that we still need data sets of the Reynolds stresses that can
be used as benchmark data.

3.3. Mudde & Van den Akker

Mudde & Van den Akker used LDA for the liquid velocity and optical glass
fibers (Cartellier 1992, Frijlink 1987, Groen et al. 1995) for the gas fraction to
investigate the properties of air-water bubble columns. Because LDA has a high
spatial and good temporal resolution, it is useful to study the time series of the
liquid velocity. Franz et al. (1984) were probably the first to use LDA to investigate
the hydrodynamics of the bubble column. In a series of papers, Mudde & Van den
Akker used LDA to study the vortical structures in 3D bubble columns. LDA
measures the velocity of small particles (generally 10 µm or smaller) that are
present in the flow, either as natural impurities or as added seeding particles.
Because these particles are very small, they are excellent flow followers. However,
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these particles are randomly distributed. Hence, LDA data comprise nonequidistant
samples of the velocity, thus complicating frequency analysis. This is even more so
in bubbly flows as the passing bubbles temporarily block the laser beams, thereby
punching holes in the data set. However, the low-frequency part of the power
spectrum is hardly disturbed and thus the temporal occurrence of the vortical
structures can be found with confidence.

Mudde et al. (1997b) report LDA-experiments in a 15-cm and 23-cm air-water
bubble column with the gas fraction ranging from 4% to 25%. Figure 10 shows
examples of the spectra of the liquid velocity. It shows both spectra of the axial
and tangential velocity. The high-frequency part seems to follow a -5/3 law. This
is different from the power −8/3 reported by (Lance & Bataille 1991) found for
a grid-generated turbulent bubbly flow in a 45 cm × 45 cm rectangular pipe. The
low-frequency part of the APSD shows a peak at frequencies around 0.1–0.2 Hz.
This reflects the passage of the vortical structures at the measuring point. A short
time Fourier transform of the LDA data sets reveals that the vortical structures are
not periodically passing a given point like in the 2D column discussed above. The
APSD is then calculated by time windowing the data set:

APSD( f, t) =
∣∣∣∣
∫

v(τ )γ (t − τ )e−2π i f τ dτ

∣∣∣∣
2

. (7)

Figure 11 shows an example of the AP SD( f, t) of the axial velocity, vax (23-cm
column, Usup = 4.4 cm/s and r/ R = 0.94). The graph shows the time trace of
vax , the APSD(f) of the total data set and, as a contour plot, the low-frequency
part of the time-windowed AP SD( f, t). The passage of vortical structures shows
up as increased activity in the contour plot at frequencies from 0–2 Hz. Clearly,
the vortical structures arrive at the measuring location as separate identities with
irregular spacing in time.

Becker et al. (1999) reported LDA experiments in a 29.5-cm diameter cylin-
drical bubble column. The column was equipped with a perforated plate sparger.
These authors also reported the low-frequency oscillations, even at superficial gas
velocities as low as 5 mm/s. The oscillations occurred at periods of about 20 sec-
onds, indicating even slower oscillations than those reported by Mudde & Van
den Akker (Mudde et al. 1997b). By applying chaos analysis, Becker et al. (1999)
showed that the fluctuations are not periodic but have a chaotic nature (in contrast
to the flat columns) in agreement with the outcome of the short time-frequency
analysis discussed above.

The autocorrelation function (ACF) can be used to calculate the (Eulerian)
integral timescale, TI , of the flow:

TI ≡
∞∫

0

AC F(τ )dτ. (8)

However, in many cases it is impractical to directly integrate the autocorre-
lation function. In simple turbulent flows, the autocorrelation function can be
satisfactorily described by an exponential function: ACF(t) = exp (−t/TI ). Hence,
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Figure 10 Auto Power Spectral Density: (a) high-frequency part, (b) low-frequency
part. For the 15-cm column the superficial gas velocity is 6.7 cm/s (radial measuring
position r/R = 0.94); for the 23-cm column, Usup = 4.4 cm/s and r/R = 0.94 (from
Mudde et al. 1997b).
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Figure 11 Short time-frequency contour plot of the axial velocity in a 23-cm
column, Usup = 4.4 cm/s and r/R = 0.94 (from Mudde et al. 1997b).

an exponential fit through the autocorrelation function gives an estimate of the in-
tegral timescale.

In the case of the bubble column, the vortical structures form a kind of period-
icity in the flow that shows up in the autocorrelation function. The ACF can better
be described by

ACF(t) = e−t/TI · cos

(
2π

τ

Tvs

)
, (9)

where Tvs is the Eulerian timescale associated with the vortical structures. In
Mudde et al. (1998) the integral timescale is estimated as 0.43 s, which is similar
to the Lagrangian integral timescale range of 0.4 s–0.8 s reported by Yang et al.
(1993). Groen (2004) gives an overview of Eulerian timescales in three bubble
columns (15-cm, 23-cm, 40-cm diameter). His results for the integral timescale
and the timescale of the vortical structures are summarized in Figure 12. In
Table 1 the data on the Lagrangian integral timescale from Devanathan (1991) is
given.

As is seen in Figure 12, the integral timescale decreases with increasing superfi-
cial gas velocity, which is understandable because a higher superficial gas velocity
means a more vigorous stirring of the fluid. The axial Eulerian integral timescale
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Figure 12 Dependence on the superficial gas velocity of integral timescale, TI ,
and of the vortical structures, Tvs (from Groen 2004).

is generally longer than the radial one, and the timescale of the vortical structures
shows a linear dependence on the integral timescale. The two differ by an order of
magnitude.

3.4. Axial Dispersion

Due to the large-scale circulation, the vortical structures, and the liquid turbulence,
bubble columns exhibit back mixing for the liquid and for the gas phase. To describe
the mixing in the column, a 1D axial dispersion model is often used. A good
description of the axial dispersion coefficient (EL ), for which many correlations
have been developed (see, e.g., Fan 1989) is key for these models. Joshi & Sharma
(1979) used the model description of the stacked multiple circulation cells to derive

EL = 0.31 DcuLc, (10)

with uLc the liquid circulation velocity, which follows as

uLc = 1.4
(
Dcg

[
Usup − αub∞

])1/3
, (11)

where ub∞ is the terminal velocity of a single bubble.
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TABLE 1 Averaged Lagrangian integral timescales
(from Devanathan 1991)

Column Average Lagrangian integral
diameter uGS timescale (s)

(cm) (cm/s) Axial Radial

11.4 2.8 0.52 0.49
6.1 0.49 0.79

19.0 2.0 0.54 0.59
6.0 0.58 0.64

29.2 4.0 0.57 0.60
6.0 0.56 0.62
8.0 0.59 0.66

Groen et al. (1996) used their data from LDA experiments for the liquid velocity
and glass fiber experiments for the bubble swarms on air-water bubble columns
operated at relatively low superficial gas velocities (see also Groen et al. 1995).
These data were used to calculate the axial dispersion coefficient based on the
velocity, uv , and size, Dv , of the dominating vortical structures:

EL = uv Dv (12)

No additional coefficients were used and the data obtained cover the dispersion
coefficients reported in reasonably well. However, as Degaleesan & Duduković
(1998) pointed out, this idea does not hold for the churn-turbulent regime, where
more dominant scales play a role, as Groen et al. (1995) reported.

The starting point of Degaleesan & Duduković (1998) was the steady-state, 2D
convection-diffusion equation (assuming cylinder symmetry) for a scalar quantity
in the liquid. This equation is, via cross-sectional area averaging, transformed in
the 1D axial dispersion model. However, the axial dispersion coefficient in this
model is now coupled to the underlying hydrodynamics. The dispersion coefficient
has two major contributions: the dispersion caused by the axial eddy diffusivity and
the so-called Taylor diffusivity that accounts for convection in the axial direction
and the radial eddy diffusivity (Taylor 1954). Because the gas fraction profile is
needed to evaluate the Taylor diffusivity, the data from computed tomography
are also used. For the lower superficial gas velocities, the two diffusivities are
about equal, but around Usup = 5 cm/s the Taylor diffusivity passes through a
maximum, whereas the axial eddy diffusivity continues to increase. This holds
both for a column diameter of 14 cm and of 44 cm. However, the expressions for
the diffusivities required some input from experimental data and, hence, there is
still no general theory that can be used for scale up or different operating conditions
or liquids.
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4. VORTICAL STRUCTURES VERSUS UNIFORM FLOW

In all of the above, gravity acts on nonuniform distribution of the gas bubbles.
However, in the models the nonuniform gas distribution is inputted via empiri-
cal relations. One important questions is: Why is the gas fraction nonuniform?
As in almost all reports the gas peaks in the center, there is apparently a lateral
force that drives the bubbles inward. An obvious candidate is the shear-induced
lift force, which is a consequence of nonzero rotation of the liquid flow field
in combination with nonzero slip between a gas bubble and the surrounding
liquid:

�FL = −CLρL Vb(�vg − �vliq ) × (∇ × �vliq ). (13)

For a sphere in potential flow, the lift coefficient, CL , has a value of 0.5. This
implies that the lift force will push spherical bubbles away from the center (with
the high upward velocity) toward the wall (where the liquid flows down). This is
obviously in disagreement with the experimental radial bubble distribution. In a
few papers, the lift force for deformable bubbles is investigated. This is, e.g., done
numerically in Loth et al. (1997) and experimentally in Tomiyama et al. (2002).
Both report that the lift coefficient for a certain range of bubble sizes changes
sign; hence, the bubbles could migrate to the central region in the bubble column.
However, note that both papers deal with isolated bubbles. Whether or not the
lift coefficient follows the same size dependence for bubbles in clusters needs
to be researched. It is anticipated that pressure-driven bubbly pipe flow might
differ from the gravity-driven bubbly flows, as the shear might be distributed
differently in both cases. The lift force is not understood to a sufficient level
even for relatively simple systems. For example, Sridhar & Katz (1995) show
that the lift force on small, spherical bubbles with diameters on the order of 600
µm entrained by a large vortex does not follow the usual dependence on the
vorticity.

The nonuniform distribution of the bubbles could find its origin in the lift force
for deformable bubbles. This suggests that the flow in the bubble columns al-
ways evolves into an unsteady flow with vortical structures and the large-scale
circulation, all induced by gravity that acts on nonuniformities that arise from nat-
ural fluctuations amplified by the lift force. However, this is not true. For instance,
Zahradnik et al. (1997) argued that different regimes exist: the homogeneous and
heterogeneous regime with a transition regime in between. The homogeneous
regime, at the lower superficial gas velocities, is characterized by a uniform bub-
ble size and a radially uniform gas fraction. Hence, the large-scale circulation and
the vortical structures are absent. The heterogeneous regime, at the higher super-
ficial gas velocities, is characterized by a broad bubble size distribution. The gas
fraction is no longer radially uniform, but has the familiar radial shape: higher
in the center than in the wall region. The large-scale circulation and the vortical
structures are present. The above suggests that the bubble size distribution de-
termines the flow regime. It is true that a wide distribution of the bubbles gives
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Figure 13 Radial gas fraction distribution with wall peak-
ing, z denotes the height above the gas distributor (from
Harteveld et al. 2003).

rise to the heterogeneous regime. It is not generally true that a narrow bubble size
distribution implies the homogeneous regime (see, e.g., Groen et al. 1995, 1996;
Mudde et al. 1997b).

Recently, Harteveld et al. (2003) reported experiments in a 15-cm diameter
bubble column with gas fractions around 10%. A special sparger consisting of
561 needles was used to generate bubbles with a very narrow size distribution
(∼4.6-mm equivalent diameter). If the sparging of the bubbles is uniform, the gas
fraction profile is very flat, with a small wall peaking (see Figure 13). The flow is
very uniform and there is no large-scale liquid circulation. The turbulence levels
are also low.

Next, the outer ring (of 0.75-cm thickness) of needles is switched off. A weak
circulation is measured, but the flow remains stable: No large vortices are observed.
If a second ring is switched off (total thickness of ungassed ring = 1.6 cm), the
flow becomes strongly time dependent, with the familiar large-scale circulation
and the vortical structures present. It looks similar to experiments in the same
column with a porous plate at an averaged gas fraction of 8.9% (superficial gas
velocity 2.0 cm/s). In more recent experiments (Harteveld et al. 2004) the flow
was still stable at uniform gassing up to gas fractions of 25%. These experiments
indicate that the sparger has a profound influence on the flow: The needle sparger
is such that the bubbles are introduced at a fixed frequency independent of the
flow properties of the bubbly mixture. Hence, there is no feedback from the flow
to the sparger. Furthermore, no coalescence occurs. For the uniform sparging, or
with the outer ring off, this results in a uniform flow. This is in contrast to results
from computer simulations done with a single bubble size (hence no coalescence
or breakup) and uniform gas injection, which report large-scale circulations. It is
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clear that the modeling of the bubbly flows, even for a uniform bubble size, is still
not adequate.

Garnier et al. (2002) also investigated these very uniform flows. They used a
cylindrical column of 80-mm diameter. They observed uniform flow up to 40% and
found very flat gas fraction profiles. They concluded that the slip velocity, Us , of the
bubbles with respect to the liquid is dictated by the cubic root of the void fraction:
(U∞ − Us) /U∞ = α1/3, with U∞ the terminal rise velocity of a single bubble.
The kinetic energy of the fluctuations in the liquid velocity field was proportional
to the gas fraction and the slip velocity squared, thereby quantifying the stirring
action of bubbles in dense swarms. The reduced freedom of the bubbles in dense
swarms was also found by comparing the ratio of the liquid velocity fluctuations
to those of the gas bubbles. The authors found that for the lower gas fractions
(well below 10%) the ratio u′

liq/u′
bub was significant below one and approached

unity for the higher gas fractions. They concluded that for the low gas fractions the
bubbles have enough freedom for their wiggling motion. However, at the higher
gas fractions, the bubble-bubble separation is so small that the fluctuations saturate.
The freedom of the bubbles in the dense swarms is limited by their neighbors, to
which they become tightly coupled via the liquid inbetween them. The behavior
of bubbles in dense swarm is still a topic of research, with many questions, such
as: What happens to the bubble wakes when the bubble-bubble distance is smaller
than the bubble size and many bubbles are packed together? Is the vortex shedding
still comparable to the case of isolated bubbles? Does the lift force change in such
a case?

The stability of bubbly flows has been researched, analytically and numerically,
by several researchers. Ruzicka & Thomas (2003) give a good overview of the lit-
erature. They also make a connection between thermal layers and the instabilities
that occur there. The idea is that, in the homogeneous regime, the system is stable
to small disturbances in the gas-fraction and the velocities. They argue that bubble-
bubble interaction, i.e., hydrodynamic bubble diffusion, prevents the formation of
highly buoyant bubble clusters. They also observe different types of instabilities.
Although the analogy is appealing, the experiments show that at the same gas
fraction both the homogeneous (i.e., without large-scale circulation) and the het-
erogeneous (with large-scale circulation) can be found. It might be that the start-up
procedure plays an essential role here. If the start-up phase is such that a plume
is formed, a mushroom type of instability is found that generates the large-scale
circulation right from the start. As a consequence, the gas bubbles formed at the
sparger are swept inward by the liquid circulation, thereby providing the driving
force to sustain the liquid circulation. However, if a very well controlled sparger is
used, this mushroom does not develop and no instability is triggered at the onset of
the experiment. In between these two extremes is the possibility of a weak mush-
room and hence a weak initial circulation that is too weak to counterbalance the
bubble dispersion and the local driving force of the newly injected bubbles in the
wall region. Once the initial stage is over and the bubble distribution is uniform,
the bubbly flow turns out to be stable and small perturbations are insufficient to
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generate instability. As the experiments of Harteveld et al. (2003) seem to indicate,
the hydrodynamic bubble dispersion is strong enough to counteract small nonuni-
formities in the bubble distribution at the sparger (e.g., turning off the outer ring).
The role of the sparger is probably not fully appreciated. Most spargers are fed
from a single source. Consequently, the local flow through parts of the sparger is
influenced by the local pressure drop over the sparger. Hydrodynamic fluctuations
at the mixture side of the sparger can thus give rise to a locally fluctuating pressure
drop over the sparger. This induces fluctuations in the local gas flow through the
sparger into the bubbly mixture. These, in their turn, can change the local driving
force for the liquid. Consequently, both positive and negative feedback are possi-
ble, not only locally but also globally. As a worst-case scenario one might wonder
if much of the work done, especially at not-too-high gas flow rates, boils down
to a study of the coupling between sparging and bubbly flows. To understand the
gravity-driven flows better, this point deserves further attention.

Leon-Becerril et al. (2002) analytically investigated the transition from homo-
geneous to heterogeneous flow in bubble columns. They used a two-fluid model
and studied the stability of the homogeneous regime via a linear stability analysis.
In the analysis they paid special attention to the bubble shape: spherical versus
oblate. The authors found a clear difference between the stability based on spheri-
cal bubbles compared to oblate ones: Oblate bubbles give rise to a much less stable
flow. The critical superficial gas velocity drops from 5 cm/s for almost spherical
bubbles to 3 cm/s for ellipsoidal bubbles with an aspect ratio of 2. Clearly, bubble
deformation needs to be considered when dealing with the flow in bubble columns.

Lain et al. (1999) made an unexpected observation concerning the slip velocity
of bubbles in a bubble column. They studied the flow properties of a bubble
column at rather low gas fractions up to 3%. This low gas fraction, combined
with a column diameter of 140 mm, allowed the authors to use Phase Doppler
Anemometry [see also Broder & Sommerfeld (1998)], a technique that not only
nonintrusively measures the particle velocity but also the size of spherical particles.
Lain et al. (1999) used small bubbles to satisfy the need for spherical bubbles. In
their experiment the bubble size distribution had a narrow peak around a bubble
diameter of 800 µm that contained the majority of bubbles, but also a second,
smaller peak with a bubble diameter of 1300 µm. Surprisingly, the slip velocity
based on the mean liquid velocity and the mean bubble velocity of the bubbles
(i.e., averaged over the entire bubble size distribution) was larger than the slip
velocity expected from the slip velocity of the bubbles with a diameter of the
800-µm peak; the slip velocity was even higher than the slip velocity of a single,
isolated bubble of 800 µm. If the Richardson & Zaki relation would have been
obeyed, the slip velocity would have been slightly lower than the single bubble
slip velocity. The authors point out that the observed increased slip velocity is a
consequence of the interaction between the bubbles and the turbulence that causes
a drag reduction. The larger bubbles were driving the flow, dragging the smaller
ones via a hydrodynamic interaction. This analysis shows that there is still more
to learn about hydrodynamic forces.
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5. INDUSTRIAL GAS FLOW RATES

In most industrial applications, the gas flow rate is high and the system is in
the heterogeneous regime. The spargers used are never fancy. The flow is often
referred to as churn turbulent (say, for gas fractions of 20% and higher). This
refers to the rather turbulent nature and the occurrence of large bubbles in the
flow: Coalescence is strong, but a dynamic equilibrium is found by bubble break
up due to the turbulence. The hydrodynamics of this flow are still inadequately
understood. One major problem is the lack of proper techniques to probe the
bubbles. The liquid phase can be studied via the CARPT technique mentioned
above, but few details about the bubble size and bubble velocity distribution are
available. Indirect information is obtained from gas disengagement experiments in
which the response of the system to a sudden shut off of the gas flow rate is followed.
Krishna and coworkers (Krishna et al. 1994, Krishna & Ellenberger 1996) gave
some attention to this regime and concluded that, roughly speaking, the bubble
phase consists of two bubble classes: the small bubbles, with diameters on the order
of a few millimeters, and the large bubbles, with diameters of a centimeter and
higher.

The understanding of the heterogeneous regime is far from complete. New
measuring techniques to probe the bubble size and velocity are needed. The large
bubbles can no longer be assumed to be ellipsoidal or spherical cap-like, but most
likely have distorted shapes. This complicates the interpretation of signals from,
e.g., multipoint optical probes. The bubble size distribution (and connected to that
the bubble velocity distribution) is of paramount importance for the industrial ap-
plications: It determines the gas-liquid interface, the residence time distribution,
and the modification of the turbulence in the liquid. All of these are important
once mass transfer and chemical reactions are considered, which is obviously the
case in nearly all bubbly columns. Developing new experimental techniques for
the heterogeneous regime that can probe the gas characteristics is a big challenge
for experimentalists dealing with the bubbly flows. This is becoming one of the
bottlenecks of the research because the lack of information also hampers progress
in CFD of these systems. Coalescence and breakup models need guidance from ex-
periments and simulations that invoke coalescence and breakup and, thus, different
bubbles sizes, and high-quality local data on both the gas and liquid phase.

6. AIR LIFT REACTORS

Air lift reactors form a second type of bubble reactors in which the flow is com-
pletely driven by gravity. These reactors consist of two vertical pipes joined at
the top and bottom. Bubbles are introduced in the bottom region of one of the
pipes; they are taken out at the top via a knockout vessel. Then, because one pipe
contains bubbles and the other does not, there is a density difference between the
bubbly mixture in that pipe and the clear liquid in the other. Consequently, gravity
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generates a circulation: The liquid flows up in the gassed pipe, called the riser,
and down in the other, called the downcomer (or downer for short). Obviously, an
important difference with the bubble column is the ability for the liquid to flow
unidirectionally, i.e., there is no requirement of net zero flow in a cross-sectional
averaged sense and, thus, reversal of flow direction does not have to occur.

Air lift reactors find applications in the chemical industry, waste water treatment,
and biotechnology. Only a few studies concerning the hydrodynamics of air lift
reactors exist. This is partly due to the relative good performance of 1D models
based on a mechanical energy balance and a drift flux model to couple the gas and
liquid phase (see, e.g., Chisti et al. 1998, Hsu & Duduković 1980, Young et al.
1991). Due to the liquid flowing in the axial direction, the back mixing in the
air lift reactors is small compared to that of the bubble column. The air lift is in
a first approximation in a plug flow. However, several researchers point out the
possibility of circulatory motion in the riser (see, e.g., Mercer 1981), who visually
observed temporarily downward motion of bubbles close to the pipe wall in the
riser). Few papers deal with the local hydrodynamics of the air lift reactor. Young
et al. (1991) used a hot wire to measure the liquid velocity and gamma densitometry
and a resistivity probe to obtain the gas fraction distribution. They showed that the
liquid axial velocity profile is much less flat than the profile of a turbulent single
phase at the same Reynolds number. The radial gas fraction profile also peaks in
the center. A power-law fit of the gas fraction profile of the shape of Equation 1
gave exponents ranging between 1.6 and 2.2.

In bubbly flows in pipes of small-diameter wall, peaking, rather than core peak-
ing, has been observed (see, e.g., Serizawa et al. 1975, Wang et al. 1987). Ohnuki
& Akimoto (2000) investigated the shape of the gas fraction profile in vertical
pipes of larger diameter. They found that, at a given superficial liquid velocity,
the transition from wall peaking to core peaking occurs at lower superficial gas
velocity if the pipe diameter increases. Mudde & Saito (2001) compared the hy-
drodynamics of a 15-cm diameter pipe in air lift mode to that of the same pipe in
bubble column mode. Note that in the air lift mode, a pump controlled the liquid
flow rate. However, the applied pressure gradient was small, so the flow remained
gravity-driven. In both cases, the averaged gas fraction was about 5.5%, where
the superficial liquid velocity in the air lift mode was 0.175 m/s. From a force
balance the ratio of the bubble forcing over the pressure gradient is found to be
almost identical in both cases. Hence, there is a great similarity between the two
modes. The main conclusion is that the bulk of the bubbly flow in the air lift mode
is equivalent to the flow of the bulk in the bubble column mode, but it is slowly
displaced upward at the superficial liquid velocity.

The similarity even held for the stresses. In Figure 14, for example, the normal
axial stress is given for both modes. In the same graph the normal axial stress for
single-phase flow in the same pipe at a superficial liquid velocity of 0.175 m/s is
drawn. The bubbly stresses are of the same order, whereas the single-phase stress
is at least an order of magnitude lower. Furthermore, the difference between the
bubbly normal stresses of both modes is close to the single-phase normal stress,
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Figure 14 Standard deviation of the axial liquid
velocity and the contribution of various phenomena
(from Mudde & Saito 2001).

suggesting that the air lift mode is the superposition of the bubble column mode
and the single-phase flow for normal stresses.

Several phenomena contribute to the stress: (a) potential flow around the bub-
bles; (b) bubble wakes (see, e.g., Lance & Bataille 1991); (c) single-phase shear,
and (d) others, such as vortical structures. These four factors each contribute to the
fluctuations in the axial velocity. Two extremes are considered: The phenomena a
to d are completely uncorrelated, which gives a lower limit for the stress, and the
contributions are completely correlated (at all frequencies), which gives the upper
limit. Both extremes, based on phenomena a, b, and c are also shown in Figure 14.
The stress in the bubbly flow is even higher than the completely correlated one,
calling for an extra contribution like that of vortical structures.

Finally, the APSDs of the axial liquid velocity for the three flows (bubble
column, air lift, and single-phase at the same liquid superficial velocity as the air
lift) were compared. Again, the results show that the air lift mode and the bubble
column are similar. The APSD of the air lift mode is slightly higher than that of the
bubble column. This is not surprising because the same was found for the normal
stress and the APSD and the normal stress are connected via Parseval’s identity.
The low-frequency part of the spectra revealed clearly that in both bubbly modes
vortical structures are present; a short time-frequency analysis of the axial velocity
in the air lift mode confirmed this.

Both the bubble columns and the air lift are basically gravity-driven. However,
the stability of the flow in the air lift is increased by the net liquid upward flow. Vial
et al. (2001b) reported a detailed investigation into the regime transition of both
reactor types. By inspecting the Auto Correlation Function as well as the Cross
Correlation Function of wall pressure fluctuations, they obtained information on
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the flow and its regime. Both correlation functions were modeled using a hydro-
dynamical picture of the flow, similar to the modeling of the ACF of LDA data
discussed above. This allows interpretation of the characteristic times in terms of
a characteristic decay time and a characteristic frequency of the oscillations ob-
served. From the cross-correlation an estimate of the vertical length scale of the
fluctuations could be found. Also in this case the result was that this length scale
is close to the column diameter.

A second important application of gas lifts is in the oil production industry.
When an oil well ages, its down hole pressure decreases and eventually a point is
reached where the down hole pressure is insufficient to keep the production of oil
from the well at a reasonable level: the hydrostatic pressure of the oil (or mixture)
column from the bottom hole to the oil collector or transport line is comparable to
the down hole pressure available for transport. The gas lift technique helps reduce
the weight of the oil column and hence enhances the production rate.

The diameters of the oil pipes involved range from 60 m to 90 mm. Based on the
oil flow, the Reynolds number, in cases where gas lifting is applied, is around 10,000
(relatively low). The gas is injected from nozzles attached to the wall of the pipe.
In practice, large bubbles are injected this way. Guet et al. (2003) investigated the
consequences of various injection strategies for the production rate of oil; hence,
on the lifting capacity of the gas introduced. They tested the nozzles presently
used, a porous ring that induced small bubbles in the wall region of the tube and a
vertical porous strip mounted flush in the wall that introduced small bubbles over
a relatively small portion of the circumference of the pipe. Not surprisingly, they
found a remarkable improvement of the gas lifting when using small bubbles rather
than big ones. The small bubbles have a much lower slip velocity than the large
ones. Hence, per unit volume of gas introduced, the gas fraction in the mixture
is much higher and thus the reduction in weight is higher, too. The second effect
is the distribution of the bubbles in the radial direction: The small bubbles are
spread out rather evenly, whereas the large ones move to the center [as has been
observed by many researchers (see, e.g., Serizawa et al. 1975)]. This distribution
affects the radial liquid velocity, which in case of the centered large bubbles also
peaks in the center, thereby increasing the absolute velocity of the bubbles even
further. Finally, the large bubbles, piled up in the center, give rise to an earlier
transition from the bubbly flow to slug flow. The slug flow is detrimental for the
gas lifting. Hence, it is important to introduce small bubbles in such a way that
they don’t coalesce and are spread as uniformly as possible in the liquid. As the
vertical part of flow lines in oil production can be very long, the effects of the
decreasing hydrostatic pressure in the line must be considered. The bubble will
expand and hence the bubble size distribution will shift to larger bubbles. Guet
et al. (2003) observed that with increasing height, the radial bubble distribution
shifted from uniform (or wall peaking) to core peaking. Furthermore, the transition
from bubbly to slug always started when the radial bubble distribution was core
peaking. A dramatic change in the gas fraction at which the transition took place
could be brought about: if the initial bubble size was 13mm, the transition took
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place at a gas fraction of 10%; for 7 mm bubbles, the transition occured at a gas
fraction of 30%. These findings illustrate the need for a better understanding of
lateral forces, coalescence, and transition to different flow regimes.

7. FINAL REMARKS

The hydrodynamics of gravity-driven bubbly flows have received a lot of attention
recently. The experimental techniques have been refined and the attention has
shifted from global phenomena to local phenomena. In recent decades, many
features have been unraveled, e.g., the existence of the large-scale circulation and
the core-peaking gas fraction profile that goes hand in hand with this circulation.
The next important step was the recognition of the role of the vortical structures
that provide lateral motion of the phases, enhance back mixing, and make the flow
inherently unsteady. Relatively recent, renewed attention to the stability of these
gravity-driven bubbly flows was initiated, both from a modeling point of view (in
which connections with thermal layers and buoyancy in single-phase flows were
made) and experiments (where, by careful injection of the bubbles stable, uniform
flow without any vortical structures or large-scale circulation could be achieved at
high gas fraction).

Modern experimental techniques have allowed the study of the turbulence struc-
ture in bubbly flows. However, it is difficult to unravel the various contributions
to the liquid turbulence. Hence, we still do not have a proper description of the
turbulence that can be used in numerical simulations. The turbulence is anisotropic
and it is not clear to which extend the contribution from shear and from the bub-
bles can be added as a kind of superposition. Dedicated experiments at higher gas
fraction are needed to try and find the separate contributions. The recently reported
experiments with very uniform gas fraction and little induced liquid flow can play
an important role here.

Despite the huge amount of literature, gravity-driven bubbly flows are not fully
understood. This is partly because of the difficulties encountered in carrying out the
proper experiments in bubbly flows of high gas fraction. The powerful laser-based
techniques then fail. The liquid can only be probed for hydrodynamic information
by hot-wires or via nuclear techniques [a radioactive particle or X-ray absorbers, as
were recently employed by Seeger et al. (2001), who turned their technique into a
kind of PIV]. The bubble phase is even more difficult to probe. For flows at low gas
fractions, video techniques and various optical techniques can be used, but for the
higher gas fractions the system is opaque. Hence, our understanding of dense bub-
ble swarms is limited. The structure of the wakes of the bubbles is not adequately
known in these swarms. Nor do we have experimental data on the lift force, which
can play a dominating role because it is perpendicular to gravity. The experiments
by Tomiyama et al. (2002) on the lift force show that this force is complicated. No
equivalent experiments in dense swarms exist. Here is an important problem that
needs attention from experiments, numerical simulations, and theory.
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Because the bubble size and its distribution play an important role in the hy-
drodynamics as well as mass transfer in the gravity-driven bubbly flows, there
is a need for experiments that focus on the bubble size distribution. Again, for
the higher gas fractions this is a difficult problem. Currently, we lack proper ex-
perimental techniques to measure these unambiguously. This seriously hampers
progress in industrial applications that are often operated in the high gas fraction
regime, where coalescence and breakup are standard.

The above can be summarized in a wish list of topics that need to be studied.

■ Turbulence structure: What is the structure of the liquid turbulence? How can
the contributions from shear, relative bubble motion and wakes be modeled?
How can we measure this in high gas fraction bubbly flows?

■ Lateral forces in swarms: What is the sign of lateral forces in dense swarms,
where the bubbles have lost their freedom to change shape and orientation
compared to an isolated bubble?

■ Stability: What determines the stability of the homogeneous flow? What are
the proper criteria and how can we manipulate the flow?

■ Bubble size and shape in dense swarms: What do bubbles look like in the
churn-turbulent regime? What is their size? What is the experimental tech-
nique to answer this question?

■ Coalescence and breakup: What do experiments reveal about coalescence
and breakup in high gas fraction flows? What is the influence of the turbu-
lence in the liquid phase and how is the turbulence influenced by the bubble
size distribution? What is the proper experimental technique to find these
answers?

From the experimental point of view, it is clear that the next generation tech-
niques are required to solve these issues. Can we make smart sensors, perhaps
microsize, that are just dumped into the flow, measure, and are sieved out and
read? Can radiation (γ or X-ray) be pushed further to replace the optical tech-
niques and provide the same type of information at the same accuracy? These
are lots of questions and speculations that might help to keep the research on the
gravity-driven bubbly flows alive and kicking.

This review deals exclusively with two-phase, gas-liquid flows. In many applica-
tions, however, three-phase gas-liquid-solid flows are encountered. The solids are
frequently present in the form of small (i.e., submillimeter) particles that are used
as catalysts to enhance or perform a specific chemical reaction. Due to the small
size of the particles, the three-phase systems are almost always nontransparent.
Consequently, experimentation is even more difficult. Therefore, the knowledge
of the three-phase bubbly systems is not at the same level as that of the bubbly
flows discussed here. It is easy to envision that similar phenomena will be present,
but the presence of the dispersed solid phase will change the dependence of all
kinds of phenomena on the operation condition with respect to the two-phase case.
Because the systems are opaque, the development of new experimental techniques
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will greatly increase the possibilities to study these systems that are relevant in
many industrial operations.
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surement of local flow characteristics in
buoyancy-driven bubbly flow at high void
fraction. Exp. Therm. Fluid Sci. 26:811–
15

Geary NW, Rice RG. 1992. Circulation and
scale-up in bubble columns. AIChE J. 38:76–
82

Groen JS. 2004. Scales and structures in bubbly
flows. PhD thesis. Delft Univ. Technol., The
Netherlands

Groen JS, Mudde RF, Van den Akker HEA.
1995. Time dependent behaviour of the flow
in a bubble column. TransIChemE 74(Part
A):615–21

Groen JS, Oldeman RGC, Mudde RF, Van den
Akker HEA. 1996. Coherent structures and
axial dispersion in bubble column reactors.
Chem. Eng. Sci. 51(10):2511–20

Guet S, Ooms G, Oliemans RVA, Mudde RF.
2003. Bubble injector effect on the gaslift ef-
ficiency. AIChE J. 49:2242–52

Harteveld WK, Julia JE, Mudde RF, Van den
Akker HEA. 2004. Large scale vortical struc-
tures in bubbles columns for gas fractions in
the range of 5%–25%. In press

Harteveld WK, Mudde RF, Van den Akker
HEA. 2003. Dynamics of a bubble column:
influence of gas distribution on coherent
structures. Can. J. Chem. Eng. 81(3–4):389–
94

Hills JH. 1974. Radial non-uniformity of velo-
city and voidage in a bubble column. TransI
ChemE 52:1–9
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