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Abstract
Grayscale statistical attributes analysed for 513 extract images taken from pulmonary computed tomography (CT) scan slices 
of 57 individuals (49 confirmed COVID-19 positive; eight confirmed COVID-19 negative) are able to accurately predict a 
visual score (VS from 0 to 4) used by a clinician to assess the severity of lung abnormalities in the patients. Some of these 
attributes can be used graphically to distinguish useful but overlapping distributions for the VS classes. Using machine and 
deep learning (ML/DL) algorithms with twelve grayscale image attributes as inputs enables the VS classes to be accurately 
distinguished. A convolutional neural network achieves this with better than 96% accuracy (only 18 images misclassified out 
of 513) on a supervised learning basis. Analysis of confusion matrices enables the VS prediction performance of ML/DL 
algorithms to be explored in detail. Those matrices demonstrate that the best performing ML/DL algorithms successfully 
distinguish between VS classes 0 and 1, which clinicians cannot readily do with the naked eye. Just five image grayscale 
attributes can also be used to generate an algorithmically defined scoring system (AS) that can also graphically distinguish 
the degree of pulmonary impacts in the dataset evaluated. The AS classification illustrated involves less overlap between its 
classes than the VS system and could be exploited as an automated expert system. The best-performing ML/DL models are 
able to predict the AS classes with better than 99% accuracy using twelve grayscale attributes as inputs. The decision tree 
and random forest algorithms accomplish that distinction with just one classification error in the 513 images tested.

Keywords  Computed tomography (CT) scan analysis · COVID-19 lung abnormalities · Grayscale image attributes · Visual 
and algorithmic classifications · Confusion matrices · Machine and deep learning predictions

Introduction

COVID-19 has wreaked havoc around the globe with huge 
loss of life, lock downs and consequential economic dam-
age. Analytical methods that help to determine and rapidly 
classify how severe the pulmonary damage is in patients 
suffering from the disease is essential for understanding 
their treatment requirements and accelerating its imple-
mentation. Computed tomography (CT) scan-slice images 
are now an established modality of pulmonary examina-
tion. CT data plays an important role in determining the 
severity of lung conditions associated with several serious 
diseases, such as cancer, different types of pneumonia and, 
since 2020, COVID-19 [1, 2]. Radiological investigation 
techniques (X-ray and CT) offer a means of diagnosing 
COVID-19 that can accurately complement the results of 
the virus' nucleic acid by real-time reverse transcription 
polymerase chain reaction (rRT-PCR), that is the standard 
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laboratory test for the disease [3, 4]. CT scan slices exam-
ining a patient’s thorax have become the preferred image 
modality for detecting and verifying COVID-19 [5].

Research emphasis to date has been mainly associated 
with the use of CT slices for COVID-19 diagnosis and/or 
for prognosis to qualitatively monitor the progress of the 
disease during patient treatment, rather than attempting to 
quantify the degree of severity of its pulmonary impacts 
[6]. Nevertheless, the ability of CT scan data to identify 
the degree of COVID-19 impacts has been exploited by 
some researchers [7]. Challenges faced in doing this auto-
matically from CT image analysis, with the aid of machine 
learning and/or deep learning (ML/DL) methods, have 
been identified [8, 9].

COVID-19 is characterized by some distinctive features 
in pulmonary CT-scan slices. These include, depending on 
severity, granular opaqueness, chaotically arranged lineation 
patterns, agglomerated masses, alveoli becoming opaque, 
inverse halos or atoll shapes, and thickened polygonal forms 
with poorly defined linear opacities [10]. However, radiolog-
ical characterization of various lung pathologies [11] sug-
gests that pre-existing pulmonary abnormalities are likely to 
complicate COVID-19 diagnosis using CT scans. Attempts 
to link the deep features discernible in CT scan images have 
proved worthwhile in severity classification of pulmonary 
impact in those afflicted with COVID-19 [12]. ML/DL 
algorithms can be configured to detect these characteristic 
COVID-19 pulmonary features with meaningful accuracy 
[13–15]. DL techniques that customize convolutional neu-
ral networks (CNN) adding automated feature-extraction 
algorithms are being exploited to good effect [16, 17]. To 
automatically extract deep features from pulmonary CT scan 
images it is necessary to effectively apply image segmenta-
tion algorithms [14, 18, 19].

Many researchers are now striving to customise pulmo-
nary CT scan image analysis as part of the battle to improve 
COVID-19 patient diagnosis and prognosis. Some are adapt-
ing CNN models linked with reliable feature-extraction algo-
rithms [8]. Such methods can be effective in determining 
the degree of pulmonary impacts, but often fail to consider 
the relationships among the grayscale-image properties that 
are responsible for making the distinctive characteristics 
visible in CT images. This study, for the first time, specifi-
cally addresses these underlying image attributes to trans-
parently determine their influence on CT images associated 
with different degrees of pulmonary impacts in COVID-19 
patients compared to individuals unaffected by the disease. 
Such information is used to verify the visual assessments 
of CT scan slices by clinicians. It is also exploited to derive 
accurate algorithmic classification systems that, with refine-
ments, could form the basis of automated expert systems. 
Such algorithmic systems offer the potential to automati-
cally classify the degree of severity of pulmonary impacts 

in COVID-19 patients, and those suffering from other pul-
monary conditions.

Analysis of grayscale statistical attributes of CT-image-
slice extracts from the pulmonary parenchyma (i.e. the alve-
olar tissue involved in respiration) forms the focus of this 
study. Such images can be rapidly extracted and processed 
to provide their statistical attribute values. Statistical and 
graphical techniques applied to the grayscale attributes of 
the image extracts reveal overlapping distributions, some 
of which are strongly correlated with the severity of lung 
abnormalities. Supervised learning using a suite of ML/DL 
algorithms is then applied to predict with high accuracy the 
degrees of pulmonary impacts associated with CT- image 
slices using multiple grayscale image attributes as input 
variables.

Methods

Acquisition of Scan Slices by Computed Tomography

For the research presented, thoracic CT-image slices were 
collected for multiple individuals, many afflicted with 
COVID-19, and some unaffected by COVID-19, but all 
being treated at a hospital in Shiraz (Iran). A Philips Inge-
nuity CT scanning machine at the Namazi medical centre 
was used to obtain multiple CT scan slices of 0.625 mm 
thickness from each patient. Multi-slice CT machines pro-
vide rapid and comprehensive imaging and are now widely 
used [20].

Non-contrasted CT scan images were compiled for this 
study. Such non-contrasted CT images are now routinely 
used to provide rapid ongoing assessments of several seri-
ous pulmonary disorders including coronavirus. The CT 
image information usefully complements the results of 
rRT-PCR tests in the definitive diagnosis of COVID-19. CT 
image scan slices were selected from forty-nine COVID-
positive patients exhibiting a wide range of lung abnormali-
ties, together with CT images from eight COVID-negative 
patients. The eight COVID-negative patients comprised 4 
women (aged 18–68 years) and 4 men (aged 24–71 years). 
The Covid-positive patients comprised 23 women (aged 
22–74 years) and 26 men (aged 32–86 years). Thus, the 
patients considered cover a balanced distribution of gender 
and age.

Analysis Conducted on CT Scan Slices

Visual Classification

The CT-image slices collected for every patient included in 
the dataset were visually scrutinized by a clinician. On the 
basis of that inspection specific images could be assigned 
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five distinct classifications (identified by the numbers zero 
to four), in which:

Class 0 consists of patients testing negative for 
COVID-19 and with no visual signs of other pulmonary 
abnormalities;

Classes1 to 4 consist of patients testing positive for 
COVID-19 with CT scan images showing varying degrees 
of lung abnormalities;

Class 1 patient scans display no or trace visual signs of 
lung abnormalities;

Class 2 patient scans display clear but minor visual signs 
of lung abnormalities;

Class 3 patient scans display substantial visual signs of 
lung abnormalities;

Class 4 patient scans display severe visual signs of lung 
abnormalities.

Such visual scoring (VS) is then used as the prediction 
goal for image-extract statistical analysis. Figure 1 displays 
example CT scan slices of the VS classes 0, 2, 3 and 4 (VS 
class 1 is not shown because it appears on visual inspec-
tion the same as VS class 0). Figure 2 displays rectangular 
extract images from these example CT scans used for statis-
tical analysis. It takes a few seconds to capture each image 
extract, and a few more seconds to determine and record a 
range of statistical attributes from each image.

Extract Image Selection and Analysis

From the inspection of the CT-scan-slice collection for each 
individual studied, several slices were selected for detailed 

analysis to best represent their pulmonary condition. One 
quadrilateral extract was sampled from each lung in each CT 
slice selected. This accumulated three hundred and ninety 
two image extracts for the forty nine individuals afflicted 
with COVID-19, averaging eight per person. For the eight 
COVID-negative patients in the studied dataset, 121 extract 
images were collected, averaging fifteen per person. The 
image extracts are collected rapidly and simply as screen 
shots from the original CT scan images. The areas selected 
for screenshots are identified by a radiologist with CT inter-
pretation expertise. The image quality is determined statisti-
cally assessing all the pixels in each extracted image.

The greater sampling density for the eight COVID-neg-
ative patients is justified to ensure that the image extracts 
cover a comprehensive range of lung conditions for that 
group. This is required to provide confidence that a wide 
range of VS class 0 lung conditions is included in the sam-
ple. That is necessary to provide detailed comparisons with 
all the VS classes of the COVID-positive patients. A poten-
tial complication for the analysis conducted is that some of 
the COVID-negative patients may have, or have had, other 
lung conditions that have impacted the conditions of their 
lungs at the time the CT scans were taken. The large age 
range of the COVID-negative patients and their different 
lifestyles and home environments are likely to result in these 
patients displaying a range of lung states as sampled by the 
CT scans.

A suite of CT scan images taken from an individual 
patient typically reveals different conditions, reflected by 
distinct grayscale characteristics, in different portions of 

Fig. 1   Example CT scan slices 
for patients in the dataset 
assigned to: A VS class 0 
(COVID-negative) with no or 
trace visual lung abnormalities; 
B VS class 2 with minor but 
distinct abnormalities; C VS 
class 3 with substantial visual 
abnormalities; and, 4) VS class 
4 with severe visual abnormali-
ties
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the lungs. Indeed, it is not unusual for lung disease suf-
ferers to have substantially more impacts in one lung than 
the other. Each CT slice and extract images taken from 
that slice can be assigned a specific VS score reflecting 
conditions at that point in the patient’s lung. Hence, mul-
tiple extract images taken from a suite of CT scans from 
a single patient are likely to record a range of VS scores. 
This is a useful outcome, as it enables the CT analyst to 
pinpoint the position in a sufferer’s lung which is most 
extensively impacted by the effects of a lung disease, and 
identify the portions of the lung (or perhaps a specific 
lung) that are least affected by the disease. As CT images 
are calibrated on the grayscale of 0 to 255, inter-patient 
variability should be minimal unless there are calibration 
issues with a specific CT scan machine, which should be 
identified by the machine operator.

Five hundred and thirteen quadrilateral CT-image-slice 
extracts were evaluated in total: one hundred and twenty 
one from VS class 0; and, three hundred and ninety two 
from the other four VS classes from COVID-positive 
patients (53 for VS class 1; 147 for VS class 2; 129 for 
VS class 3 and 63 for VS class 4). Extract- image dimen-
sions vary between 2000 and 80000 pixels with an aver-
age close to 25000 pixels. Extract-image size depends on 
what is considered to be a representative rectangular area 
from the pulmonary parenchyma of a left or right lung in 
a specific CT scan slice. When extracting an image from 
a CT slice care was taken to limit the area sampled to 
the parenchyma portion of a lung. This meant preventing 
the image extracts extending across pleura, diaphragm or 
mediastinum. As long as the CT‐image extracts are posi-
tioned to sample just the parenchyma portion of each lung 

Fig. 2   Example CT extract 
images (enlarged) for patients 
in the dataset assigned to: A VS 
class 0 (COVID-negative) with 
no or trace visual lung abnor-
malities; B VS class 2 with 
minor but distinct abnormali-
ties; C VS class 3 with substan-
tial visual abnormalities; and, 
4) VS class 4 with severe visual 
abnormalities. These particular 
extracts are taken from the CT 
scan slices shown in Fig. 1A–D, 
respectively
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image, the image extract position, and any image crop-
ping conducted, has minimal impact on the grayscale sta-
tistics of the image extract and, therefore, does not affect 
the performance of prediction models. The highest VS 
score attained from multiple extract images taken from 
a single patient is probably the one that is most useful in 
categorizing the overall severity of lung abnormalities 
experienced by that patient.

Grayscale images are distinct from bi-tonal black and 
white images in that they are monochromatic with each 
pixel possessing a single value that indicates how bright 
it is on a scale of 0 to 255; where 0 = black, 255 = white 
and numbers in between 0 and 255 are varying shades 
of grey. The numerical value assigned to each pixel is in 
8-bit integer digital format. The simplicity of the gray-
scale image structure is conducive for statistical analysis 
of the distribution of values associated with each pixel in 
an image. For this study, statistical analysis was imple-
mented with OpenCV software [21] driven by customized 
Python code. Thirteen statistics were computed for each 
extract image.

•	 Pixel quantity (Pixel#)
•	 Average pixel value (on the grayscale 0 to 255)
•	 Pixel# displaying the average pixel value
•	 Pixel% displaying the average pixel value
•	 Variance of pixel values
•	 Ratio of variance to average pixel values
•	 Standard deviation of pixel values
•	 Standard error of the mean pixel values
•	 Minimum of the pixel values
•	 Tenth percentile (P10) of the pixel values
•	 Fiftieth percentile (P50) of the pixel values
•	 Ninetieth percentile (P90) of the pixel values
•	 Maximum of the pixel values

Pixel# displaying the average pixel value and the stand-
ard error (SE = grayscale standard deviation / square root 
of the quantity of pixels sampled) are statistics that are 
influenced by image size (i.e., the number of pixels in the 
specific image analysed). The values of the other statistics, 
apart from the number of pixels in the image, are inde-
pendent of image size. SE indicates the degree of uncer-
tainty associated with average grayscale image values. SE 
is less than 0.7 for all images in the dataset, and, relative 
to the grayscale of 0–255, that value indicates that there is 
very low uncertainty associated with the average grayscale 
value, even for the smallest images. Pixel% displaying the 
average pixel value, because it is not dependent on image 
size, is a more useful statistic for comparing a dataset of 
images. It is therefore used as an input to ML/DL models 
in preference to the absolute number of pixels associated 
with the average pixel value.

Machine and Deep Learning Algorithms Applied 
to Grayscale Statistics

Values of 12 of the 13 statistics derived for each image, 
omitting the number of pixels in each image, are used as the 
input variables in this study. The VS class (0–4) assigned 
to each image by clinical inspection, with respect to the 
degree of lung abnormalities identified, is the dependent 
variable that machine learning and deep learning (ML/DL) 
algorithms attempt to predict from those input variables. 
The ML/DL algorithms are configured in Python code to 
solve this classification problem. These algorithms strive to 
find the minimum root mean squared error (RMSE) of the 
predicted (VSpred) versus actual (VSact) visual scale assess-
ments, considering all extract images evaluated.

The total of 513 data records (one for each extract image 
with twelve grayscale statistics and a VS class) are assessed 
using multiple ML/DL algorithms configured to optimize 
VS classification. The algorithms applied to this classifica-
tion task are listed below alphabetically. The detailed meth-
odologies of these algorithms are not presented in detail here 
as they are all widely used and their methods, as applied 
to image classification problems, are comprehensively dis-
cussed in the literature:

Adaboost (ADA: boosted decision-tree) [22, 23];
Convolutional Neural Network (CNN; deep learning 

algorithm) [16, 17];
Decision Tree (DT) [24–26];
Extreme Learning Machine (ELM) [27–29];
Gaussian Process Classification (GPC; based on the 

Laplace approximation) [30, 31];
K-nearest Neighbour (KNN) [13, 32];
Multi-layer Perceptron (MLP) [33];
Naïve Bayes Classifier (NBC) [13, 34];
Quadratic Discriminant Analysis (QDA) [35, 36];
Random Forest (RF) [37]; and,
Support Vector Machine (SVM) [38, 39].
That selection includes ten ML algorithms and one DL 

algorithm (i.e., CNN). This diverse group of algorithms is 
selected because it covers a wide range of mathematical 
and logical concepts, and not all of them are dependent on 
hidden regression and correlation relationships between the 
variables (e.g., KNN).

Multiple-K‐fold cross‐validation is employed to deter-
mine the most statistically reliable divisions of the dataset 
into training and testing subsets. Four distinct K-folds are 
considered (fourfold involving 75% training: 25% testing 
splits; fivefold with 80%: 20% splits; tenfold with 90%: 10% 
splits; and 15-fold with 93%: 7% splits). Multiple runs are 
conducted with each K-fold split to generate statistically reli-
able means and standard deviations of selected error metrics. 
This method is effective at determining the best splits to use 
and establishing the uncertainty associated with randomly 
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selected testing subsets. Such analysis is time consuming to 
conduct when multiple K-folds are considered, so for this 
study five ML algorithms have been evaluated with multiple-
K-fold cross fold analysis (ADA, DT, KNN, RF and SVM). 
However, the optimum training subset: testing subset split 
established for these models, for each specific dataset, can 
be reasonable assumed to be relevant for the other mod-
els considered. The multi-K-fold cross validation results 
obtained from the analysis conducted suggested that a split 
of 80% training subset: 20% testing subset worked well for 
the dataset evaluated and this division was randomly applied 
for this study.

Each of the ML/DL models requires tuning of the hyper-
parameters (control values) to be applied for each specific 
dataset to which they are applied. This involves finding the 
optimum values that minimize prediction errors associated 
with each model. It requires multiple sensitivity test runs 
being conducted for each ML/DL model, each applying dif-
ferent potentially feasible control values. This optimization 
has been achieved for this study using a combination of trial-
and-error analysis, grid search and Bayesian optimization, 
making use of the available Scikit learn functions to perform 
the latter two sensitivities. The optimized hyperparameters 
adopted for each algorithm are described in Table 1.

Metrics Used to Assess the Accuracy of ML/DL Predictions

Several commonly used statistical measures of prediction 
accuracy (Fig. 3) are used to assess the prediction accu-
racy achieved by the ML/DL algorithms. These accuracy 

assessment metrics are useful to consider collectively when 
comparing the prediction accuracy achieved by particular 
algorithms. However, MSE and RMSE are, to some extent, 
more pertinent accuracy measures as these are the values 
that the algorithms are trying to minimize as an objective 
function.

Results

Grayscale Image Statistics

The value distributions of the statistical attributes assessed 
for the CT scan extract images are summarized in Table 2. 
The table is divided to consider the dataset as a whole (513 
data records), the 121 images from COVID-negative patients 
and the 392 images from the COVID-positive patients. Sev-
eral of these grayscale statistical attributes display a sub-
stantial range of values. These distributions are illustrated 
in Fig. 4 with box and whisker diagrams, distinguishing the 
COVID-negative and COVID-positive image sample sets 
for each grayscale attribute. By juxtaposing the box and 
whisker diagrams for each attribute for those two sample 
sets, plotted on the sample scale range, the differences are 
clear to see. The average grayscale, variance grayscale, P10/
P50/P90 grayscale and pixel% at the average grayscale, in 
particular, show quite distinctive distributions for those indi-
vidual afflicted with COVID-19 and those unaffected by it 
(Table 2, Fig. 4). Such differences form the basis for using 

Table 1   Setup and optimized hyperparameter values for ML/DL algorithms used to predict lung abnormality severity from a range of input vari-
ables derived from image grayscale statistical analysis

VS is predicted with high accuracy by several of these ML algorithms and CNN

Machine learning algorithm Control parameter values applied Python packages

Adaboost (ADA) Number of estimators = 2000; learning rate = 2;
base estimator is DT with depth = 1000; splitter = best

Scikit-learn

Convolutional Neural Network (CNN) 1D Convolutional layer = 5 (filters = 200; size = 3; activation = relu)
Dropout = 0.5 (between 1D and Dense layers)
Dense Layers = 2 (neurons = 500; activation = relu)
Optimizer = adam (learning rate = 0.001)
Iterations = 500; batch size = 10

Keras / TensorFlow

Decision Tree (DT) Maximum depth = 10,000; splitter = best; criterion = entropy Scikit-learn
Extreme Learning Machine (ELM) Hidden_units = 5000; activation = leaky_relu; random type = normal DWA
Gaussian Process Classification (GPC) Kernel = rbf; rbf hyperparameters optimized as part of training Scikit-learn
K Nearest Neighbour (KNN) Neighbours = 10; weighted by Euclidian distance Scikit-learn
Multi-layer Perceptron (MLP) 3 hidden layers with 500, 250 and 250 neurons; logistic activation func-

tion; adam solver; alpha = 0.0000001; maximum iterations 1000
Scikit-learn

Naïve Bayes Classifier (NBC) Gaussian processor; variable smoothing = 1E-9 Scikit-learn
Random Forest (RF) Number of estimators = 1000; Maximum depth = 1000 Scikit-learn
Quadratic Discriminant Analysis (QDA) No control parameters influence predictions Scikit-learn
Support vector machine (SVM) Kernel = rbf; C = 500,000; gamma = 0.00001 Scikit-learn
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them to discriminate between the impacts related to pulmo-
nary conditions such as COVID-19.

Correlation among the grayscale statistical attributes and 
with VS are also encouraging (Table 3). There are strong 
positive Pearson correlation coefficients (R) with VS dis-
played by grayscale P10, P50, Average, P90 and variance. A 
strong negative R value exists between VS and the percent of 
pixels at the grayscale average. These correlations indicate 
that several of the grayscale statistical attribute distributions 
are varying systematically across the image extract data-
set (Table 2; Fig. 4) between COVID-19 −ve and COVID-
19 + ve samples. In addition to R, the Spearman rank corre-
lation coefficient (p) values are also displayed to express the 
correlation relationships between VS and the grayscale sta-
tistical attributes. A key assumption of R is that the variable 
distributions being correlated are normally (symmetrically) 
distributed, that is they are parametric in their behaviour. 
On the other hand, p makes no such assumptions and is non-
parametric because it is calculated using ranking positions 
rather than absolute data values.

In general, the R and p values are quite close (last two 
columns in Table 3) implying that the grayscale statistical 
attributes and VS distributions are not highly skewed and 
that they are not highly non-parametric. The grayscale P90 
displays the strongest positive R (0.87) and p (0.88) cor-
relations with VS. The average pixel (grayscale) value also 

displays strong positive R (0.78) and p (0.81) correlations 
with the dependent variable (VS). The P50 pixel value R 
(0.72) and p (0.75) correlations with VS are only slightly 
less strong. Grayscale variance values also display a strong 
positive R (0.67) and p (0.72) correlations with VS. Pixel% 
at the average value displays robust negative R (− 0.75) and 
p (− 0.80) correlations with VS. These relationships sug-
gest that the grayscale statistical measures, particular those 
displaying high correlation coefficients with VS, are likely to 
be exploitable by ML/DL methods to accurately predict VS.

Relationships Between Grayscale Statistical 
Attributes and VS

Figures 5, 6 and 7 graphical express the continuity and 
extent of the key grayscale statistical attributes for the CT-
slice-extract images displaying VS and the severity of pul-
monary impacts. Figure 4 displays the scaled relationships 
between the distributions of average pixel value versus vari-
ance of the pixel values versus pixel% at the average value. 
The VS values are distinguished for each extract image in 
Fig. 5. Scale factors are used for variance values and pixel% 
at the average value to centralize the data point distributions 
within the triangular display (Fig. 5).

The average value, variance value and pixel% at the 
average value can, to a degree, distinguish the extent of 

Fig. 3   Prediction-accuracy 
metrics used to assess ML/DL 
performance in this study
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pulmonary impacts related to COVID-19 (Fig. 5). Strik-
ingly, there is a continuous progression from VS class 0 
(lower-left portion of triangle) to VS class 4 (middle-to-
upper-right portion of triangle). VS class 0 and VS class 
3 are clearly separated on this display. However, there is 
substantial overlap between VS Classes 1, 2 and 4 and the 
other VS classes using this plot in isolation. The trend and 
distribution of data records in Fig. 5 highlight that lungs 
with no, or trace, abnormalities are characterized by low 
grayscale average and variance. Progressively, average val-
ues and variance values increase and pixel% at the aver-
age values decreases as lung abnormalities become more 
substantial. Those lungs associated with the most severe 
abnormalities approach right-side triangular apex (Fig. 5). 
This is because the grayscale in such images is dominated 
by light-grey shades causing grayscale variance to decrease 
and grayscale average to increase substantially in lungs with 
such severe abnormalities. The progressive trend is therefore 
initially from southwest to northeast (VS class 0 to VS class 
3) in Fig. 5, and then from northeast to southeast (VS class 
3 to VS class 4).

Three-dimensional (3D) graphics are also useful for 
displaying the relationships between the grayscale sta-
tistical attributes (e.g., Figs.  6 and 7). Grayscale P90 
replaces grayscale average from Fig. 5 to provide the 3-D 

display shown in Fig. 6. There is a clear progression from 
lower right (VS class 0) to top left (VS class 4) in Fig. 6, 
although, as with Fig. 5, a degree of overlap exists among 
the VS classes. In Fig. 7 (P10, average and P90 grayscale 
statistics) there is a progression from lower left (VS class 
0) to top right (VS class 4), combined with a degree of 
overlap between the VS classes.

Grayscale statistical distributions (Tables  1 and 2; 
Figs. 5, 6 and 7) in extract images from CT scans clearly 
offer the potential to distinguish the severity of pulmonary 
impacts in those individuals afflicted with COVID-19. 
Although there are several statistical attributes displaying 
high correlation coefficients with VS and combinations 
of them can achieve good distinctions between certain 
VS classes (Figs. 5, 6 and 7), the overlap between certain 
classes makes such 3-D graphics unsuitable for definitive 
predictions of VS. This limitation justifies the deployment 
of ML/DL algorithms to consider all of the grayscale sta-
tistical attributes associated with the CT extract images to 
see if it is possible to predict and distinguish all classes of 
VS with a higher degree of confidence. By including sev-
eral additional grayscale statistic attributes with relatively 
low correlation coefficients with VS (Table 3), the ML/DL 
algorithms are able to exploit more subtle relationships 
between them to provide better VS predictions.

Fig. 4   Box/whisker distribution plots of CT image extract grayscale 
attributes. For each attribute the distribution of the COVID −ve sam-
ples (blue boxes) is placed beside the distribution of COVID + ve 
samples (red boxes), displayed on the same scale range. In each plot 
the boxes express the range of the second and third distributions 

quartiles; crosses within the boxes represent the distribution means; 
horizontal lines in each box represent the distribution medians; the 
vertical lines and whiskers express the confident limits of the distri-
butions; and the dots outside the whiskers represent potential outliers 
positioned beyond ± 1.5 times the interquartile range from the boxes
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Selecting Features for Sensitivity Analysis

The statistical (grayscale) attribute dataset of CT scan extract 
images is comprised of 513 data records. It includes 13 inde-
pendent variables and one dependent variable (Tables 2). 
The 13 input variables are all available for use by the ML/
DL algorithms for VS prediction. Some sensitivity testing 
was conducted, based on the relative influence of the vari-
ables to identify which of these grayscale statistics could be 
omitted without reducing the VS prediction accuracy of the 
models. Models considering just nine of the independent 
variables (i.e., leaving out pixel#, standard error of the mean, 
minimum value and variance/average ratio), 10 variables (as 
for the 9-variable case but including minimum grayscale), 11 
variables (as for the 10-variable case but including standard 
error) and 12 variables (as for the eleven-variable case but 
including variance/average grayscale ratio) were evaluated 
with the ML/DL models. All of those cases generated cred-
ible predictions with high accuracy. However, the 12-vari-
able case outperformed the other cases, demonstrating that 
all those variables are able to make useful contributions to 
VS prediction. Consequently, it was the 12-variable case 
(excluding the number of pixels per image) that was selected 
for detailed analysis.

Performance Comparison of ML/DL Methods 
for Predicting VS

Table 4 presents the MAE result of fivefold cross validation 
analysis applied to selected ML models configured to predict 
VS. Multiple K-fold analysis was conducted (fourfold, five-
fold, tenfold and 15-fold) but the fivefold analysis generated 
the most consistent results. These results justify the use of 
a 80% training subset: 20% testing subset split. The fivefold 
results involve fifteen separate random 80%:20% data record 
splits, presenting the MAE means and standard deviations 
for the 20% testing subsets (Table 4). It is apparent that the 
RF and KNN models generate statistically lower errors than 
the other ML models evaluated.

Table 5 lists the accuracy of predicting (VSpred versus 
VSact) as determined by the statistical measures defined in 
Fig. 3 for the eleven ML/DL algorithms. These measures 
provide a comparison of each model’s capability to correctly 
predict /classify the VS value of all five hundred and thir-
teen data records in the image extract dataset on a super-
vised learning basis. In addition to the prediction accuracy 
measures, each algorithm is ranked in Table 5 in ascend-
ing order of the RMSE values achieved and the quantity of 
errors made in its predictions (the two right-side columns 
in Table 5).

The CNN deep learning model outperforms all the ML 
models resulting in just 18 VS prediction errors (out of a 
possible 513), achieving an RMSE of 0.19 and R2 of 0.98. Ta
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Of the ML models, RF delivers the most accurate results 
(26 prediction errors, RMSE of 0.26 and R2 of 0.96) and the 
ADA, KNN, DT and ELM models also achieve impressive 
accuracy. The MLP, NBC and QDA algorithms substantially 
underperform in terms of their VS prediction accuracy. The 
variations in APD and AAPD (Table 5) are broadly consist-
ent with those for MAE and RMSE, reinforcing the perfor-
mance order of the classification models. Careful checking 
of the images that are predicted incorrectly by the different 
ML/DL models evaluated reveals that there is no definitive 
difference between them and the correctly predicted images. 
A small number of such errors are to be expected as the 

Fig. 5   Three grayscale statisti-
cal attributes possessing high 
correlation coefficients with VS 
(Table 3) plotted in a scaled tri-
angular diagram for the purpose 
of distinguishing the severity 
of lung abnormalities. Grp 
0 = COVID-negative; Grp 1–4 
represent increasing severity of 
lung abnormality in COVID-
positive patients

Fig. 6   3D plot of P90 values, variance values and pixel% at the aver-
age value displaying a progressive trend related to severity of lung 
abnormalities

Fig. 7   3D plot of grayscale P10, average and P90 displaying a pro-
gressive trend related to the severity of lung abnormalities

Table 4   Fivefold cross validation results for selected ML models con-
figured to predict VS. The means and standard deviations are calcu-
lated based on fifteen separate randomly selected 20% testing splits 
covering the entire dataset

Fivefold cross validation results for visual scoring (VS)

Model MAE mean MAE stand-
ard deviation

ADA 0.3248 0.0709
DT 0.3346 0.0475
KNN 0.2985 0.0512
RF 0.2582 0.0479
SVM 0.4532 0.0709
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VS classes grade into each other and overlap to an extent 
depending upon the combination of grayscale attributes con-
sidered (e.g. Fig. 5).

It is notable that some algorithms rank differently based 
on RMSE performance compared to the numbers of predic-
tion errors generated. For instance, ELM ranks 4 in terms 
of RMSE but ranks 6 based on the number of errors gener-
ated (Table 5). On the other hand, ADA ranks 5 in terms of 
RMSE but ranks 4 on the basis of error numbers. The rea-
son for this is due to the magnitude of the prediction errors 
made. If an algorithm makes a prediction error by placing 
the data record in an adjacent class that will have a smaller 
impact on increasing its RMSE than if the error places the 
data record two of more classes away from the correct class. 
It is clearly important to consider both types of error. Confu-
sion matrices help to identify the reliability of the algorithms 
in terms of the relative severity of the errors they make.

Confusion Matrices to Assess VS Prediction 
Performance

Although the ML/DL algorithms configured to minimize 
RMSE (i.e. RMSE is their objective function) the ultimate 
objective of the VS prediction effort is to minimize the num-
ber of data records that are incorrectly predicted. It is useful 
to configure the algorithms in this way because RMSE pro-
vides a continuous scale which the algorithms can progres-
sively minimize. It is possible for the number of errors to 
move up and the RMSE value to move down; compare, for 
example, the outcomes for the ADA and ELM algorithms 
in Table 5.

A confusion matrix provides a detailed analysis of the 
nature of the misclassifications made by specific algorithms. 

These diagrams provide more detail about how each predic-
tion model is performing. They identify the VS classes that 
an algorithm predicts more accurately than others. They also 
identify which classes an algorithm is most prone to con-
fuse. Figure 8 displays three such confusion matrices for the 
CNN, KNN and ADA models.

It is apparent from Fig. 8 that the VS prediction models 
perform quite differently in their ability to predict specific 
VS classes. The best-performing CNN model (Fig. 8a) is 
most accurate when making class 0 predictions and least 
accurate when making class 1 predictions. Overall, in per-
centage terms it predicts classes 0 to 2 with higher accuracy 
than classes 3 and 4. Of note, is that the CNN model does 
not involve prediction errors that are placed greater than 
a single VS class from the actual VS value. This feature, 
combined with fewer errors (18) explains why it can be con-
sidered as the most reliable VS class predictor of the models 
evaluated.

Figures 8b and 8c show confusion matrices for the KNN 
and ADA models, respectively. These are two high-performing 
ML models that both generate 28 total errors. However, the 
distribution of the prediction errors is quite different for each 
of these models. The KNN results involve 5 errors that are 
more than one class removed from the actual VS class. On the 
other hand the ADA results involve 8 errors that are more than 
one class removed from the actual VS class. This explains the 
RMSE values achieved by the two models: KNN = 0.2887; 
ADA = 0.3175. Also of interest is that both models are most 
likely to confuse VS class 2 (11 errors each; nearly 40% of 
their total errors). On the other hand, KNN is most reliable 
in its predictions of class 0 and 1. Indeed, the KNN model 
outperforms the CNN model in its class 1 prediction perfor-
mance. In contrast, ADA performs less well in predicting class 

Table 5   VS Prediction performance for 12-variable grayscale statistical attribute ML/DL algorithms used to assess the 513 data records of CT-
scan-extract images. The VS scale is zero for COVID-19-negative individuals and 1 to 4 for those afflicted with COVID-19

Prediction accuracy visual score (0–4) for 12-variable machine learning models

Case A 12 
Input Vari-
ables

RMSE (VS) MAE (VS) APD (%) AAPD (%) Sdev (VS) R2 Number 
of errors

% Correct Rank by 
RMSE

Rank by errors

ADA 0.3175 0.0698 − 0.669 3.046 0.319 0.9445 28 94.54% 5 4
CNN 0.1868 0.0349 0.317 1.221 0.187 0.9805 18 96.49% 1 1
DT 0.3294 0.0775 − 0.342 2.920 0.331 0.9404 32 93.76% 6 5
ELM 0.3144 0.0872 − 1.337 3.798 0.3156 0.9453 42 91.81% 4 6
GPC 0.4176 0.1589 0.278 4.864 0.417 0.9041 78 84.80% 7 8
KNN 0.2887 0.0640 0.323 2.164 0.289 0.9542 28 94.35% 3 4
MLP 0.9139 0.5291 12.917 18.763 0.822 0.6949 196 61.79% 11 11
NBC 0.7587 0.4205 − 9.335 21.899 0.761 0.7024 177 65.50% 10 10
QDA 0.5171 0.2054 − 5.158 9.893 0.518 0.8524 90 82.46% 9 9
RF 0.2604 0.0562 − 0.694 2.309 0.261 0.9620 26 94.93% 2 2
SVM 0.4313 0.1202 0.753 4.693 0.429 0.9005 46 91.03% 8 7
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0, confusing 5 images as VS class 1 and one image as class 
2. However, the ADA model shows better prediction perfor-
mance for VS class 4 than either the CNN or KNN models.

By highlighting which VS classes are predicted most reli-
ably by each ML/DL model, the confusion matrices provide 
the analyst with the ability to select prediction models that 
best suit tasks focused on distinguishing specific VS classes. 
Analysis of confusion matrices for these class prediction 
models therefore usefully complements the error/accuracy 
statistical measures established for each ML/DL model. It 
also suggests that running an ensemble of several models is 
advisable as each model’s prediction accuracy varies in its 
ability to accurately predict specific VS classes.

Simplified Statistical Scoring System Using Selected 
Grayscale Statistics

The ranges displayed by the grayscale statistical attribute 
variables (see “Relationships between grayscale statistical 

attributes and VS”) suggest relatively basic formulaic rela-
tionships among just a few of these variables could predict 
the severity of lung abnormalities from CT scan image 
extracts to a reasonable level of accuracy. The accuracy 
achievable would clearly be less than that demonstrated 
for the ML/DL models in relation to the VS classes. 
However, this could provide the basis for developing an 
objective, automated algorithmic scale of severity asso-
ciated with lung abnormalities from CT extract images. 
Such an automated scale could be used to complement the 
VS score assigned by a clinician (i.e., involving human 
interpretation).

It is feasible to create a simplified lung abnormality 
statistical scoring system based on algorithmic relation-
ships involving just a few of the most influential grayscale 
statistics with respect to VS. Such an algorithmic scor-
ing (AS) approach is useful to compare with the visual 
assessments and potentially offers a means to provision-
ally automate CT scan assessments prior to expert visual 
assessment. An example of one such AS system is pro-
vided and assessed. It involves just five of the grayscale 
statistics recorded (P10, average, P90, variance and pixel% 
at the average value), i.e., those showing distinctive and 
progressive separations in Figs. 5 and 6 and high correla-
tion coefficients with VS.

There are just four groups (1 to 4) in the AS system 
described. Unlike the VS with five classes, there is no AS 
group 0 representing COVID negative patients. AS just 
focuses on the degree of lung abnormalities, with group 1 
at the low-lung-abnormality end of the scale and group 4 
at the high end. There is no attempt made in AS to distin-
guish COVID negative patients from those COVID positive 
patients displaying no discernible lung abnormalities. This 
means that most images that fall into classes 1 and 2 of the 
VS system would be expected to fall into AS group 1.

The algorithmic rules and logical sequence used to 
assign the images to specific groups for the AS groups are 
as follows:

A.	 AS Class 4 (severe category) is distinguished first at 
the high end of the scale on the basis that images must 
exceed all of these three statistical limits: P10 gray-
scale >  = 100, Average grayscale >  = 150 and P90 gray-
scale >  = 200.

B.	 AS Class 1 (normal/minimal lung abnormalities) is then 
distinguished at the low end of the scale on the basis that 
images must fall within these four statistical limits: P10 
grayscale < 80, P90 grayscale < 125, variance < 1000 and 
pixel% at the average value > 1.5%.

C.	 AS Class 2 (minor lung abnormalities) is then distin-
guished for those images that have not already been allo-
cated to AS classes 1 or 4 by applying two statistical 
limits: average grayscale < 125 and P90 grayscale < 150.

Fig. 8   Confusion matrices for selected ML/DL models. These record 
the distribution of incorrect VS predictions among the classes 0 to 4
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D.	 AS Class 3 (substantial lung abnormalities) is assigned 
to those images that do not fall within the limits speci-
fied for AS classes 1,2, and 4.

Figure 9 displays the 513 images assessed with this AS 
system. The numbers of images assigned to each AS class 
are: AS class 1 = 116; AS class 2 = 117; AS class 3 = 236; 
and AS class 4 = 44. It is clear from Fig. 9 that there is 
much greater separation between the AS classes than the 
VS classes (Fig. 5) for the image extracts considered. This 
makes it more suitable for a quick-look, consistent diagnosis 
based on relatively few (just 5) grayscale statistical vari-
ables, removing the potential subjectivity of expert (human) 
visual assessments.

The relatively simple segmentation criteria for the AS 
classes does not, however, consider all the grayscale statisti-
cal information recorded in the grayscale analysis of each 
image (Table 1). It is useful therefore to evaluate whether 
ML/DL algorithms can more accurately predict the AS 
groups than the VS classes for this dataset.

Table 6 presents the MAE results of fivefold cross valida-
tion analysis applied to selected ML models configured to 
predict AS. Multiple K-fold analysis was conducted (four-
fold, fivefold, tenfold and 15-fold) but the fivefold analysis 
generated the most consistent results. These results justify 
the use of a 80% training subset: 20% testing subset split 
for the AS predictions. The fivefold results involving fifteen 
separate random 80%:20% data record splits, presenting the 
MAE means and standard deviations for the 20% testing 
subsets (Table 6). It is apparent that the RF, DT and ADA 
models generate statistically lower errors than the other ML 
models evaluated.

Table 7 displays the results of the ML/DL models applied 
(with the same control parameters as used for the VS predic-
tions, Table 3) to the entire 513 data records using the 12 
grayscale statistical variables. It demonstrates that the AS 
system is easier for the ML/DL algorithms to distinguish 
than the VS system and the best-performing algorithms 
achieve higher prediction accuracy with much fewer errors.

Impressively, the best performing ML algorithms (RF and 
DT) achieve AS prediction accuracy of > 99% with only one 
confused predictions out of the 513 images assessed. This 
outperforms the CNN deep learning model, which is actually 
ranked sixth in terms of its performance compared to other 
algorithms. Inspection of the confusion matrices reveals that 
DT makes its one prediction error, confusing an AS class 2 
image as class 1. On the other hand, the RF model makes 
its one prediction error confusing an AS class-4 image as an 

Fig. 9   Triangular display of 
key grayscale statistics for 
distinguishing severity of 
lung abnormalities with the 
algorithmic statistical scoring 
classification system applied. 
The AS scoring scale consists 
of just four classes (group 1 to 
group 4). The segregation of the 
groups is more apparent than 
using the visual scoring (VS) 
system (Fig. 5) in which there 
is substantially more overlap 
between the groups

Table 6   Fivefold cross validation results for selected ML models con-
figured to predict AS

The means and standard deviations are calculated based on fifteen 
separate randomly selected 20% testing splits covering the entire 
dataset

5-Fold cross validation results for algorithmic scoring (AS)

Model MAE mean MAE stand-
ard deviation

ADA 0.0256 0.0281
DT 0.0135 0.0172
KNN 0.0608 0.0216
RF 0.0222 0.0173
SVM 0.1063 0.0276
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AS class-3 image. Cross-validation analysis confirms that 
the ML/DL models as configured do not overfit AS dataset 
(Table 6). The reason why there are much fewer prediction 
errors generated by the models when applied to the AS data-
set is that the classification methodology distinguishing the 
AS classes is based on a simplified statistical scale compared 
to the VS dataset. The AS classification does not depend 
on clinicians’ judgement but is determined solely by a for-
mulaic algorithm. Consequently, the AS dataset shows less 
overlap between its classes than the VS dataset, as revealed 
by comparing Fig. 5 (VS dataset) with Fig. 9.

It is expected that other algorithmic combinations of 
image grayscale statistical attributes may be able to match or 
exceed the performance of the simple AS method described 
here. Further research is required to verify this. However, the 
AS described demonstrates the viability of an algorithmi-
cally derived, severity of lung abnormality scale based on 
CT image extract grayscale statistical attributes.

Discussion

Over the past 2 years many ML and DL models have been 
developed and evaluated to assess CT lung scan images to 
determine whether a patient is, or is not, suffering from 
COVID-19. A recent list of deep learning models and the 
accuracies they achieve is provided by Garg et al. [40]. 
Most of these studies address binary classification analysis 
(COVID-positive versus COVID-negative) although some 
[40, 41] do distinguish three classes (in addition distinguish-
ing those images related to patients suffering other lung dis-
eases). Most of these deep learning models use activation 

maps of an entire CT images to make their classifications. 
This study is unique in that it aims to not only distinguish 
COVID-positive from COVID-negative patients but also 
make distinctions between degrees of severity of lung abnor-
malities. Moreover, the method proposed is more transpar-
ent about the features used to influence its class selections. 
Many of the binary- and tertiary-class-selection, deep learn-
ing models proposed are not very transparent concerning the 
specific image criteria used to make their class selections, 
other than revealing different weights assigned to different 
image manipulation functions.

Analysis presented here for both the VS and AS 
approaches to classifying the degree of pulmonary impacts 
in COVID-19 patients provide sufficient encouragement to 
justify more extensive future research with respect to gray-
scale statistical attributes of image extracts taken from CT 
scan slices. Indeed, the approach may also be worth evalu-
ating for the assessment of other lung diseases using CT-
image data. The extensive value ranges of several of these 
grayscale statistical attribute distributions (Table 2, Fig. 4), 
and the correlation relationships between them (Table 3), are 
conducive to beneficial exploitation by algorithmic relation-
ships and/or ML/DL models to grade and quantify the sever-
ity of lung abnormalities quite precisely. In particular, the 
average grayscale, variance grayscale, P10/P50/P90 gray-
scale and pixel% at the average grayscale, can collectively be 
used, to an extent, to distinguish between those individuals 
afflicted with COVID-19 and those unaffected by it. How-
ever, the leave-one-out analysis conducted as part of feature 
selection, for the ML/DL model development, indicates that 
twelve of the attributes (all of those listed in Table 2 except 
number of pixels), when used collectively, lead to the lowest 

Table 7   Comparisons of the accuracy in the predictions of the 12-variable statistical ML/DL models related to algorithmic scoring (AS)

*RF and DT rank jointly in first place for RMSE and Error numbers
513 CT-scan-image extracts are each allocated an algorithmic group from 1 to 4 and the models strive to predict those groups

Prediction accuracy algorithmic score (1–4) for 12-variable machine learning models

Case B 9 
input vari-
ables

RMSE (VS) MAE (VS) APD (%) AAPD (%) Sdev (VS) R2 Number 
of errors

% Correct Rank by 
RMSE

Rank by errors

ADA 0.0623 0.0039 0.129 0.129 0.062 0.9955 2 99.61% 3 3
CNN 0.1245 0.0155 0.191 0.384 0.125 0.9821 8 98.44% 6 6
DT 0.0440 0.0019 0.065 0.065 0.0442 0.9978 1 99.81% 1* 1*
ELM 0.1460 0.0213 0.026 0.607 0.146 0.9753 11 97.86% 7 7
GPC 0.0984 0.0097 0.142 0.239 0.099 0.9888 5 99.03% 4 4
KNN 0.1165 0.0136 0.110 0.368 0.117 0.9843 7 98.64% 5 5
MLP 0.3294 0.1085 − 0.258 3.585 0.330 0.876 56 89.08% 11 11
NBC 0.3294 0.1085 −0.950 3.702 0.331 0.8777 56 89.08% 11 11
QDA 0.2567 0.0659 − 0.601 2.242 0.258 0.9243 34 93.37% 9 9
RF 0.0440 0.0019 0.039 0.039 0.044 0.9978 1 99.81% 1* 1*
SVM 0.1761 0.0310 0.003 1.037 0.177 0.9641 16 96.88% 8 8
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classification errors. Hence, some of the attributes with rela-
tively low correlation coefficients with the VS classes or AS 
groups do make useful contributions to the ML/DL class 
predictions.

Graphic representations (Figs. 5, 6, 7 and 9) of selected 
attributes are informative for quick-look assessments of the 
CT scan extract images. However, for more reliable clas-
sification of the images to either the VS or an AS system, 
ML/DL methods, deployed on a supervised learning basis, 
are required. The best of these (CNN) achieves better than 
96% prediction accuracy (and R2 > 0.98) for the VS clas-
sification applied to the entire five hundred and thirteen 
image dataset evaluated. Moreover, the DT and RF algo-
rithms achieve 98.8% prediction accuracy (and R2 = 0.998), 
with just 1 prediction error in the five hundred and thir-
teen images classified, for the AS classification system for 
the same image dataset. The future research planned will 
address applying the methods to larger datasets of CT scan 
slices, evaluating alternative and more complex algorithmic 
AS logic, and automating the technique with image seg-
regation software for rapid evaluation of a broader range 
of extract image shapes and/or extract image compilations 
from multiple slices. There are now some open-access chest 
CT image repository datasets available [42, 43] that make 
such expanded studies possible. Until such work is com-
pleted, questions remain concerning the generalizability of 
the method beyond the dataset evaluated in this study.

Clearly, the VS systems benefit from the clinical exper-
tise of visual observation involving a human being. On the 
plus side. clinical experts are able to use a broader range of 
factors than those available from grayscale statistical analy-
sis alone. On the downside, the VS class boundaries are 
associated with a degree of subjectivity potentially vary-
ing slightly from the inspection of one clinician to another. 
Figures 5, 6, 7 highlight that the severity of lung abnormali-
ties extends over a broad and continuous spectrum of image 
attributes. Those grayscale statistical attribute values are not 
conveniently segregated into clusters which might improve 
the definitions of the class boundaries. Consequently, any 
class boundaries, either visually or algorithmically defined, 
will be arbitrarily placed within this continuous spectrum 
of grayscale attribute values. Taking the arbitrary nature of 
the placement of the VS class boundaries into account, it 
is impressive that the CNN method, on a supervised learn-
ing basis, can accurately predict the VS classes resulting in 
just eighteen prediction errors from five hundred and thir-
teen image extracts evaluated. It seems possible with larger 
datasets that the deep learning models should be able to 
approach zero VS prediction errors on a supervised basis 
and achieve high VS class prediction accuracy on a semi-
supervised basis. Indeed, for the AS approach the best ML 
models have achieved just one AS group prediction error 
from the data set evaluated (Table 7 and Fig. 9).

The low prediction errors (high classification accuracy) 
generated by the best performing ML/DL models applied in 
the two dataset configurations studied, VS (96.5% accuracy) 
and AS (99.8% accuracy), compare well with the results of 
other studies. This is particularly impressive because other 
published ML/DL studies focus their learning models on 
just the binary classification of distinguishing COVID-19 
negative from COVID-19 positive images, not on the five 
class (VS dataset) and four class (AS dataset) classifications 
of severity of lung condition attempted by this study. One 
published study classified one hundred CT-scan images with 
a CNN model with 85% accuracy in that binary classification 
task [44]. Binary classification accuracy was improved upon 
to reach an accuracy 98% with another eight hundred and 
twelve CT-scan dataset [45]. Also, applying DL models to 
the binary classification of three hundred and sixty CT-scan 
images, another study reported 91% classification accuracy 
[46]. Two further DL studies based on several thousand 
X-ray images [47] and CT-scan images [48] achieved 73% 
and 82% binary classification accuracy, respectively”.

For the VS class predictions, it is particularly impressive 
that several of the ML/DL algorithms are able to distinguish 
with high accuracy between VS class 0 (COVID-free) and 
VS class1 (COVID-afflicted but displaying negligible or 
trace image indications of pulmonary impacts. Consider, for 
example, the performances of the CNN and KNN models 
(Fig. 8). Clinical experts find it extremely difficult to sepa-
rate VS classes 0 and 1, solely by visual analysis of the CT 
images, with any degree of accuracy (i.e., in the absence of 
a rRT-PCR COVID test). Yet with > 95% accuracy (Fig. 8a 
and b) the CNN and KNN 12-variable models can correctly 
discriminate images between these two VS classes. In the 
case of the KNN model, just 3 errors are generated from the 
174 images that belong to VS classes 0 and 1. This result 
confirms that the grayscale image statistical attributes are 
capable of distinguishing facets from these images that are 
not readily discernible by human visual inspection, even by 
an expert clinician. This capability demonstrates the wealth 
of information that can be gained from CT scan slice extract 
images using ML/DL techniques applied to the grayscale 
statistical attribute distributions they contain.

Conclusions

Grayscale statistical analysis accurately predicts visual 
assessments of CT scans made by clinicians that assign 
each image a visual score (VS) on the scale 0 to 4. VS 
class 0 refers to images from individuals not afflicted with 
COVID-19. VS class1 refers to those individuals afflicted 
with COVID-19 but without (or with only trace) pulmonary 
impacts. VS classes 2 to 4 refer to increasing degrees of 
pulmonary impacts in individuals afflicted with COVID-19. 
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Standalone graphical analysis of the grayscale image statis-
tical attributes showing the strongest correlations with VS 
is insightful but unable to definitively predict VS classes. 
However, evaluation of eleven machine learning and deep 
learning (ML/DL) models with twelve image grayscale sta-
tistical attributes as input variables, demonstrates that VS 
class prediction can be achieved with up to 96.5% accuracy 
(R2 = 98.05; just eighteen out of five hundred and thirteen 
images incorrectly classified) for the best performing con-
volutional neural network (CNN) model.

Additionally, the image grayscale statistics can be com-
bined to derive an automated algorithmic scoring (AS) sys-
tems based on just a few of the attributes showing high cor-
relation coefficients with VS. One such AS system, based 
on just five attributes (grayscale P10, average, P90, vari-
ance and the pixel% at the average value) can formulaically 
define a four-group AS scale. That AS scale can be assessed 
graphically to make reasonable group distinctions. However, 
when that AS scale is evaluated with twelve grayscale image 
attributes using ML/DL models it provides much improved 
group prediction accuracy. The AS scale defined varies from 
AS group 1 with no or trace lung abnormalities, for patients 
with and without COVID-19, up to AS group 4 for patients 
with severe lung abnormalities. Decision tree (DT) and ran-
dom forest (RF) ML models manage to predict the AS group 
for CT scan image extracts with 99.8% accuracy (R2 = 99.8; 
just one out of five hundred and thirteen images incorrectly 
classified) using 12 grayscale statistical attributes as input 
variables. The CNN deep learning model is outperformed 
by several ML models (RF, DT, Adaboost, Gaussian process 
classification and K-nearest neighbour) in the prediction of 
the AS scale, although it still manages to achieve 98.4% AS 
prediction accuracy (R2 = 98.2; eight out of five hundred and 
thirteen images incorrectly classified).

These results are very encouraging regarding the poten-
tial for using image extract grayscale statistics to develop 
rapid and precise expert systems for predicting the sever-
ity of lung abnormalities from pulmonary CT scan slices. 
The prediction errors of the ML/DL models for both VS 
and AS scales, analysed with the aid of confusion matri-
ces, reveal details of the relative capabilities of the models 
to distinguish individual VS classes and AS groups. With 
respect to the VS scale, confusion-matrix diagrams identify 
the ML/DL algorithms best suited to distinguish VS class 0 
(individuals without COVID-19) from VS class 1 (individu-
als with COVID-19 but showing negligible or only trace, 
visually discernible, abnormalities). These algorithms are 
able to do this with very few prediction errors. For example, 
the KNN model delivered just three misclassifications out 
of 174 images belonging to VS classes 0 and 1. What is 
impressive about that prediction performance is that clinical 
experts struggle to make the distinction between the classes 
0 and 1 (as defined) by visual analysis of the CT-scan data in 

isolation, i.e., without the availability of a rRT-PCR labora-
tory test result to guide them. Further studies are required 
using larger datasets to assess the generalizability of the 
method beyond the dataset evaluated in this study, and to 
potentially automate the grayscale image extraction process.
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