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In this paper, the effect of spatial diversity on the throughput
and reliability of wireless networks is examined. Spatial diversity

is realized through multiple independently fading transmit/re-
ceive antenna paths in single-user communication and through
independently fading links in multiuser communication. Adopting
spatial diversity as a central theme, we start by studying its
information-theoretic foundations, then we illustrate its benefits
across the physical (signal transmission/coding and receiver signal
processing) and networking (resource allocation, routing, and
applications) layers. Throughout the paper, we discuss engineering
intuition and tradeoffs, emphasizing the strong interactions be-
tween the various network functionalities.
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I. INTRODUCTION

Great expectations start with the mobile terminal and the

promise of 3G1 data rates, real-time internet protocol (IP)

services2 (including voice), and hours of useful battery life.
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1G: Generation. Current wireless systems are 2G or 2.5G, where rudimen-
tary data services are being deployed.

2See [65] for a discussion of architecture and philosophy.

The challenge here is that Moore’s Law does not seem to

apply to rechargeable battery capacity, and though the den-

sity of transistors on a chip has consistently doubled every

18 mo, the energy density of batteries only seems to double

every 10 years. This need to conserve energy (see [2] and ref-

erences therein) leads us to focus on what is possible when

signal processing at the terminal is limited. Throughout this

paper, we use the cost and complexity of the receiver to

bound the resources available for signal processing. Wireless

spectrum itself is a valuable resource that also needs to be

conserved given the economic imperative of return on multi-

billion-dollar investments by wireless carriers [1].

The fundamental distinction of wireless communication

is the ability to communicate on the move [71]. This rep-

resents both a freedom to the end user and also a challenge

to the system designer. Wireless communication hinges on

transmitting information riding on radio (electromagnetic)

waves and, hence, the information undergoes attenuation ef-

fects (fading) of radio waves (see Section II for more details).

These attenuation effects could also vary with time due to

user mobility, making wireless a challenging communication

medium.

The distinction from wired (twisted-pair, coaxial cable,

optic fiber) communication is that the transmission channel is

unpredictable (random) and could vary over very short time

scales (order of microseconds). Given the limited power re-

sources, this leads to new challenges in signal transmission

(see, for example, [207]). Furthermore, since the medium is

inherently shared by several users, the equitable sharing of

limited resources is an important challenge. In addition, the

freedom of mobility also implies that end users need to be

located in order to deliver information to them. This leads

to a challenge in dealing with the changing topology of the

wireless network. Finally, the wireless device would typi-

cally connect to the wired Internet infrastructure and a major

challenge is the interoperability of these disparate media.

These constitute formidable challenges to the designer and
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Fig. 1. Roadmap to the paper.

this paper explores some modern analysis and design tools

that can help surmount these challenges to meet the great ex-

pectations.

The main characteristic of wireless communication is

the uncertainty (randomness): randomness in users’ trans-

mission channels and randomness in users’ geographical

locations. These, in turn, lead to random signal attenuation

independently across users (see Section II). This random-

ness can also be used as a tool to enhance performance

through diversity. We broadly define diversity as the method

of conveying information through multiple independent

instantiations of these random attenuations. The diversity

tool we utilize is that of spatial diversity, through multiple

antennas and multiple users. Spatial diversity has emerged

as the single most important tool for reliable wireless com-

munication. The focus in this paper is on spatial diversity,

through spatially separate antennas, which in their simplest

instantiation are used to provide replicas of the transmitted

signal to the receiver. The independent links (due to inde-

pendent locations) of different users can also be used as a

form of multiuser diversity. In addition, diversity also can

be utilized through temporal and frequency domains. The

topic of this paper is the various methods by which spatial

diversity can contribute to reliable wireless communication

and is summarized in Fig. 1.

Information theory [70], [112] provides tools to estab-

lish fundamental limits on information transmission. In

Section III we review such fundamental limits on spatial di-

versity, both in single-user and multiple-user environments.

We review the results on single-user multiple-antenna

capacity established by Telatar [245] and by Foschini [103].

Most of our emphasis is on delay-bounded services, hence,

on outage capacity, where the usual assumption is that fading

is quasi-static, that is constant over a frame of data, and then

changing in an independent manner from frame to frame.

Recall that a 3% outage capacity (a typical assumption for

voice services) is the transmission rate that can be achieved

97% of the time. Moreover, multiple-user environments

bring to fore fundamental questions of resource sharing. We

examine how diversity impacts per-user performance also

in Section III.

Two antennas at the wireless access point (base station)

provide two independent paths from the base station to the

mobile. By distributing information across the two paths, and

by appropriate signal processing at the receiver, we in effect

construct a single channel that is better than either path. Su-

perposition of fading on these two paths at the receiver re-

duces the variation in received signal strength at the mobile.

Reduced channel fluctuations allows smoother and more ef-

ficient power control, since the base station is continually ad-

justing transmit power on the basis of reported signal strength

at the mobile. At a systems level, this means that the base

station requires less power to support existing users, or that

more users can be supported for a given constraint on radi-

ated signal power at the base station. The gains are signif-

icant; for example, system studies by Parkvall et al. [199]

show up to 100% increase in the number of users that can

be supported on the wideband code-division multiple access

(WCDMA) downlink from the base station to the mobile ter-

minal.

The earliest form of spatial transmit diversity is the delay

diversity scheme proposed by Wittneben [282] where a
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signal is transmitted from the second antenna, then de-

layed one time slot, and transmitted from the first antenna.

Signal processing is used at the receiver to decode the

superposition of the original and time-delayed codewords.

Viewing multiple-antenna diversity as independent conduits

of information, more sophisticated transmission (coding)

schemes can be designed to get closer to the fundamental

limits discussed in Section III. Using this approach, we focus

on space–time codes defined by Tarokh et al. [242] and

Alamouti [14] that introduce correlation of signals across the

different transmit antennas. Space–time codes can provide

additional coding gain beyond the diversity gain associated

with delay diversity. In only a few years, space–time codes

have progressed from invention to adoption in the major

wireless standards. For WCDMA, where short spreading se-

quences are used, transmit diversity provided by space–time

codes represents the difference between data rates of 100

and 384 kb/s. Section IV describes modern multiple-antenna

coding and signal processing methods that take steps toward

the theoretically predicted gains of Section III. Our emphasis

is on solutions that include channel estimation, joint de-

coding and equalization, and where the complexity of signal

processing is bounded. The new world of multiple transmit

and receive antennas requires significant modification of

techniques developed for single-transmit single-receive

communication. Since receiver cost and complexity is an

important consideration, our treatment of innovation in

signal processing is grounded in systems with one, two, or

four transmit antennas and one or two receive antennas. For

example, the interference cancellation techniques presented

in Section V-A.2 enable transmission of 1 Mb/s over a

200-kHz GSM/EDGE channel using four transmit and two

receive antennas. This means that our limitation on numbers

of antennas does not significantly dampen user expectations.

The functional modularities and abstractions of the IP pro-

tocol stack layering [65], [159] contributed significantly to

the success of the wired Internet infrastructure. The layering

achieves a form of information hiding, providing only inter-

face information to higher layer, and not the details of the im-

plementation. The physical layer is dedicated to signal trans-

mission, while the datalink layer implements functionalities

of data framing, arbitrating access to medium and some error

control. The network layer abstracts the physical and datalink

layers from the upper layers by providing an interface for

end-to-end links. Hence, the task of routing and framing de-

tails of the link layer are hidden from the higher layers (trans-

port and application layers).

In wireless networks, limited resources (bandwidth,

power) imply the importance of efficient and equitable

resource allocation techniques among the multiple users

of the shared wireless medium. Because of channel fading

and user mobility, channel conditions and error rates vary

both from user to user and in time for a given user. The

user-location-dependent errors and transmission rates (com-

bined with users’ mobility) lead to variations in connectivity

information that raise fundamental questions on how to

share the available resources in a fair manner. This require-

ment of wireless networks leads to a reexamination of the

functional separation and partition of the traditional network

protocol stack [65], [159]. We discuss this in Section V

in the context of spatial diversity in wireless networks.

Section V also addresses ad hoc wireless networks where

there might be multiple wireless hops, and where mobility

has a significant impact on capacity [81], [126]. Here, the

definition of cross-layer protocols, specifically the balance

between transmission to update routing information and

transmission of information, is central to design.

The main issue to note in investigating these interlayer

interactions is that of the time scales involved. The wireless

channel variations (see Section II for details) occur at several

time scales: fast variations occur due to Rayleigh fading

(time scale of microseconds and upwards), such variations

are perhaps best handled at the physical transmission layer

and have interactions with the resource allocation schemes.

There are slower variations that occur due to shadowing

caused from changes in the multipath environment (time

scale of hundreds of milliseconds and upwards). Such vari-

ations would be in the time scale of the resource allocation

schemes and perhaps have impact on network topology

(affecting routing). The slowest variations occur due to the

distance effect of path loss, which occurs due to mobility

of the nodes causing them to move further away from

the receivers (time scale of seconds and upwards). Such

variations will impact the network topology. Therefore,

the time scale becomes important in understanding which

“interlayer” interactions arise. Some cross-layer protocols,

where performance information at one layer is made visible

to other layers, are covered in Section V. We believe that

the definition of functionality and interaction between layer

abstractions is central to the design of next-generation

wireless networks.

The interoperability of wireless networks with wired

Internet infrastructure is a vast topic [203]. In Section V, we

focus our discussion on the impact of spatial diversity on the

end-to-end throughput of such hybrid networks. This is done

through a short study of the impact of space–time coding

(STC) on end-to-end throughput when users connect to the

wired Internet through an IEEE 802.11 wireless network.

We also study a complementary example of improving

end-to-end throughput by disambiguating the source of

losses in the wired and wireless hops.

We are just beginning on the path of meeting the great ex-

pectations of wireless communication. The goal of this paper

was not to be encyclopedic, but to bring together topics from

several different research areas on which spatial diversity has

an impact. Hence, the exposition (almost by definition) had

to be incomplete and biased from this point of view. A dis-

cussion of the steps described in this paper is given in Sec-

tion VI.

II. WIRELESS CHANNEL CHARACTERISTICS

Wireless communication utilizes modulation of electro-

magnetic (radio) waves with a carrier frequency varying from

a few hundred megahertz to several gigahertz depending on

the system. Therefore, the behavior of the wireless channel
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Fig. 2. Radio propagation environment.

is a function of the radio propagation effects of the environ-

ment [148], [213].

A typical outdoor wireless propagation environment

is illustrated in Fig. 2 where the mobile wireless node is

communicating with a wireless access point (base station).

The signal transmitted from the mobile may reach the access

point directly (line of sight) or through multiple reflections

on local scatterers (buildings, mountains, etc.). As a result,

the received signal is affected by multiple random attenua-

tions and delays. Moreover, the mobility of either the nodes

or the scattering environment may cause these random

fluctuations to vary with time. Time variation results in

the random waxing and waning of the transmitted signal

strength over time. Finally, a shared wireless environment

may incur undesired interference (due to concurrent trans-

missions) to the transmitted signal. The combined effect of

these factors makes wireless a challenging communication

environment.
The attenuation incurred by wireless propagation can

be decomposed in three main factors: a signal attenua-

tion due to the distance between communicating nodes

(path loss), attenuation effects due to absorption in local

structures such as buildings (shadowing loss) and rapid

signal fluctuations due to constructive and destructive

interference of multiple reflected radio wave paths (fading

loss).

The signal attenuation or path loss is due to the fact that,

when radio waves transmitted from an omnidirectional an-

tenna propagate through an environment, the fraction of the

transmitted power intercepted by a receiver at a distance

away from the receiver decreases with . Empirically [148],

[213], this attenuation behaves as . The ex-

ponent takes values typically in the range [2], [4] and

captures environment effects such as ground reflections of

the propagation waves. The time scale over which varies

depends on how the distance varies with time as determined

by the mobility of the communication nodes. Typically path

loss is the slowest varying among the attenuation effects.

The shadowing loss is much more difficult to model,

since it is due to absorption of the radio waves by scattering

structures. It can be thought of as a random variable that

takes a different value for each environment. Empirically,

is found to be well modeled by a log-normal distribution,

i.e., the attenuation behaves as , where

follows a Gaussian distribution [213]. In other words, the at-

tenuation measured in decibels is Gaussian distributed. Fur-

thermore, time variation occurs when the scattering environ-

ment changes, for example, when a mobile turns a corner on

a street. The time variation of the shadowing loss is quite dif-

ficult to model, and there exist few empirical studies. Qual-

itatively, we may state that shadowing loss varies with time

faster than the path loss, but slower than the fading loss de-

scribed below.

The fading loss occurs due to the constructive and de-

structive interference of multiple reflected radio wave paths

(see Fig. 2). Therefore, varies when we sample the radio

wave in different spatial locations. In a dense multipath envi-

ronment, when there are enough scatterers, the complex am-

plitude is empirically well modeled by a Gaussian distribu-

tion [148], [213]. If there is a line of sight available, the mean

of the Gaussian distribution is nonzero leading to an atten-

uation (absolute value of the complex amplitude) which is

Ricean distributed and, hence, termed Ricean fading. When

there is no line of sight, as would be the case in dense urban

environments, we would have a complex amplitude which is

zero-mean Gaussian distribution, leading to an attenuation

which is Rayleigh distributed, and, hence, we have Rayleigh

fading channels. We discuss how the fading loss affects a dis-

crete-time system after we introduce the respective model.

In the case where we have multiple antennas, the rela-

tive attenuations between the antennas becomes an impor-

tant issue. When the receive antennas are not far apart (of

the order wavelengths of carrier frequency), the main vari-

ation arises due to the fading effects [209]. The relative re-

sponse depends on the behavior of arrival directions of the

reflected radio waves with respect to the receive antennas,

222 PROCEEDINGS OF THE IEEE, VOL. 92, NO. 2, FEBRUARY 2004



which is characterized by the angular spread of the multiple

paths [148], [213]. Another attenuation effect that we did not

mention depends on the polarization of radio waves and this

can be used to obtain additional diversity (see, for example,

[163] and references therein).

The overall radio propagation attenuation is the combina-

tion3 of all three effects. For a transmitted signal , the

continuous time received signal can be expressed as

(1)

where is the response at time of the time-varying

channel if an impulse is sent at time , where4

with the transmission shaping filter, the

information signal, and the additive Gaussian noise. The

channel impulse response (CIR) depends on the combination

of all three propagation effects , , and in addition con-

tains the delay induced by the reflections. Moreover, it may

include the effect of a transmitter/receiver filter of a commu-

nication system, as described in [208].

To collect discrete-time sufficient statistics5 of the infor-

mation signal we need to sample (1) faster than the

Nyquist rate [208]. That is, we sample (1) at a rate larger than

, where is the input bandwidth and is

the bandwidth of the channel time variation [154]. A careful

argument about the sampling rate required for time-varying

channels can be found in [183]. In this paper, we assume that

this criterion is met and, therefore, we focus on the following

discrete-time model:

(2)

where , , and are the output, input, and noise

samples at sampling instant , respectively, and rep-

resents the sampled time-varying channel impulse response

of finite length . Any loss in modeling the channel as having

a finite duration impulse response can be made small by ap-

propriately selecting [183].

As mentioned earlier, the channel response de-

pends on all three radio propagation attenuation factors , ,

. However, for many of the discussions in Sections III-A,

III-C, and IV, in the time scales of interest, remains con-

stant. Therefore, for these discussions, the main varying ef-

fect arises from the fading loss, which is well modeled as a

complex Gaussian variable. In the rest of this section we dis-

cuss the effects at this time scale further.

3For example, if there are L distinct (specular) delayed paths, then
h (t; �) =  (t)�(� � � ), where  (t) depends on D(t), S (t),
and F (t).

4Here � represents convolution [208].
5The term sufficient statistics refers to a many-to-one function which does

not cause loss of information about the random quantity of interest. When
the channel is known at the receiver, one can design a whitened matched
filter receiver [102], [208] and sample at the symbol rate to collect sufficient
statistics. Here symbol rate refers to the underlying discrete-time informa-
tion symbols modulating the carrier signal.

Fig. 3. MIMO channel model.

For the discrete-time model in (2) and the general case of a

multiple-input multiple-output (MIMO) system (cf. Fig. 3),

fading loss can be further refined as leading to time selec-

tivity, frequency selectivity, and space selectivity.

Time selectivity arises from mobility, frequency se-

lectivity arises from broadband transmission, and space

selectivity arises from the spatial interference patterns of

the radio waves. The three respective key parameters in

the characterization of mobile broadband wireless channels

are coherence time, coherence bandwidth, and coherence

distance. The coherence time is the time duration over

which CIR can be assumed constant. It is approximately

equal to the inverse of the Doppler frequency.6 The channel

is said to be time selective if the symbol period is larger

than the channel coherence time. The coherence bandwidth

is the frequency duration over which the channel frequency

response can be assumed flat. It is approximately equal to

the inverse of the channel delay spread.7 The channel is said

to be frequency selective if the symbol period is smaller than

the delay spread of the channel. Likewise, the coherence

distance is the maximum spatial separation over which the

channel response can be assumed constant and depends on

the angular spread. The channel is said to be space selective

between two antennas if their separation is larger than the

coherence distance.

As seen from (2), the quantity represents the sam-

pled time-varying CIR (which combines the transmit filter

with the physical channel).8 The channel memory causes

interference among successive transmitted symbols that

results in significant performance degradation unless cor-

rective measures (known as equalization) are implemented.

In this paper, we shall use the terms frequency-selective

channel, broadband channel, and intersymbol interference

(ISI) channel interchangeably.

The introduction of transmit and receive antennas

(cf. Fig. 3) leads to the following generalization of the basic

channel model:

(3)

6The Doppler frequency is a measure of the frequency spread experienced
by a pure sinusoid transmitted over the channel. It is proportional to the ratio
of the mobile speed to the carrier wavelength.

7The channel delay spread is a measure of the time spread experienced by
a pure impulse transmitted over the channel.

8The transmit filter may introduce correlation between the overall channel
taps.
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where the complex9 matrix represents

the th tap of the channel matrix response with

as the input and as the output (cf. Fig. 3). The

input vector may have independent entries to achieve high

throughput (e.g., through spatial multiplexing) or correlated

entries through coding or filtering to achieve high relia-

bility (better distance properties, higher diversity, spectral

shaping, or desirable spatial profile, see Sections III and

IV). Throughout this paper, the input is assumed to be

zero mean and to satisfy an average power constraint, i.e.,

. The vector models the effects

of noise and interference.10 It is assumed to be independent

of the input and is modeled as a complex additive circularly

symmetric Gaussian vector with , i.e., a

complex Gaussian vector with mean 0 and covariance .

Finally, we modify the basic channel model to accommo-

date a block or frame of consecutive symbols. Now, (3)

can be expressed in matrix notation as follows:

(4)

where , , , and

. In each input block, we insert a guard

sequence of length equal to the channel memory to

eliminate interblock interference (IBI). In practice, the most

common choices for the guard sequence are the all-zeros

sequence (also known as zero stuffing) and the cyclic prefix

(CP). When the channel is known at the transmitter, it is

possible to increase throughput by optimizing the choice of

the guard sequence, as shown in [13].

In practice, block interleaving (where successive data

blocks are time interleaved by a depth larger than the channel

coherence time) causes successive blocks to experience

(nearly) independent fading. An alternative way to achieve

independent fading between successive blocks is through

carrier frequency hopping between block transmissions,

where the separation between carrier hops is larger than

the channel coherence bandwidth. Some of the results in

Section IV use the assumption of independent fading from

block to block; however, this is not crucial for the results in

Section III.11

The channel model in (4) includes several popular channel

models as special cases. First, the quasi-static channel model

follows by assuming the channel time-invariant within the

transmission block. In this case, using the cyclic prefix

makes the channel matrix block-circulant, hence, diago-

nalizable using the fast Fourier transform (FFT). Second, the

flat-fading channel model follows by setting which

renders the channel matrix a block diagonal matrix.

Third, the channel model for single-antenna transmission,

9In passband communication, a complex signal arises due to in-phase and
quadrature phase modulation of the carrier signal [208].

10Including cochannel interference, adjacent channel interference, and
multiuser interference.

11The presence of channel correlation across blocks would require a
longer observation interval (session time) to realize the same diversity
performance gains as in the independent-channel-from-block-to-block case.
This, in turn, places constraints for real-time delay-sensitive applications.
On the other hand, this interblock correlation, if present, could be used to
improve the convergence of channel tracking algorithms.

reception, or both follows directly by setting , , or

both equal to one, respectively.

The single-user model of (4) can be easily generalized to

the situation where there are multiple users. In Section III-B,

the multiuser model is developed in the context of a commu-

nication graph. In such a graph, the wireless links between

users can be modeled as edges with the users being the ver-

tices. Therefore, the channel model developed in this section

is general enough to handle a variety of possible propagation

scenarios.

For illustration purposes, we consider the following two

transmission scenarios.

• Scenario A characterized by a wide transmission band-

width of 20 MHz, a channel delay spread less than 800

ns, and no mobility. Therefore, the channel memory is

. This scenario represents channels with severe

frequency selectivity and no time selectivity. This is ap-

plicable to indoor systems such as wireless local area

networks (WLANs) (802.11 suite of systems) and out-

door systems such as wireless local loop (or fixed wire-

less systems).

• Scenario B characterized by a narrower transmission

bandwidth of 1.25 MHz, a typical urban channel delay

spread less than 5 s, and high mobility. Therefore,

the channel memory is . This scenario repre-

sents channels with severe time selectivity and mild fre-

quency selectivity. This is applicable to high-mobility

systems such as envisaged in 3G/4G cellular wireless

systems (including wideband CDMA systems).

These two scenarios will be threaded throughput the paper

to elucidate the main concepts and tradeoffs involved in the

various system design choices.

III. THEORETICAL CONSIDERATIONS

In this section, we review the information-theoretic results

that guide the way to recent developments in reliable high

data-rate wireless networks. The major recent development

in the past few years is the emergence of space–time (mul-

tiple-antenna) techniques and we present the results from this

perspective. Another recent focus of interest is on the ca-

pacity of multiuser wireless networks. We also present some

recent results on this topic.

The capacity of fading channels was studied in the 1960s

(see, for example, [112, Sec. 8.6]). At the same time, the

foundations of network information theory were being laid

out by characterizing the information-theoretic capacity of

channels with many users ([70, Ch. 14]). Since the wireless

medium is an inherently shared medium, these results are of

relevance for wireless networks. Most problems in network

information theory remain open, but a notable exception is

the multiple-access channel [70], which characterizes com-

munication from many terminals to a single terminal or base

station.

The work on fading channels has been pursued in parallel

by communication engineers and information theorists, with

important insights flowing both ways (see, for example,
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[197], [208], [226] and references therein). The importance

of diversity to communication in the presence of fading was

recognized quite early (see, for example, [45]). Frequency,

time, and space (multiple antennas) were identified as

different means of providing independent realizations of the

fading channel. The early focus was on military applications

with antenna arrays, where the different fading instantiations

were collected at the receiver and the transmitted signal

was detected using multiple “looks” through the diversity

realizations. Transmit diversity was much less common,

and typically the same signal was transmitted over the

diversity branches (for example, see [283] and references

therein). This is a form of repetition coding. The idea of

coding across fading diversity branches (realizations) at

the transmitter was proposed in the mid-1990s by several

researchers ([103], [242], [245]) from different points of

view. Foschini [103] and Telatar [245] focused on channel

capacity and demonstrated significant theoretical improve-

ments over single transmit, single receive channels. Tarokh

et al. [242] focused on reliability, and introduced simple but

nondegenerate correlation in the information streams across

the multiple transmit antennas. These approaches led to

the area of multiple-antenna coding which is still a rapidly

evolving research topic.

We organize this survey of recent developments in spatial

diversity as follows. In Section III-A we review results

in single-user multiple-antenna communication for fading

wireless channels. The unique problems associated with

multiple-user channels are treated in Section III-B where the

concept of multiuser diversity is introduced. Section III-C

contrasts minimization of error probability with maxi-

mization of rate. Section III-D distills insights from these

theoretical considerations that go into the design of practical

techniques for realizing the promised performance gains.

A. Information-Theoretic Results for Multiple-Antenna

Channels

The concept of capacity was introduced by Shannon in

1948 [227], where he showed that even in noisy channels,

one can transmit information at positive rates with the error

probability going to zero asymptotically in the coding block

size. Perhaps the most famous illustration of this idea was

the the formula derived in [227] for the capacity of the

additive white Gaussian noise (with variance ) channel

with an input power constraint , namely

(5)

For scalar12 flat-fading channels (where in (2) of Sec-

tion II), and a coherent receiver (where the receiver uses per-

fect channel state information), the capacity was shown to be

[98]

(6)

12In this paper we refer to single-antenna and multiple-antenna channels
as scalars and vectors (or matrices), respectively.

where13 the expectation is taken over the fading channel

and the channel is assumed to be stationary and

ergodic. This is called the ergodic channel capacity [197].

This is the rate at which information can be transmitted if

there is no feedback of the channel state ( ) from the

receiver to the transmitter. If there is feedback available

about the channel state, one can do slightly better through

optimizing the allocation of transmitted power by “wa-

terfilling” over the fading channel states. The problem of

studying the capacity of channels with causal transmitter

side information was introduced by Shannon in [228], where

a coding theorem for this problem was proved. When the

transmitter has noncausal side information (more suitable

for data-hiding problems [55]) the capacity was charac-

terized by [116]. Using these techniques, transmitter side

information in the context of fading channels was explored

in [123]. The capacity with instantaneous channel state

feedback was shown to be

(7)

where is the varying signal-to-noise ratio

(SNR), and the power control strategy is , for a

long-term power constraint

. However, for fast time-varying channels the instanta-

neous feedback could be difficult, resulting in an outdated

estimate of the channel being sent back [274]. The case

where partial information about the channel state at the

transmitter (and at the receiver) is studied in [48]. There has

also been work in understanding the impact of imperfect

transmitter channel state information on performance [38],

[270]. The understanding of achievable performance over

scalar fading channels is far deeper than what is covered

here and we refer the interested reader to [41]. Also note

that when we are dealing with complex channels (as is

usual in communication with in-phase and quadrature-phase

transmissions), the factor of 1/2 in the equations above

disappears [193]. From this point on, we assume complex

channels as set up in Section II. Also, unless otherwise

stated, we will deal with the case where the transmitter does

not have access to the channel state information.

In the presence of spatial diversity, the results above can be

easily modified. The simplest case is when we have receive

diversity, i.e., when , for a given and flat-fading

channels ( ). Here it is shown [197] that the capacity is

given by

(8)

where is now the channel vector response [see (3)

in Section II]. A similar expression when can be

derived; however, we will illustrate it as a special case of the

general , channel capacity.

Recent results in [103], [141], [210], [242], and [245] sug-

gest significant advantages in using both transmitter and re-

13In this paper, jhj =
�hh where �h denotes complex conjugation, and for

a vector h we denote its 2-norm by khk = h h, where h denotes the
Hermitian transpose.
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ceiver spatial diversities, i.e., , . In [245], the ca-

pacity of multiple-antenna fading channels was first estab-

lished.14 In the flat-fading case where , the mutual

information15 for a block of time samples can be written

as

(9)

where follows from the fact that the input is in-

dependent of the fading process [as the transmitter does not

have channel state information (CSI)] and follows from

the memoryless property of the vector Gaussian channel ob-

tained by conditioning on 16 and also due to the assump-

tion that is17 i.i.d. over . We also use i.i.d. Gaussian

input with , as this maximizes

the mutual information conditioned on . In general, it is

difficult to evaluate (9) except for some special cases. If we

assume , and if consists of i.i.d. Gaussian

elements, [245] showed that

(10)

is the capacity of the fading matrix channel, where

. Further, it was shown in [245] that the capacity could

be numerically computed using Laguerre polynomials [94],

[186], [245].

Theorem 3.1: The capacity of the channel with

transmitters and receivers and average power constraint

is given by (11) at the bottom of the page, where

, , and is the gen-

eralized Laguerre polynomial of order with parameter

[125].

This result allows us to numerically compute the capacity

of the spatial diversity channel. This also shows an important

connection between capacity of multiple-antenna channels

14In [103], a similar expression was derived without illustrating the con-
verse to establish that the expression was indeed the capacity.

15Mutual information (see [70]) is a lower bound on the achievable reli-
able information rate over a noisy channel.

16For a matrix A, we denote its determinant as det(A) and jAj, inter-
changeably.

17The assumption that fH(k)g is independent identically distributed
(i.i.d.) is not crucial. This result is (asymptotically) correct even when the
sequence fH(k)g is a mean ergodic sequence [197].

and the mathematics related to eigenvalues of random ma-

trices [94]. In [103] it was observed that when

, the capacity grows linearly in as .

Theorem 3.2: (Foschini [103]) For , the

capacity given by (10) grows asymptotically (at least) lin-

early in , i.e.,

(12)

It is shown in [61] that this result is also robust under some

restricted forms of correlation in the channel response ma-

trix, i.e., the independence assumption on the elements of

is not crucial.

To achieve the capacity given in (10), we require joint

optimal [maximum-likelihood (ML)] decoding of all the

receiver elements which could have large computational

complexity. The channel model in (3) resembles a multiuser

channel [268] with user cooperation. A natural question to

ask is whether the simpler decoding schemes proposed in

multiuser detection would yield good performance on this

channel. A motivation for this is seen by observing that for

i.i.d. elements of the channel response matrix (flat-fading)

the normalized cross-correlation matrix decouples (i.e.,

). Therefore, since

nature provides some decoupling, a simple “matched filter”

receiver [268] might perform quite well. However, a tension

arises between the decoupling of the channels and the added

“interference” from the other antennas, as the number of

antennas grow. We can show that the two effects exactly

cancel each other and this detector still retains the linear

growth rate of the optimal decoding scheme [84]. However,

in the rate achievable for this simple decoding scheme,

we do pay a price in terms of rate growth with SNR.

Theorem 3.3: If , then

Multiuser detection [143], [268] is a good analogy to

understand receiver structures in MIMO systems. The

main difference is that unlike multiple-access channels,

the space–time encoder allows for cooperation between

“users.” Therefore, the encoder could introduce correlations

that can simplify the job of the decoder. Such encoding

structures using space–time block codes are discussed fur-

ther in Section IV-A.3. An example of using the multiuser

(11)
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detection approach is the result in Theorem 3.3 where

a simple matched filter receiver is applied. Using more

sophisticated linear detectors, such as the decorrelating

receiver and the MMSE receiver [268], one can improve

performance while still maintaining the linear growth rate.

The decision feedback structures (successive interference

cancellation, or onion peeling [68], [200], [284]) can be

shown to be optimal, i.e., achieves the capacity, when an

MMSE multiuser interference suppression is employed and

the layers are peeled off [64], [265]. However, decision

feedback structures inherently suffer from error propagation

(which is not taken into account in the theoretical results)

and could, therefore, have poor performance in practice,

especially at low SNR. Thus, examining structures without

decision feedback is important in practice. Recently several

similar results have been developed in the context of random

signature sequences for CDMA systems and asymptotic

behavior of multiuser linear detector structures [254], [255].

All of the above results illustrate that there are significant

gains in information rate (capacity) possible using multiple

transmit and receive antennas. The gain is (asymptotically)

linear in the number of antennas ( ). Note that

as the number of receive antennas grows, so does the channel

gain, i.e., any norm of also grows, reflecting the extra

radio energy gathered by the antennas. One question exam-

ined in [84] is whether significant gains occur with multiple

antennas even without these energy gathering effects (i.e.,

assuming a “passive” channel). It is shown that for channels

which do not get these energy gathering gains (on the av-

erage), the rate grows linearly with SNR, asymptotically as

the number of receive (and transmit) antennas grow. In this

case, even though the capacity does not become unbounded

for large number of receive (and transmit) antennas, the ca-

pacity grows linearly instead of logarithmically with SNR,

i.e., SNR. This is reminiscent of the infi-

nite-bandwidth fading channel ([112, Ch. 8]). The intuition

for the gains with multiple transmit and receive antennas is

that there are a larger number of communication modes over

which the information can be transmitted. This is formalized

by the observation [84], [103], [290] that the capacity as a

function of SNR SNR grows linearly in ,

even for finite number of antennas, asymptotically in the

SNR.

Theorem 3.4:

SNR

SNR
(13)

In the results above, the fundamental assumption was that

the receiver had access to perfect channel state information,

obtained through training or other methods. When the

channel is slowly varying, the estimation error could be

small, since we can track the channel variations and the

effect of such estimation errors was investigated in [184].

As a rule of thumb, it is shown in [165] that if the estimation

error is small compared to SNR, these results would hold.

Another line of work assumes that the receiver does not

have any channel state information. The question of the

information rate that can be reliably transmitted over the

multiple-antenna channel without channel state information

was introduced in [141] and has also been examined in

[290]. The main result from this line of work shows that the

capacity growth is again (almost) linear in the number of

transmit and receive antennas, as stated formally next.

Theorem 3.5: If the channel is block fading with block

length and we denote , then for

, as SNR , the capacity18 is

SNR SNR

where is a constant depending only on , , .

In fact, [290] goes on to show that the rate achievable by

using a training-based technique is only a constant factor

away from the optimal, i.e., it attains the same capacity–SNR

slope as in Theorem 3.5. Further results on this topic can be

found in [136]. Therefore, even in the noncoherent block-

fading case, there are significant advantages in using mul-

tiple antennas.

Fading ISI Channels: There has been a large body of

work devoted to data transmission over frequency-selective

fading channels [208]. Transmitter and receiver diversity in

time-invariant ISI channels have been examined in [24], [44],

[210], [286], and references therein. In [44], [210], and [286],

the time-invariant MIMO ISI channel is studied when both

the transmitter and the receiver have perfect side-information

of the channel state. Since we are dealing with time-invariant

channels, the Fourier basis is the eigenbasis of the channel

and one can easily develop a capacity argument using stan-

dard techniques [112]. Using such an argument, it is shown

in [210] that the capacity scales linearly in the number of

antennas ( ) at high SNR. Therefore, since the

Fourier basis is optimal in this case, orthogonal frequency

division multiplexing (OFDM) is a good choice as a modu-

lation technique for the MIMO channel. In the time-varying

channel as well, if the transmitter has perfect channel state in-

formation, then the channel can be decomposed into parallel

channels [40], [83], [160] and optimal waterfilling spectrum

can be found. Alternatively, in time-varying channels only

the receiver might know the fading channel state [197]. How-

ever, if the channel is assumed to be quasi-static, i.e., time-in-

variant over the transmission block, the Fourier basis is again

the eigenbasis for the channel transmission block and, there-

fore, is the optimal transmission basis [197]. This assump-

tion is suitable for slowly time-varying channels where trans-

mission bandwidth is much greater than the Doppler spread.

The rate of reliable information for the scalar ISI channel has

been derived in [197] in terms of the expected mutual infor-

mation. This argument can easily be generalized [84] to the

multiple-antenna block-fading ISI channel as

(14)

18Here the notation o(1) indicates a term that goes to zero when SNR!
1.
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where is the Fourier transform of the channel matrix

and is the input power spectral density. In general, max-

imizing (14) with respect to is a hard problem and fur-

ther simplifying assumptions need to be made for solving this

problem. However, schemes using a flat input spectrum in

both time and “space” may be practical [14], [103], [242].

On time-varying channels, there is an inherent conflict

between increasing the transmission block length (for

coding arguments) and the block time-invariance assump-

tion. Therefore, as the block length increases, there could be

time variation within a transmission block. In this case, the

Fourier basis is no longer the optimal basis for transmission,

and would suffer loss of orthogonality, since it would

not be the eigenbasis for the time-varying channel. The

general question of a characterization of capacity for such a

channel is open. Some lower bounds for capacity have been

developed [10], [84].

Outage Capacity: In all of the above results, the error

probability goes to zero asymptotically in the length of the

coding interval. Therefore, coding is assumed to take place

across fading blocks,19 and, hence, it inherently uses the

ergodicity of the channel variations. This approach would

clearly entail large delays and, therefore, [197] (see also

[41]) introduced a notion of outage, where the coding is

done (in the extreme case) just across one fading block. Here

the transmitter sees only one block of channel coefficients

and, therefore, the channel is nonergodic, and the strict

Shannon-sense capacity is zero. However, one can define

an outage probability which is the probability with which

a certain rate is possible. Therefore, for a block time-in-

variant channel , , the outage probability can

be defined as follows.

Definition 3.1: The outage probability for a transmission

rate of and a given transmission strategy is defined

as

(15)

Therefore, if one uses a white Gaussian codebook (

), then (abusing notation by dropping the dependence

on ) we can write the outage probability at rate as

(16)

This is a concept that was also used by Foschini in [103] in

order to numerically demonstrate the potential advantages of

multiple-antenna coding. It has been shown in [291] that at

high SNR the outage probability is the same as the frame-

error probability in terms of the SNR exponent. Therefore,

to evaluate the optimality of practical coding techniques, one

can compare, for a given rate, how far the performance of the

technique is from that predicted through an outage analysis.

Moreover, the frame-error rates and outage capacity compar-

isons in [242] can be also formally justified through this ar-

gument.

19A block is a contiguous set of transmitted symbols and we use it inter-
changeably with frame.

Fig. 4. General multiuser wireless communication network.

Fig. 5. Graph representation of communication topologies.

B. Multiuser Channels

The wireless medium is inherently shared and this directly

motivates a study of multiuser communication techniques.

The general communication network (illustrated in Fig. 4)

consists of nodes trying to communicate with each other.

At each instant of time , the th node sends a symbol

that could in general depend on the message it wants to send

and the entire history of received symbols . As men-

tioned earlier, multiuser information theory (or network in-

formation theory) has been an area of inquiry with a large

number of open questions. One way of abstracting the mul-

tiuser communication problem is through embedding it in

an underlying communication graph where the nodes

are vertices of the graph and edges of the graph represent

a channel connecting the two nodes. The graph could be

directed with constraints and channel transition probability

depending on the directed graph. A general multiuser net-

work is, therefore, a fully connected graph with the received

symbol at each node described as a conditional distribution

dependent on the messages transmitted by all other nodes.

Such a graph is illustrated in Fig. 5.

In the scalar wireless channel, the received symbol

at the th node is given by

(17)

where is determined by the fading attenuation between

nodes and , and the transmitted symbols could depend on

the entire history of the received symbols on that node. Even

with this restriction, the general problem has very few com-

pletely answered questions. We term this general structure

an ad hoc communication topology where the graph struc-

ture is not a priori fixed. We further restrict graph (or node

topology) by only allowing certains links to be active. One
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formulation is obtained by giving special status to one of the

nodes as the base station or access point. The other nodes

can only communicate to the base station. We call such a

topology the hierarchical communication topology and this

is common in current commercial cellular wireless systems

[237]. From a systems perspective, we can view the ad hoc

communication topology as a situation where there is no sep-

aration between “infrastructure” (e.g., access point) and the

end users.

In the hierarchical topology, we distinguish between two

types of problems; the first is the uplink channel where

the nodes communicate to the access point (many-to-one

communication or the multiple-access channel [70]) and

the second is the downlink channel where the access point

communicates to the nodes (one-to-many communication or

the broadcast channel [70]). Given that there are multiple

users, multiuser communication problems investigate the

rate-tuple that can be simultaneously achieved by the users

(achievable rate region). The characterization of this rate

region is central to all network information theory problems.

The rate region of the multiple-access fading channel is quite

well understood both in the scalar case as well as the case

with multiple antennas at the transmitter [41], [271]. How-

ever, the rate region of the fading broadcast channel is less

well understood. For the single-antenna case, the rate region

has been characterized in [168]. For the multiple-antenna

broadcast channel, the rate region has not been completely

characterized. Some recent progress in terms of charac-

terizing the sum capacity of this channel has been made

[49], [269], [272], [289]. The rate-sum point is achieved

using a coding technique termed “dirty-paper coding” [67].

We discuss a little more about this in Section III-D. Our

coverage of the information-theoretic aspects of multiuser

fading channels has been quite superficial, and we point the

interested reader to [41] for an excellent survey of this topic.

Another reason for studying the wireless channel from a

multiuser perspective is that we can view the different users

as a form of diversity, called multiuser diversity. This is be-

cause each user potentially has independent channel condi-

tions and local interference environment. This implies that

in Fig. 5, the fading links between users are random and in-

dependent of each other. Therefore, this diversity in channel

and interference conditions can be exploited by treating the

independent links from different users as conduits for infor-

mation transfer.

The idea of multiuser diversity can be further motivated

by looking at the scalar fading multiple-access channel.

The rate region for the uplink channel for a single cell was

characterized in [161] where it was shown that in order to

maximize the total information capacity (the sum rate), it is

optimal to transmit only to the user with the best channel.

For the scalar channel, the channel gain determines the

best channel. The result in [161] when translated to rapidly

fading channels results in a form of time-division multiple

access (TDMA), where the users are not preassigned time

slots, but are scheduled according to their respective channel

conditions. If the users’ channels are varying independently,

then this strategy is a form of multiuser diversity where

the diversity is viewed across users. Here the multiuser

diversity (which arises through independent channel real-

izations across users) can be harnessed using an appropriate

scheduling strategy. A similar result also holds for the

scalar fading broadcast channel [168], [256]. This idea is

inherently used in the downlink scheduling algorithm used

in IS-856 [34], [149] [also known as the High Data Rate

(HDR) 1xEV-DO system], while ensuring fairness between

users. Note that this requires feedback from the users to

the base station about the channel conditions. The feedback

could be just the received SNR.

In an ad hoc communication topology (network), one need

not transmit information directly from source to destination,

but one can use other users which act as relays to help com-

munication of information to its ultimate destination. Such

multihop wireless networks have rich history (see, for ex-

ample, [144] and references therein). Therefore, for such an

information transmission strategy, understanding the rate re-

gion of the relay channel is an important component [70].

The relay channel was introduced in [263] and the rate region

for special cases was presented in [69]. While the general rate

region has not been characterized, there is some recent under-

standing in the context of wireless networks, asymptotically

in the network size [115], [130], [285].

In an important step toward systematically understanding

the capacity of wireless networks, [129] took an alternate

approach, and explored the behavior of wireless networks

asymptotically in the number of users while using simple

coding strategies. In this case, they placed nodes in-

dependently and randomly at locations in a finite

geographical area (a scaled unit disk). Also 20 source

and destination pairs were randomly chosen. Instead of

assuming sophisticated coding (so that mutual information

rate is achievable), they explored a simpler scenario where

transmissions were of a constant rate bits, and where

a successful transmission occurred when the signal-to-in-

terference-plus-noise ratio (SINR) was above a certain

threshold , hence treating interference as noise. Note

that this need not be an information-theoretically optimal

strategy. In order to represent wireless signal transmission,

the signal strength variation was modeled only through path

loss (see Section II) with exponent . Therefore, if

were the powers at which the various nodes transmitted,

then the SINR from node to node is defined as

SINR (18)

where is the subset of users simultaneously transmitting at

some time instant.

Definition 3.2: If there is a scheduling and relay policy

, and if is the number of packets from source node

to its destination node successfully delivered at time ,

20We use the notation f(n) = �(g(n)) to denote f(n) = O(g(n))
as well as g(n) = O(f(n)). Here f(n) = O(g(n)) means
lim sup jf(n)=g(n)j < 1.
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Fig. 6. Multiuser diversity through relays.

then a long-term throughput is feasible if there exists a

policy such that for every source-destination pair

(19)

We define the throughput as the highest achievable

.

Note that is a random quantity which depends on the

node locations of the users. One of the main results in [129]

was the following.

Theorem 3.6: There exists constants and such that

is feasible

is feasible (20)

Therefore, the long-term per-user throughput decays as

, showing that high per-user throughput may be

difficult to attain in large scale (fixed) wireless networks.

One way to interpret this result is the following. If nodes

are randomly placed in a unit disk, nearest neighbors

(with high probability) are at a distance distance

apart. It is shown in [129] that it is important to schedule

a large number of simultaneous short transmissions, i.e.,

between nearest neighbors. Therefore, if randomly chosen

source-destination pairs are distance apart and we can

only schedule nearest neighbor transmissions, information

has to travel hops to reach its destination. Since there

can be at most simultaneous transmissions at a given

time instant, this imposes a upper bound on such

a strategy. This is an intuitive argument, and a rigorous proof

of Theorem 3.6 is given in [129] among other interesting

results. Note that the coding strategy was simple and the in-

terference was treated as part of the noise. An open question

concerns the throughput when we use sophisticated codes

and interference is not treated as just noise, i.e., multiuser

detection [268] is used. Moreover, in Theorem 3.6 the traffic

pattern was assumed to be uniform, i.e., source-destination

pairs are chosen uniformly throughout the communication

region. Perhaps by introducing more structured traffic

patterns, the result might be less pessimistic.

In [126], node mobility was allowed and the locations

vary in a stationary and ergodic manner over the

entire disk. In the presence of such symmetric (among users)

and “space-filling” mobility patterns, a surprising result was

established.

Theorem 3.7: There exists a scheduling and relaying

policy and a constant such that

is feasible (21)

Therefore, node mobility allows us to achieve a per-user

throughput of . The main reason this was attainable was

that packets are relayed only through a finite number of hops

by utilizing node mobility. Thus, a node carries packets over

distance before relaying it and, therefore, [126] shows

that with high probability if the mobility patterns are space

filling, the number of hops needed from source to destination

is bounded instead of growing as in the case of fixed

(nonmobile) wireless networks [129]. One natural question

is whether the mobility model assumed is generous and is the

reason for the impressive result. In [81], it is shown that even

with much more restricted user mobility, throughput is

possible. In particular, the mobility patterns were restricted

to random line segments and once chosen, the configuration

of line segments are fixed for all time. Therefore, given the

configuration, the only randomness arose through user mo-

bility along these line segments. In this case, it is possible

to construct configurations that do not allow per-user

throughput. However, if the line segments are chosen in-

dependently and randomly, then the following result can be

established [81].
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Theorem 3.8: Given a configuration , there exists a

scheduling and relaying policy and a constant such

that

is feasible (22)

for almost all configurations as , i.e., the prob-

ability of the set of configurations for which the policy

achieves a throughput of goes to 1 as .

Therefore, throughput is possible under restrictive

mobility models as well. Mobility allows source-destination

pairs to be able to relay information through several indepen-

dent relay paths, since nodes have changing nearest neigh-

bors due to mobility. This method of relaying information

through independent attenuation links which vary over time

is also a form of multiuser diversity. One can see this by

observing that the transmission occurs over several realiza-

tions of the communication graph . The relaying strategy

which utilizes mobility schedules transmissions over appro-

priate realizations of the graph. Conceptually, this use of in-

dependent relays to transmit information from source to des-

tination is illustrated in Fig. 6, where the strategy of Theo-

rems 3.7 and 3.8 is used. In stationary nodes as in the case

of Theorem 3.6, it was shown [129] that nearest neighbor re-

laying was important to achieve this rate. Though the link

gains between users do not change over time, they are inde-

pendent of one another. This relaying strategy can be thought

of as a weaker form of multiuser diversity.

Thus, the concept of diversity can be used in connection

with frequency, time, and multiple antennas, but also arises

through multiple users. If the users are distributed across ge-

ographical areas, their channel responses would be different

depending on their local environments. Therefore, even if a

particular user at the current time might be in a deep fade,

there could be another user who has good channel condi-

tions. We have seen two forms of this multiuser diversity, one

using a scheduler in single-hop networks and the other using

relays in multihop networks. This form of spatial diversity is

important in the context of multiuser communication in wire-

less networks and can be exploited, since it is readily avail-

able. The issues of fairness and how to distribute resources

in such a case are important and will be a topic we visit in

Section V-A.3.

In ad hoc networks, multiuser diversity can be exploited

by relaying information from source to destination via other

users in the network. This was shown to be crucial in The-

orems 3.6 and 3.7 to obtain the higher per-user throughput.

In order to relay information, routing becomes an important

problem and this is a topic we discuss in Section V-B.

C. Diversity Order

In Section III-A the focus was on achievable transmission

rate. A more practical performance criterion is probability of

error. This is particularly important when we are coding over

a small number of blocks (low-delay) where the Shannon

capacity is zero [197] and, therefore, we need to design for

low error probability. By characterizing the error probability,

we can also formulate design criteria for space–time codes.

The frame error probability is also intimately connected to

the outage probability introduced in Definition 3.1 and as

discussed, the two are approximately equivalent at high SNR.

Since we are allowed to transmit a coded sequence, we are

interested in the probability that an erroneous codeword21

is mistaken for the transmitted codeword . This is called

the pairwise error probability (PEP) [90] and is then used to

bound the error probability. This analysis relies on the con-

dition that the receiver has perfect channel state information.

However, a similar analysis can be done when the receiver

does not know the channel state information, but has statis-

tical knowledge of the channel [142].

For simplicity, we shall first present the result for

a flat-fading channel22 (where ) and when the

channel matrix contains i.i.d. Gaussian elements. Many

of these results can be easily generalized for correlated

fading, and other fading distributions. Consider a code-

word sequence , where

as defined in (3). In the case

when the receiver has perfect channel state information, we

can bound the PEP between two codeword sequences and

(denoted by ) as follows [128], [242]:

(23)

where is the Ricean coefficient [213], [242],

is the power per transmitted symbol, are the eigen-

values of the matrix , and

...
...

...

(24)

Therefore, for the Rayleigh fading channel ( ), we

have

(25)

If denotes the rank of , ( i.e., the number of

nonzero eigenvalues) then we can bound (25) as

(26)

Thus, we define the notion of diversity order as follows.

21For an information rate ofR bits per transmission and a block length of
N , we define the codebook as the set of 2 codeword sequences of length
N .

22For scalar (single-antenna) fading channels the pairwise error proba-
bility was derived in [90]. For a treatment of error probability analysis for
more general fading distributions, see [230].
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Definition 3.3: A coding scheme which has an average

error probability SNR as a function of SNR that behaves

as

SNR

SNR
(27)

is said to have a diversity order of .

In words, a scheme with diversity order has an error

probability at high SNR behaving as SNR SNR .

Given this definition, we see that the diversity order in (26)

is at most . Moreover, in (26) we notice that we also ob-

tain a coding gain of .

Note that in order to obtain the average error probability,

one can calculate a naive union bound using the pairwise

error probability given in (26). However, this bound may not

be tight and a more careful upper bound for the error proba-

bility can be derived [231], [291]. However, if we ensure that

every pair of codewords satisfies the diversity order in (26),

then clearly the average error probability satisfies it as well.

This is true when the transmission rate is held constant with

respect to SNR. Therefore, code design for diversity order

through pairwise error probability is a sufficient condition,

although more detailed criteria can be derived based on a

more accurate expression for average error probability.

The error probability analysis can easily be extended to the

case where we have quasi-static ISI channels with channel

taps modeled as i.i.d. zero-mean complex Gaussian random

variables (see, for example, [292] and references therein). In

this case, the PEP can be written as

(28)

where the eigenvalues are those of

... (29)

and

(30)

Since is a square matrix of size , clearly the

maximal diversity order achievable for quasi-static ISI chan-

nels is .

Finally, if we have a time-varying ISI channel, we can gen-

eralize (28) to

(31)

where denotes a Kronecker product, is the

correlation matrix of the channel tap process,

and diag with

(32)

Again, it is clear that the maximal diversity attainable is

, but for a given channel tap process, is replaced

by the number of dominant eigenvalues of the fading

correlation matrix. This parameter is related to the Doppler

spread of the channel and the block duration.

A natural question that arises is, how many codewords can

we have which allow us to attain a certain diversity order?

For a flat Rayleigh fading channel, this has been examined

in [242] and the following result was obtained.23

Theorem 3.9: If we use a constellation of size and the

diversity order of the system is , then the rate that can

be achieved is bounded as

(33)

where is the maximum size of a code of length

with minimum Hamming distance defined over an al-

phabet size .

One consequence of this result is that for maximum

( ) diversity order we can transmit at most b/s/Hz.

This result can be easily extended to the quasi-static ISI

channel, where the maximal diversity order is . Here

too the maximal rate that can be transmitted with diversity

order is b/s/Hz. Therefore, the ISI channel pro-

vides a higher diversity order, but not a higher transmission

rate at this level of diversity.

An alternate viewpoint in terms of the rate-diversity

tradeoff has been explored in [291] from a Shannon-theo-

retic point of view. Here the authors are interested in the

multiplexing gain of a transmission scheme.

Definition 3.4: A coding scheme which has a transmis-

sion rate of SNR as a function of SNR is said to have a

multiplexing gain if

SNR

SNR
(34)

Therefore, the system has a rate of SNR at high

SNR. One way to contrast it with the statement in Theorem

3.9 is that the constellation size is also allowed to become

larger with SNR. However, note that the naive union bound

of the pairwise error probability (25) has to be used with care

if the constellation size is also increasing with SNR. There

is a tradeoff between the achievable diversity and the mul-

tiplexing gain, and is defined as the supremum of the

diversity gain achievable by any scheme with multiplexing

gain . The main result in [291] states the following.

23A constellation size refers to the alphabet size of each transmitted
symbol. For example, a QPSK modulated transmission has constellation
size of 4.
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Fig. 7. Typical rate-diversity tradeoff curve.

Theorem 3.10: For , and

, the optimal tradeoff curve

is given by the piecewise linear function connecting points

in , where

(35)

If is an integer, the result can be interpretted as using

receive antennas and tranmit antennas to

provide diversity while using antennas to provide the mul-

tiplexing gain. Clearly this result means that one can get large

rates which grow with SNR if we reduce the diversity order

from the maximum achievable. This diversity-multiplexing

tradeoff implies that a high multiplexing gain comes at the

price of decreased diversity gain and is a manifestation of

a corresponding tradeoff between error probability and rate.

This tradeoff is depicted in Fig. 7. Therefore, as illustrated in

Theorems 3.9–3.10, the tradeoff between diversity and rate

is an important consideration both in terms of coding tech-

niques (Theorem 3.9) and in terms of Shannon theory (The-

orem 3.10). We revisit this question of practical techniques

in terms of this tradeoff in Section IV-A.4.

D. Design Considerations

The most important lesson we can learn from the theoret-

ical results of Sections III-A–III-C is the significant impact

of spatial diversity on wireless communication. The impact

is both through increased transmission rates and/or in-

creased reliability (lower error probability) in transmissions.

Moreover, the theoretical results give us insight into efficient

techniques that can achieve near-optimal performance. The

purpose of this section is to bring together some of the

insights gained from the theoretical considerations and also

to discuss some of the many open questions in this rapidly

evolving research area.

As discussed in Section III-A, in order to achieve the rate

given in (10), we need to code across fading blocks to achieve

the ergodic capacity. In a communication system, delay is

an important parameter and, hence, we would be interested

in maximizing performance for smaller coding blocks. In

this case, the Shannon-theoretic capacity is not meaningful

and the concept of outage is more relevant. Moreover, the

utility of diversity order becomes apparent in the nonergodic

scenario.

In order to design practical codes that achieve a perfor-

mance target, we need to glean insights from the analysis to

state design criteria. For example, in the flat-fading case of

(26) we can state the following rank and determinant design

criteria [128], [242].

Design Criteria for Space–Time Codes Over Flat-Fading

Channels:

• Rank criterion: In order to achieve maximum diver-

sity , the matrix from (24) has to be full

rank for any codewords . If the minimum rank of

over all pairs of distinct codewords is , then a

diversity order of is achieved.

• Determinant criterion: For a given diversity order

target of , maximize over all pairs of

distinct codewords.

A similar set of design criteria can be stated for the

quasi-static ISI fading channel using the PEP given in (28)

and the corresponding error matrix given in (29). Therefore,

if we need to construct codes satisfying these design criteria,

we can guarantee performance in terms of diversity order.

The main problem in practice is to construct such codes

which do not have large decoding complexity. This sets

up a familiar tension on the design in terms of satisfying

the performance requirements and having low-complexity

decoding. In Section IV, we outline constructions that

explore this tension and are motivated by the theoretical

considerations outlined above.

If coherent detection is difficult or too costly, one can em-

ploy noncoherent detection for the multiple-antenna channel

[141], [142], [290]. Though it is demonstrated in [290] that

a training-based technique achieves the same capacity–SNR

slope as the optimal, there might be a situation where in-

expensive receivers are needed because channel estimation

cannot be accommodated. In such a case, differential tech-

niques which satisfy the diversity order might be desirable.

There has been significant recent work on differential trans-

mission with noncoherent detection (see, for example, [140],

[145], and references therein) and this is a topic we discuss

in Section IV-B.2.

Link to Applications: Contrasting approaches of maxi-

mizing rate and maximizing reliability were brought together

in Section III-C and this viewpoint becomes important in the

context of which applications are needed on the wireless net-

work. The outage probability is related to the diversity order

of the system and we examine the effect of outage probability

on the rate (see Figs. 8–10) for a flat power-delay profile on

the CIR taps which are modeled as Rayleigh fading variables.

Note that Fig. 8 illustrates the linear growth rate of achievable

rate with respect to number of transmit and receive antennas

(even for the frequency-selective case), similar to that shown

in the flat-fading case in Theorems 3.1 and 3.2. Furthermore

Fig. 8 quantifies the increase in spectral efficiency due to

channel memory . From Theorems 3.9 and 3.10, diversity

order plays a role in ensuring transmission reliability at the

cost of reduced transmission rate. The question of which is
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Fig. 8. Rates versus number of transmit (receive) antennas for outage of 1% and 10% and
channel memory � .

Fig. 9. Rates for outage probabilities of 1% and 10% for M = 2, M = 1, and various
channel memory � .

Fig. 10. Rates for outage probabilities of 1% and 10% for M = 2, M = 2, and various
channel memory � .

the more important design issue is dependent on the applica-

tions. In delay-constrained systems (for example, real-time

traffic such as speech and video), it is more important to

have larger diversity order (increased reliability) compared

to rate. In delay-tolerant applications, larger rates might be

a better operating point, and one might even be able to code

across blocks (or retransmit lost packets) for improving per-

formance at the cost of delay.
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Connecting to the thread example introduced in Section II,

we can now examine what the theoretical developments pre-

dict about these scenarios. For a SNR of 15 dB, Fig. 9 shows

that a spectral efficiency of 3.78 b/s/Hz at 1% outage (and

4.2 b/s/Hz at 10% outage) is achievable for , as used in

Scenario A. This implies that a single user in Scenario A can

get (approximately) a data rate of 75 Mb/s at 1% outage (and

84Mb/s at 10% outage) using two transmit and one receive

antenna. On the other hand, a single user in Scenario B with

two transmit and one receive antenna can achieve a spectral

efficiency of 2.7 b/s/Hz at 1% outage (and 3.4 b/s/Hz at 10%

outage) for . This translates to (approximately) a data

rate of 3.4 Mb/s at 1% outage (and 4.2 Mb/s at 10% outage)

after taking into account a SNR penalty due to channel esti-

mation errors (see Section IV-B). With two transmit and two

receive antennas (see Fig. 10), for Scenario A we can get 7.1

b/s/Hz at 1% outage (and 7.6 b/s/Hz at 10% outage); simi-

larly for Scenario B we can achieve 5.5 b/s/Hz at 1% outage

(and 6.2 b/s/Hz at 10% outage) after the SNR penalty for

channel estimation. With , we can achieve 11

b/s/Hz at a SNR of 15 dB and . Since for a given spec-

tral efficiency, the rate achievable scales linearly with avail-

able transmission bandwidth, in this case, a rate of 1.1 Gb/s

is possible for a 100-MHz transmission bandwith. In a mul-

tiuser environment, the spectrum has to be shared between

users, and clearly the per-user rate will drop. Multiuser di-

versity increases the overall throughput but this needs to be

divided by the number of users to reflect the throughput ob-

tained per-user.

Multiuser Diversity: Another important idea that we

discussed in Section III-B was a form of spatial diversity

through multiple users, i.e., multiuser diversity. Here, the

independent channel conditions among different users can

be exploited by realizing that the wireless medium is a

shared medium in contrast to a point-to-point channel as

is the case in wireline communication. This idea motivates

opportunistic resource allocation algorithms which attempt

to maximize utilization of the wireless channel and, at the

same time, attempt to guarantee some form of fairness

between users. This leads us to an exploration of what are

fairness criteria for sharing resources between multiple

users, and what algorithms can be developed to optimize

these criteria. This is a prelude to a more detailed discussion

of such issues in Section V-A.3. Also, in ad hoc networks,

multiuser diversity can be utilized by using communication

nodes as relays for transmitting information from source to

destination. From the results in Theorems 3.6 and 3.7 we

have seen that the use of relays can substantially impact the

long-term per-user throughput. We will revisit this again in

Section V-B for ad hoc wireless networks.

The theoretical developments also indicate the strong in-

teractions between the physical layer coding schemes and

channel conditions with the networking issues of resource al-

location and application design. This is another important in-

sight we can draw in the design of wireless networks. There-

fore, several problems which are traditionally considered as

networking issues and are typically designed independent of

the transmission techniques need to be reexamined in the

context of wireless networks. As illustrated, spatial diversity

needs to be taken into account while solving these problems.

Such an integrated approach is another major lesson learnt

from the theoretical considerations and we develop this topic

in Section V.

Open Questions: Though recent research activity has

shed considerable light on the theoretical underpinnings

of modern wireless communication, this is an evolving

research topic. We conclude this section by outlining some

open questions whose answers would have significant

impact on the understanding of next-generation multiuser

wireless networks.

• Single-User Shannon-theoretic Problems: Though

the capacity of the MIMO flat-fading channel with

i.i.d. complex Gaussian fading channel response and

channel side-information at the receiver has been

established (see Theorem 3.1), the capacity of MIMO

channels for various cases is unknown. This is true

both for the coherent case, with correlated fading

coefficients, and for the noncoherent case, where

there is no receiver side information. There is some

characterization of optimal codebook designs for

the noncoherent case [141], [290], but the complete

answer is still open.

For frequency-selective channels, there is a larger

number of unanswered questions. For example, the

capacity of time-varying fading ISI channels is com-

pletely unknown. Some characterizations exist for the

case when the channel is block time-invariant [48],

[197], however, here too when the power-delay profile

of the channel is not flat, the capacity is unknown. For

the continuously varying fading ISI channel, there is

no clear characterization of the capacity. Here some

characterizations exist when the channel state infor-

mation of the time-varying ISI response is known both

at the transmitter and the receiver [183]. However, if

we have fast time-varying channels, perhaps the as-

sumption that the channel state information is fed back

instantaneously to the transmitter might be a strong

one. When the channel varies within a transmission

block and when the transmitter has no channel state

information available, even the optimal transmission

basis functions are unknown. For example, the Fourier

basis is not the optimal basis function for continuously

varying channels and, therefore, OFDM is not asymp-

totically optimal, as was the case with time-invariant

ISI channels. Some lower bounds on the capacity

of such channels have been developed [84] but the

capacity of this channel is still unknown.

• Multiuser Problems: As mentioned earlier, the

characterization of rate regions for multiuser com-

munication channels is full of open questions. The

multiantenna broadcast channel problem is one that

has generated significant interest and where some re-

cent progress has been made [49], [269], [272], [289].

Here, an interesting coding technique comes into play

which is loosely termed “writing on dirty paper.” The

technique was motivated by a Shannon-theoretic result
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on capacity of Gaussian channels with (noncausal)

transmitter side-information about the noise process

[67]. The information streams for the different users

in the broadcast channels act as “interference” to each

other, but are known at the transmitter. Therefore, the

coding technique is to use the result of [67] to code

such that the interference is seemingly absent at the

desired receiver. This is not done by cancelling the

interference, but by riding on it [49], [67]. This idea

is opening interesting new questions about coding for

broadcast channels, though the general rate region

for this problem is still unknown. The general rate

region for the MIMO multiple-access channel is also

not completely answered. When only the receiver has

multiple antennas, the rate region is well understood

[41], [271]. However, when the nodes also have mul-

tiple antennas, since there is no common basis that

diagonalizes the channels (as is the case in ISI channels

[56]), the capacity region has not been characterized

completely. There is a vast number of open problems

in many-to-many communication, and perhaps the

most interesting is the relay channel mentioned in

Section III-B. The relay channel is important in ad hoc

wireless networks where relays are used to transmit

information between source and destination.

These problems are a sampling of interesting open

questions, and perhaps there are also important new

problem formulations that have not been asked yet.

There is also a large number of open questions related

to communication under complexity and delay con-

straints. In summary, these topics promise to keep a

generation of researchers busy.

IV. SIGNAL TRANSMISSION ISSUES

The previous section dealt with information-theoretic

issues related to spatial diversity including maximum

achievable rates and space–time code design criteria.

Several ideal assumptions were often made such as the

availability of perfect CSI and the implementation of ML

decoding at the receiver. This section deals with physical

layer techniques for MIMO broadband wireless channels

under practical conditions. The main focus of this section

is on signal processing algorithms in space–time trans-

ceivers. We start in Section IV-A by examining transmitter

techniques that improve the throughput and/or reliability

of wireless communication over broadband MIMO chan-

nels. These techniques include spatial multiplexing (which

improves throughput), transmit diversity (which improves

reliability) including space–time trellis and block codes, and

OFDM, which mitigates the channel’s frequency selectivity.

In Section IV-B, we describe in some detail two classes of

receiver techniques for joint equalization and decoding of

space–time-coded transmissions. The first class is coherent

techniques that require channel estimation. We consider

both quasi-static (as in Scenario A) and rapidly varying

channels (as in Scenario B) for this class of techniques.

The coherent class includes adaptive techniques that do

not explicitly estimate the channel but rather learn and

track its characteristics using training symbols and previous

decisions. The second class of techniques are noncoherent

where no channel estimation is required (hence, eliminating

its overhead and complexity) at the expense of a 3 dB SNR

loss from coherent techniques in the quasi-static case. These

noncoherent techniques become especially attractive for

rapidly varying channels (in Scenario B) where accurate

channel estimation becomes very challenging.

We would like to emphasize the following subtle point

about our CSI assumption at the transmitter. Recall from Sec-

tion II that channel fading occurs at two time scales: fast

(Rayleigh) fading due to constructive/destructive addition of

multipath which results in rapid signal fluctuations and slow

fading (log-normal shadowing) due to large structures in the

signal transmission path. While knowledge of the fast fading

component at the transmitter is not possible in practice (and,

hence, is not assumed in this paper), it is possible to track and

feedback the slow fading component to the transmitter to be

used in scheduling transmissions (cf. Section V-A.3).

A. Transmitter Techniques

In this section, we describe transmitter techniques that

enhance the performance of multiple-transmit-antenna

systems either by increasing their bit rate through spatial

multiplexing or by decreasing their average error rate

through spatial diversity. We briefly discuss the fundamental

tradeoff in achieving these two performance objectives.

Other forms of transmit diversity are also described and

compared. Finally, an effective modulation technique known

as OFDM suitable for broadband channels is described and

its pros and cons delineated.

1) Spatial Multiplexing [Bell Labs Layered

Space–Time Architecture (BLAST)]: Communica-

tion theory suggests the following four guidelines for

increasing the bit rate.

• Increase the symbol rate (or equivalently transmission

bandwidth): the price paid is increased susceptibility

to ISI and increased requirements of processing speed.

Another limitation is the scarcity and high cost of radio

frequency (RF) spectrum.

• Increase signal constellation size (or equivalently the

transmission spectral efficiency): the price paid is

reduced noise immunity (assuming fixed transmitted

power) during bad channel conditions (low SNR due to

fading) and increased susceptibility to synchronization

errors (carrier frequency offsets and phase noise). Error

correction coding and adaptive modulation techniques

can be used to improve the link margin.

• Increase transmitted power: this is undesirable in wire-

less transmission because it could increase nonlinear

distortion in power amplifiers, reduces battery life at

the subscriber terminal, and increases cochannel inter-

ference.

• Use of multiple transmit and/or receive antennas to

increase throughput (by using spatial multiplexing to

create multiple parallel channels for transmission of in-

dependent information streams). The price paid is the
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cost of implementing multiple RF chains and increased

space requirements.

As an example, the 3G TDMA cellular standard known as

Enhanced Data Rates for Global Evolution (EDGE) [110]

achieves a significant bit rate increase over its 2G predeces-

sors IS-136 and GSM by: 1) increasing the symbol rate from

24 Ksymbols/s in IS-136 to 271 ksymbols/s and 2) increasing

the signal constellation size from DQPSK in IS-136 and (bi-

nary) GMSK in GSM to 8 PSK.

Using the information-theoretic results of Section III, we

can see that by adding transmit and receive antennas,

the achievable rate is further multiplied by .

A major challenge in realizing this significant additional

throughput gain in practice is the development of cost-ef-

fective integrated multiple-chain RF implementation and of

low-complexity MIMO receiver architectures. An example

of the latter is BLAST [104], [105], where the multiple

transmitted data streams are separated and detected succes-

sively using a combination of array processing (nulling) and

multiuser detection (interference cancellation) techniques.

In its most basic form known as vertical (V)-BLAST, the

receiver signal processing functions are similar to a deci-

sion feedback equalizer (DFE) operating in the spatial do-

main where the nulling operation is performed by the ”feed-

forward filter” and the interference cancellation operation

is performed by the ”feedback filter” [59]. As in all feed-

back-based detection schemes, V-BLAST suffers from error

propagation effects which are further exacerbated by the fact

that the first detected stream (typically chosen to be the one

with the highest detection SNR) enjoys the smallest diversity

order of , since spatial degrees of

freedom are used to null interference from the other

data streams yet to be detected.

Several techniques have been proposed to enhance the

performance of V-BLAST, such as using minimum mean

square error (MMSE) interference cancellation instead of

nulling, assigning variable data rates to the various streams

where the first detected streams that pass through less

reliable channels (smaller diversity order) are assigned a

smaller data rate than streams passing through more reliable

channels, and performing ML detection on the first few

unreliable streams [59] or reduced-complexity ML detection

for all streams using the sphere decoder algorithm [76],24

(see Section IV-B.1 for more details), combining BLAST

with soft-information-based iterative ”turbo” detection al-

gorithms [18], [224], and threaded approach to multiplexing

[97].

We conclude with the following two remarks. First, the

BLAST architecture has been extended to the broadband

channel scenario using a MIMO generalization of the

classical DFE [9], [176]. Second, the presence of antenna

correlation and the lack of scattering richness in the prop-

agation environment reduce the achievable rates of spatial

multiplexing techniques from their theoretical projections

under ideal assumptions [58], [117]. Nevertheless, recent

experimental results show that a substantial fraction of

24Using ML detection techniques also allows us to relax the assumption
M � M needed in the traditional BLAST algorithm [105].

these theoretical rates is still achievable under practical

propagation scenarios [113].

2) Transmit Diversity Techniques: Fading is a major

performance-limiting impairment on wireless channels that

arises mainly from destructive addition of multipaths in the

propagation medium. Diversity techniques mitigate fading

by transmitting multiple correlated replicas of the same

information signal through independently fading channel

realizations that are much less likely to fade simultaneously

than each individually. Diversity techniques can be classified

according to the domain in which they are created into three

main categories.

• Temporal diversity techniques that utilize channel

coding and time interleaving to mitigate fading at the

expense of added delay and bandwidth efficiency loss.

This excludes their use on slow-fading channels and

delay-sensitive applications.

• Frequency (or multipath) diversity, which is available

for broadband signaling and can be realized using an

ML equalizer to collect signal energy from multiple

propagation paths. This form of diversity is not avail-

able in narrowband signaling.

• Spatial diversity, where multiple antennas are used at

the transmitter and/or receiver to provide multiple inde-

pendently fading paths25 for the transmitted signals that

carry the same information (spatial redundancy) [187].

Spatial diversity techniques provide significant perfor-

mance gains without sacrificing precious bandwidth or

transmit power resources.

Spatial diversity techniques fall under two main cate-

gories: transmit diversity and receive diversity. Receive

diversity combines multiple independently received signals

(corresponding to the same transmitted signal), can utilize

CSI available at the receiver, and is more suitable for

the uplink (since it is more cost effective to implement

multiple antennas at the base station than at the terminal).

Transmit diversity is more challenging to provision and

realize because it involves the design of multiple correlated

signals from a single information signal without utilizing

CSI (typically not available accurately at the transmitter

end). Furthermore, transmit diversity must be coupled with

effective receiver signal processing techniques that can

extract the desired information signal from the distorted and

noisy received signal. Transmit diversity is more practical

than receive diversity for enhancing the downlink (which is

the bottleneck in broadband asymmetric applications such

as Internet browsing and downloading) to preserve the small

size and low power consumption features of the user ter-

minal. A common attribute of transmit and receive diversity

is that both experience “diminishing returns” (with respect

to an error probability criterion) as the number of antennas

increases [242], i.e., with respect to the SNR gain for a

given probability of error. In more detail, since the slope

(diversity) of the error probability curve increases with the

number of antennas, for same increase in the number of an-

tennas the SNR gain for a given error probability diminishes

25This can be ensured by placing the antennas sufficiently apart (more
than the coherence distance).
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quite rapidly. Therefore, from a performance-complexity

tradeoff point of view, it is effective to use small numbers

of antennas (typically less than four). This is in contrast

with the point of view of increasing the rate as done through

spatial multiplexing gains where the rate multiplexing gains

continue to increase linearly with the number of antennas

(assumed equal at both ends).

There are two main classes of multiple-antenna trans-

mitter techniques: closed-loop and open-loop. The former

uses a feedback channel to send CSI acquired at the receiver

back to the transmitter to be used in signal design while

the latter does not require CSI. Assuming availability of

ideal (i.e., error free and instantaneous) CSI at the trans-

mitter, closed-loop techniques have an SNR advantage

of dB over open-loop techniques due to

the “array gain” factor [14]. However, several practical

factors degrade the performance of closed-loop techniques

including channel estimation errors at the receiver, errors in

feedback link (due to noise, interference, and quantization

effects), and feedback delay which causes a mismatch

between available and actual CSI. All of these factors

combined with the extra bandwidth and system complexity

resources needed for the feedback link make open-loop

techniques more attractive as a robust means for improving

downlink performance for high-mobility applications (such

as Scenario B) while closed-loop techniques (such as beam-

forming) become attractive under low-mobility conditions

(such as Scenario A).26 Our focus in this section will be ex-

clusively on open-loop spatial transmit diversity techniques

due to their applicability to both scenarios.27 Beamforming

techniques are discussed extensively in several tutorial

papers, such as [120], [121], and [267].

The simplest example of open-loop spatial transmit di-

versity techniques is delay diversity [257], [282] where the

signal transmitted at sampling instant from the th antenna

is for and

where denotes the time delay (in symbol periods) on the

th transmit antenna (with for ). Assuming

a single receive antenna, the -transform28 of the received

signal is given by

(36)

It is clear from (36) that delay diversity transforms spatial

diversity into multipath diversity that can be realized through

equalization [225]. For flat-fading channels, we can set

and achieve full (i.e., order- ) spatial diversity using

an ML equalizer with states where is the input

alphabet size. However, for frequency-selective channels, a

26Channel state knowledge at the transmitter can be reasonable when the
transmission and reception take place at the same carrier frequency as in time
division duplexing (TDD) [213], [237]. However, even in frequency division
duplex (FDD) for two-way communication systems, statistical knowledge of
the channel could be used to enhance performance [211], [214].

27It is also possible to combine closed-loop and open-loop techniques as
shown recently in [152], [232].

28TheD-transform of a discrete-time sequence fx(k)g is defined as
x(D) = x(k)D . It is derived from the Z-transform by replacing
the unit delay Z by D.

Fig. 11. Eight-state 8-PSK space–time trellis code with two
transmit antennas and a spectral efficiency of 3 b/s/Hz.

delay of at least is needed to ensure

that coefficients from the various spatial FIR channels do

not interfere with each other causing a diversity loss. This,

in turn, increases equalizer complexity to

states which is prohibitive even for moderate , , and . In

the next subsection, we describe another family of open-loop

spatial transmit diversity techniques known as space–time

block codes that achieve full spatial diversity with practical

complexity even for frequency-selective channels with long

delay spread.

3) Space–Time Coding: STC has received considerable

attention in academic and industrial circles [11], [12] due

to its many advantages. First, it improves the downlink

performance without the need for multiple receive antennas

at the terminals. For example, for WCDMA, STC techniques

where shown in [199] to result in substantial capacity gains

due to the resulting “smoother” fading which, in turn, makes

power control more effective and reduces the transmitted

power. Second, it can be easily combined with channel

coding, as shown in [242], realizing a coding gain in addi-

tion to the spatial diversity gain. Third, they do not require

CSI at the transmitter, i.e., operate in open-loop mode, thus

eliminating the need for an expensive and, in case of rapid

channel fading (such as Scenario B), unreliable reverse

link. Finally, they have been shown to be robust against

nonideal operating conditions such as antenna correlation,

channel estimation errors, and Doppler effects [189], [241].

There has been extensive work on the design of space–time

codes since its introduction in [242]. The combination of

the turbo principle [35], [37] with space–time codes has

been explored (see, for example, [31], [174] among several

other references). Also the application of low-density parity

check (LDPC) codes [111] to STC has been explored (see,

for example, [177] and references therein). We focus our

discussion on the basic principles of space–time codes

and describe two main flavors: trellis and block codes, as

described next.

Space–Time Trellis Codes: The space–time trellis encoder

maps the information bit stream into streams of sym-

bols (each belonging in a size- signal constellation) that are
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Fig. 12. Equivalent encoder model for eight-state 8-PSK
space–time trellis code with two transmit antennas.

transmitted simultaneously.29 STTC design criteria are based

on minimizing the PEP bound in Section III-C.

As an example, we consider the eight-state 8-PSK STTC

for two transmit antennas introduced in [242] whose trellis

description is given in Fig. 11, where the edge label

means that symbol is transmitted from the first antenna

and symbol from the second antenna. The different

symbol pairs in a given row label the transitions out of a

given state, in order, from top to bottom. An equivalent and

convenient (for reasons to become clear shortly) implemen-

tation of the eight-state 8-PSK STTC encoder is depicted

in Fig. 12. This equivalent implementation clearly shows

that the eight-state 8-PSK STTC is identical to classical

delay diversity transmission [225] except that the delayed

symbol from the second antenna is multiplied by if it is

an odd symbol, i.e., . This slight modification

results in additional coding gain over a flat-fading channel.

We emphasize that this STTC does not achieve the max-

imum possible diversity gains (spatial and multipath) on a

frequency-selective channel; however, its performance is

near optimum for practical ranges of SNR on wireless links

[107].30 Furthermore, when implementing the eight-state

8-PSK STTC described above over a frequency-selective

channel, its structure can be exploited to reduce the com-

plexity of joint equalization and decoding. This is achieved

by embedding the space–time encoder in Fig. 12 in the

two channels and resulting in an equivalent

single-input single-output (SISO) data-dependent CIR with

memory whose -transform is given by

(37)

where is data dependent. Therefore, trellis-based

joint space–time equalization and decoding with states

can be performed on this equivalent channel. Without ex-

ploiting the STTC structure, trellis equalization requires

states and STTC decoding requires 8 states.

Several other full-rate full-diversity STTCs for different

signal constellations and different numbers of antennas were

introduced in [242]. This discussion just gives the flavor of

the space–time trellis code designs, extensions of the con-

29The total transmitted power is divided equally among theM transmit
antennas.

30For examples of STTC designs for frequency-selective channels see,
e.g., [173], among others.

Fig. 13. Spatial transmit diversity with Alamouti’s space–time
block code.

structions given in [242] can be found, for example, in [29]

and [132].

Space–Time Block Codes: The decoding complexity of

STTC (measured by the number of trellis states at the de-

coder) increases exponentially as a function of the diversity

level and transmission rate [242]. In addressing the issue

of decoding complexity, Alamouti [14] discovered an inge-

nious space–time block coding scheme for transmission with

two antennas. According to this scheme, input symbols are

grouped in pairs where symbols and are transmitted

at time from the first and second antennas, respectively.

Then, at time , symbol is transmitted from

the first antenna and symbol is transmitted from the

second antenna, where denotes complex conjugation

(cf. Fig. 13). This imposes an orthogonal spatio-temporal

structure on the transmitted symbols. Alamouti’s STBC has

been adopted in several wireless standards such as WCDMA

[247] and CDMA2000 [248] due to its many attractive

features including the following.

• It achieves full diversity at full transmission rate for any

(real or complex) signal constellation.

• It does not require CSI at the transmitter (i.e., open

loop).

• ML decoding involves only linear processing at the re-

ceiver (due to the orthogonal code structure).

The main drawbacks of Alamouti’s STBC are the following.

• Unlike space–time trellis codes, it does not provide any

coding gain.

• A rate-1 STBC cannot be constructed, in general, for

any complex signal constellation with more than two

transmit antennas [240].

• The simple decoding rule is valid only for a flat-fading

channel where the channel gain is constant over two

consecutive symbols.

The Alamouti STBC has been extended to the case of more

than two transmit antennas [239] using the theory of orthog-

onal designs. There it was shown that, in general, full-rate or-

thogonal designs exist for all real constellations for two, four,

or eight transmit antennas only while for all complex constel-

lations they exist only for two transmit antennas (the Alam-

outi scheme). However, for particular constellations, it might

be possible to construct orthogonal designs for other cases.

Moreover, if a rate loss is acceptable, orthogonal designs

exist for an arbitrary number of transmit antennas [239]. Fur-

ther details of orthogonal designs are given in the Appendix.

Recently, STBCs have been extended to the frequency-se-

lective channel case by implementing the Alamouti orthog-
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Fig. 14. An interference cancellation scheme that achieves rate 2
and diversity order 2 with 2 TX and 2 RX.

onal signaling scheme at a block level instead of symbol level.

Depending on whether the implementation is done in the

time or frequency domain, three STBC structures for fre-

quency-selective channels have been proposed: TR-STBC

[172], OFDM-STBC [175], and FDE-STBC [7]. As an illus-

tration, we present next the space–time encoding scheme for

FDE-STBC. Denote the th symbol of the th transmitted

block from antenna by . At blocks

pairs of length- blocks and (for

) are generated by the mobile user. Inspired by Alam-

outi STBC, we encode the information symbols as follows

[7]:

and

for and (38)

where denotes the modulo- operation. In addition, a

cyclic prefix (CP) of length (the maximum order of the

FIR wireless channel) is added to each transmitted block to

eliminate interblock interference (IBI) and make all channel

matrices circulant. We refer the reader to [8] for a detailed de-

scription and comparison of these schemes. The main point

we would like to stress here is that these three STBC schemes

realize both spatial and multipath diversity gains at practical

complexity levels. For channels with long delay spread, the

frequency-domain implementation using the FFT either in a

single-carrier or multicarrier fashion becomes more advanta-

geous from a complexity point of view.

4) Diversity Versus Throughput Tradeoff: In the pre-

vious sections, we have seen two types of gains from MIMO

transmitter techniques: spatial multiplexing gains and di-

versity gains. As discussed in Section III-C, Theorem 3.10

shows that one can simultaneously achieve diversity gains

as well as multiplexing gains. In this context, V-BLAST

achieves maximum spatial multiplexing gain but offers

small diversity gain while space–time trellis and block codes

are designed to achieve maximum diversity gains with no

multiplexing gains. While there are many architectures that

achieve both types of gains (an example is the system shown

in Fig. 14), the design of MIMO systems that achieve the

entire optimal diversity-multiplexing tradeoff curve in [291]

remains a significant open research problem.

With a single receive antenna, the Alamouti scheme of

Section IV-A.3 was shown in [291] to achieve the optimal

rate-diversity tradeoff curve. However, it becomes subop-

timal with two (or more) receive antennas and when extended

to the case of more than two transmit antennas using orthog-

onal designs [239]. This suboptimality arises from the or-

thogonality constraint imposed in this class of space–time

codes to achieve maximum diversity gains (at a given rate),

while having linear decoding complexity.

A class of space–time codes known as linear dispersion

codes (LDC) was introduced in [135] where the orthogo-

nality constraint is relaxed to achieve higher rate while still

enjoying (expected) polynomial decoding complexity for a

wide SNR range by using the sphere decoder. This comes at

the expense of signal constellation expansion and not guaran-

teeing maximum diversity gains (as in orthogonal designs).

With transmit antennas and a channel coherence time of

, the transmitted signal space–time matrix in

LDC schemes has the form

(39)

where the real scalars and are related to the infor-

mation symbols (that belong to a size- complex signal

constellation) by for . This

LDC has a rate of . Several LDC designs were

presented in [135] based on a judicious choice of the param-

eters , and the so-called dispersion matrices and

to maximize the mutual information between the transmitted

and received signals.

An alternate way to attain diversity is to build in the diver-

sity into the modulation. This idea is illustrated in Fig. 15. On

the left is the usual QPSK modulation and on the right is a

rotated QPSK modulation. Suppose we transmit information

on the real and imaginary parts through independent fading

channels. Then, we can view the transmission as being over

two independent channels and the maximal diversity order

attainable is 2. According to the criterion developed in Sec-

tion III-C, the uncoded transmission would obtain diversity

order dependent on whether the codewords (in this case we

have four codewords) are different in each of the dimensions.

Clearly, the unrotated modulation has a built-in diversity of

1 whereas the rotated modulation in Fig. 15 has a diversity

of 2. This basic idea was proposed in [42], [158] and devel-

oped for higher dimensional lattices in [43] and references

therein. Therefore, one can construct modulation schemes

with built-in diversity, with the caveat that the constellation

size is actually increasing. This is because the projections

of the constellation points are now distinct and, therefore,

the modulation scheme has to deal with a larger number of

transmit levels. The main point to note here is that the The-

orem 3.9 refers to rate versus diversity tradeoff for a given

constellation size. Therefore, in order to consider the effi-

ciency of coding schemes based on the rotated constellations,

one needs to take into account the expansion in the constella-

tion size. For example, transmit diversity using such rotated

constellations is described in [77] and [91] and space–time

codes designed using rotated constellations are given in [75].

Another point of view is explored in [86] where codes that

achieve a high-rate, but have embedded within them a high-

diversity (lower-rate) code are designed. Clearly the overall

code will still be governed by the rate-diversity tradeoff, but
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Fig. 15. Rotated constellations.

the idea is to ensure the reliability (diversity) of at least part

of the total information.

5) OFDM: In OFDM, the high-rate input stream is demul-

tiplexed and transmitted over low-rate independent fre-

quency subcarriers. This multicarrier transmission scheme is

implemented digitally using the efficient FFT [280]. Since

OFDM is a block transmission scheme, a guard sequence (of

length at least equal to channel memory) is needed to elim-

inate IBI and ensure that individual subcarriers can be iso-

lated at the receiver. In OFDM, the choice for guard sequence

is a cyclic prefix which makes the channel matrix circulant,

hence, diagonalizable by the FFT. If the FFT size is made

large enough such that the width of each frequency bin is less

than the coherence bandwidth of the channel, then no equal-

ization is needed.31 A large FFT size (compared to channel

memory) also reduces the cyclic prefix guard sequence over-

head at the expense of increased storage and processing re-

quirements and increased delay which might not be accept-

able for delay-sensitive applications.

OFDM is very attractive as modulation/equalization

scheme for a channel with long delay spread (where

trellis-based equalization is very complex) like Scenario

A. For time-selective channels (as in Scenario B), the

subcarriers in an OFDM signals lose their orthogonality

(or equivalently the channel matrix is no longer circulant,

hence, is no longer diagonalizable by the FFT) resulting

in intercarrier interference (ICI). Successful application of

OFDM to high-mobility scenarios is critically dependent on

the implementation of effective channel estimation/tracking

and ICI suppression schemes (see Section IV-B.1 and

[235]).

OFDM offers great flexibility in that multiple signals with

different rates and quality-of-service (QoS) requirements

can be transmitted over the parallel frequency subchannels.

Moreover, avoiding strong RF narrowband interference

within the transmission bandwidth is easily accomplished

by turning off the corresponding subchannels. OFDM was

applied to MIMO broadband channels in [5] and [210].

OFDM has two main drawbacks, namely a high peak to

31Except for a simple one-tap complex equalizer for each subchannel,
assuming negligible intercarrier interference due to Doppler effects or fre-
quency offset errors.

average ratio (PAR), which results in larger backoff with

nonlinear amplifiers [221], and high sensitivity to frequency

errors and phase noise [206]. An alternative equalization

scheme that overcomes these two drawbacks of OFDM

while retaining its reduced implementation complexity ad-

vantage (but not its multirate capability) is the single-carrier

frequency-domain equalizer SC FDE [222].

B. Receiver Techniques

In this section, we present an overview of receiver

signal processing algorithms suitable for the detection

of space–time-coded signals. These algorithms can be

classified under two main categories: coherent and nonco-

herent. Coherent detection requires CSI either explicitly by

estimating the channel matrix and feeding this estimate to

joint equalization/decoding algorithms (to be discussed in

Section IV-B.1) or implicitly where the optimum settings

of the joint equalizer/decoder are computed adaptively

using training symbols (to be discussed in Section IV-B.1).

Noncoherent techniques do not require CSI and, hence, are

more suitable for rapidly time-varying channels (such as

Scenario B) where it is more challenging to acquire accurate

CSI or when cost and complexity constraints exclude the

use of channel estimation modules. As seen in Section III-A,

even when the channel is unknown at the receiver, [290]

shows that the rate achievable using a training-based tech-

nique is only a constant factor (in mutual information)

away from the optimal. This motivates our treatment of the

training-based techniques in Section IV-B,1. The training

sequences occupy a certain number of degrees of freedom

in the transmitted sequence which could have been utilized

to send additional information symbols. However, the result

in [290] shows that it is an efficient way to utilize these

degrees of freedom.

To explain the main ideas without unduly complicating the

presentation, we assume (unless otherwise stated) a single re-

ceive antenna. When multiple independent receive antennas

are available, additional receive diversity gains can be real-

ized by combining the outputs of these antenna using spatio-

temporal processing (see, e.g., [201], [202], and references

therein).
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1) Coherent Techniques: We start by considering

channel estimation techniques for both quasi-static (or

slowly time-varying) channels and for rapidly time-varying

channels with appreciable channel variation within the

block. This is followed by a discussion of joint equaliza-

tion/decoding techniques for space–time trellis and block

coded signals.

Channel Estimation for Quasi-Static Channels: For

quasi-static channels (such as Scenario A), CSI can be esti-

mated at the receiver using a training sequence embedded

in each transmission block. For single-transmit-antenna

signalling, the training sequence is only required to have

“good” (i.e., impulse-like) auto-correlation properties.

However, for the transmit-antenna scenarios, the

training sequences should, in addition, have “low” (ideally

zero) cross-correlation. In addition, it is desirable (in order

to avoid amplifier nonlinear distortion) to use training

sequences with constant amplitude. Perfect root of unity

sequences (PRUS) [60] have these ideal correlation and

constant amplitude properties. However, for a given training

sequence length, PRUS do not always belong to standard

signal constellations such as PSK. Additional challenges in

channel estimation for multiple-transmit-antenna systems

over the single-transmit-antenna case are the increased

number of channel parameters to be estimated and the

reduced transmit power (by a factor of ) for each transmit

antenna.

In [108], it was proposed to encode a single training

sequence by a space–time encoder to generate the

training sequences (cf. Fig. 16).32 Strictly speaking, this

approach is suboptimum, since the transmitted training

sequences are cross-correlated by the space–time encoder

which imposes a constraint on the possible generated

training sequences. However, it turns out that, with proper

design, the performance loss from optimal PRUS training

is negligible [108]. Furthermore, this approach reduces the

training sequence search space from to

(assuming equal input and output alphabet size and

length- training sequences), making exhaustive search

more practical and thus facilitating the identification of good

training sequences from standard signal constellations such

as PSK.

The search space can be further reduced by exploiting spe-

cial characteristics of the particular STC. As an example,

consider the eight-state 8-PSK STTC for two transmit and

one receive antennas of Section IV-A.3 whose equivalent

CIR is given by (37). For a given transmission block (over

which the two channels and are constant), the

input sequence determines the equivalent channel. By trans-

mitting only “even” training symbols from the subconstella-

tion , and the equivalent channel

is given by . On the other hand,

transmitting only “odd” training symbols from the subcon-

stellation , results in and the

32We assume, for simplicity, the same space–time encoder for the training
and the information symbols. However, they could be different in general.

Fig. 16. Generation of two training sequences by space–time
encoding a single training sequence.

equivalent channel . After es-

timating and , we can compute

(40)
We propose to use a training sequence of the form

where has length and takes values in the

subconstellation and has length and takes values in

the subconstellation. Note that if is a good sequence in

terms of MMSE for the estimation of , the sequence

created as where and any

,3,5,7 achieves the same MMSE for the estimation

of . Thus, instead of searching over all possible

sequences , we can further restrict the search space to the

sequences . A reduced-size search can identify se-

quences and such that the channel estimation

MMSE is achieved. We emphasize that similar reduced-com-

plexity techniques can be developed for other STTCs by de-

riving their equivalent encoder models (as in Fig. 12).

In summary, the special STC structure can be utilized to

simplify training sequence design for multiple-antenna trans-

missions without sacrificing performance.

Channel Estimation and Tracking for Rapidly

Time-Varying Channels: In block transmissions over

frequency-selective channels, time selectivity may have

a negative impact on the system performance. Revisiting

(3), we observe that equalization of the received block

and recovery of the transmitted symbols depend upon

the reliable estimation of the channel matrix . Estimation

and equalization are facilitated by the fact that pos-

sesses a structured-form in widely used block-transmission

techniques when the channels remain constant during the

transmission of a block. For example, is a block Toeplitz

matrix (when the guard sequence is all zeros) or is a block

circulant matrix (when the guard sequence is the cyclic

prefix). However, when the underlying channels vary sig-

nificantly within a transmission block, loses its special

structured form. Consequently, both the estimation and the

equalization of become more challenging.

It is well documented that multicarrier transmissions

(such as OFDM) are more sensitive to time variations than

single-carrier transmissions. In OFDM, rapid time variation

of the underlying channels within a transmission block result

in ICI. Depending on the Doppler frequency and the block

length chosen for transmission, ICI can potentially cause
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a severe deterioration of QoS. In SISO OFDM, previous

studies have quantified the effects of ICI on the system

performance [150], [167], [169], [216], [220]. For rapidly

time-varying environments, and for cases where the channel

obeys a parsimonious model, techniques in [118], [246], and

[252] can be used for channel estimation and tracking. Here,

we discuss severe Doppler cases, where the channel can

no longer be assumed constant within a transmission block

(as in Scenario B): for such rapidly time-varying channels,

the challenges of channel estimation are addressed by the

channel estimation and tracking scheme of [235].

To simplify the presentation, consider the case

. In a time-varying environment,

estimation of amounts to estimating channels

, , that

comprise the rows of . To reduce the number of parameters

needed for channel estimation from to less than ,

[235] makes the assumption that some of the channels

can be obtained by linear interpolation. Such an assumption

holds true if there is not significant variation between

channels and , . The matrix

is parametrized using a small number of its rows. Then,

the entire matrix is expressed as a function of these rows

which reduces the number of parameters to be estimated.

Physically, this puts “markers” in time where the channel is

estimated, and the estimates at other times are interpolated

using these estimates.

The channel matrix obtained by the interpolation of the

channels (where are

the channel rows used in the interpolation) is

(41)

where is an diagonal matrix with entries

equal to the interpolation weights, and is the OFDM

circulant channel matrix that corresponds to an FIR channel

with entries contained in the channel vector . Given

the structured form of , its estimation amounts to es-

timating parameters grouped in the 1 vector

. Using judiciously placed pilot

tones, the latter can be obtained as the least-squares solution

, where is the received vector when

pilot tones are included in the transmission, and is a

matrix with entries that are function of the pilot tones and

the interpolation weights (see [235] for more details).

The quality of channel estimates depends heavily on the

placement of pilot tones on the FFT grid. In frequency-se-

lective time-invariant channels, placing the pilot tones equi-

spaced on the FFT grid is the optimal scheme [194], [196].

On the other hand, work on pilot symbol assisted modula-

tion (PSAM) [52] has suggested that, for Rayleigh flat-fading

time-varying channels, pilot symbols should be placed peri-

odically in the time domain to produce channel estimates.

Then, the coherent detection of the transmitted symbols is

based on the interpolation of these channel estimates. The

periodic transmission of pilot symbols in the time domain

suggests a grouping of pilot tones in the frequency domain.

We have found that our channel estimation method produces

the best results when the pilot tones are partitioned into eq-

uispaced groups on the FFT grid, a result which is in contrast

to the optimal pilot placement schemes of [194] and [196].

Furthermore, under relatively mild Doppler, the quality of

the channel estimates (and, consequently, the SINR gains of

the ICI mitigating methods in [235]) can be improved by

channel tracking. A simple tracking scheme is the following:

an initial channel estimate can be obtained by trans-

mitting a full training block; subsequent blocks contain pilot

tones which are used to acquire new estimates . The

channel estimate for the th OFDM block is obtained using a

forgetting factor from the relation

. Frequent retraining can further improve the quality

of the channel estimates at the expense of the overhead of the

training symbols.

Joint Equalization/Decoding of Space–Time Trellis

Codes: For broadband transmissions, equalization is indis-

pensable for mitigating ISI [244]. STC makes equalization

more challenging because it generates multiple correlated

signals that are transmitted simultaneously at equal power.

However, carefully designed joint equalization/decoding

schemes can exploit this correlation to reduce implemen-

tation complexity while achieving significant performance

gains over single-antenna transmissions (due to spatial

and multipath diversity gains). In this section, we describe

briefly examples of practical near-optimal joint equaliza-

tion/decoding schemes for STTC and STBC. A detailed

treatment of this subject is given in [8].

Both the STTC and the CIRs are finite-state machines

described by a trellis. Hence, optimum performance is

achieved by joint STTC equalization/decoding on the com-

bined trellis. The complexity of full joint trellis equalization

and decoding increases exponentially with the channel

memory,33 signal constellation size, and the number of

transmit antennas. On the other hand, increasing these

three parameters are effective means to achieve high bit

rates. This motivates the need for reduced-complexity

joint equalization and decoding techniques that achieve a

practical performance-complexity tradeoff. An example of

such schemes is described next.

When implementing the eight-state 8-PSK STTC over

frequency-selective channels, its rich structure can be

exploited to reduce equalization/decoding complexity. This

is achieved by performing trellis-based joint equalization

and space–time decoding with states on the equivalent

channel given in (37). For channels with long memory,

further complexity reductions (at some performance loss)

are achieved by preceding the joint equalizer/decoder with a

channel shortening FIR prefilter (cf. Fig. 17). The objective

of the prefilter is to shorten and shape the effective CIR

memory seen by the equalizer to reduce its complexity.

Prefilter design algorithms suitable for space–time-coded

signals are described in [106], [287].

Several reduced-state equalization/decoding algorithms

have been proposed in the literature including DDFSE [93],

RSSE [99], T-BCJR [109], and M-BCJR [106], [109]. We

33For a given channel delay spread, the channel memory increases linearly
with the transmission bandwidth.
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Fig. 17. Receiver structure for STTC prefiltered joint
equalization/decoding with two transmit and one receive antennas.

have investigated and improved the M-BCJR algorithm and

applied it to the problem of joint equalization and decoding

of STTC, as described briefly next. The findings of our study

are detailed in [106].

The M-BCJR algorithm is a reduced-complexity version

of the famed BCJR algorithm [22] where at each trellis step,

only the active states associated with the highest metrics

are retained. An improved version of the M-BCJR algorithm

was proposed in [106] and applied to perform joint equaliza-

tion and decoding of STTC. More specifically, it was shown

in [106] that preceding the -BCJR equalizer/decoder with

a channel-shortening prefilter improves its performance, es-

pecially for small values of . Even better performance is

achieved when a different prefilter is used for the forward and

backward recursions of the M-BCJR algorithm. The value

of and the number of prefilter taps can be jointly opti-

mized to achieve the best performance-complexity tradeoffs.

For channels with long delay spread, FFT-based techniques

such as OFDM emerge as attractive alternative candidates for

STTC equalization/decoding [5].

Fig. 18 plots the performance of the prefiltered M-BCJR

equalizer/decoder as a function of the number of active states

for a quasi-static typical urban environment assuming

two transmit antennas, one receive antenna, and the eight-

state 8-PSK STTC. Both channels are shortened to three taps,

hence, the maximum value of with the prefilter is

states. Also shown in the figure as a benchmark is the

BER of a full BCJR-MAP equalizer with 4096 states34 and

no prefilter. In our simulations, the noise samples are gen-

erated as independent samples of a zero-mean complex cir-

cularly symmetric Gaussian random variable with a variance

of SNR per complex dimension. The reason for doubling

the noise variance (compared to the single-transmit-antenna

case) is that with two-antenna transmissions, we assume that

the total transmitted power is the same as in the single-an-

tenna case and is divided equally between the two antennas.

The average energy of the symbol transmitted from each an-

tenna is normalized to one so that the SNR ratio is SNR.35

It can be seen that negligible performance improvement is

achieved by increasing from 16 to its maximum value of

512 due the effective action of the prefilter which concen-

trates most of the channel energy in its leading or last taps

for the forward and backward recursions, respectively. The

performance gap from the 4096–state BCJR-MAP is due to

34The equivalent SISO channel of the eight-state 8-PSK STTC has
memory of � + 1 = 4 (cf. (37)). Hence, the number of BCJR-MAP
equalizers states is 8 = 4096.

35Note that SNR is related toE =N by the relation: SNR = (E =N )b,
where 2 is the signal constellation size.

Fig. 18. BER performance of two-transmit one-receive eight-state
8-PSK STTC on a quasi-static typical urban channel with � = 3
with prefiltered M-BCJR equalizer/decoder as a function of M (the
number of active states). The performance of a 8 = 4096-state
full BCJR-MAP equalizer/decoder is shown as a benchmark.

the prefilter loss but, in return, we achieve a significant reduc-

tion in the number of equalizer/decoder states (from 4096 to

16).

Sphere Decoder: The M-BCJR algorithm described

above is an example of a reduced-complexity MAP decoder

algorithm for trellis-coded signals. It applies to both linear

and nonlinear trellis codes, where in the latter the codewords

(unlike the information symbols) do not necessarily form

a lattice. However, when the input codewords belong to a

lattice, the structure of the code can be utilized to reduce the

computational complexity of the ML search. For specific

lattices, efficient decoding algorithms have been developed

[66]. Another technique which is applicable to any lattice is

called the sphere decoder and was first proposed in [101]

(a good exposition of this decoder for fading channels can

be found in [276]). Note that the linear decoding techniques

described in Section III-A and the decision feedback tech-

niques of BLAST in Section IV-A.1 are not ML techniques.

The main reason that these techniques are used is because

ML decoding in general can be quite computationally

expensive.

In order to illustrate the sphere decoder, let us look at an

AWGN channel (i.e., in (3) set and ). Fig. 19

depicts the lattice code . ML decoding uses the criterion

and, therefore, decodes to the closest lat-

tice point in . Given that comes from a lattice , its points

can be written as where is the generator ma-

trix for the lattice [66] and is an integer vector. Instead

of performing an exhaustive search over the entire lattice,

the sphere decoding algorithm (depicted in Fig. 19) searches

over a suitably chosen radius around the received point and

finds the closest lattice point to it. For this given radius , it

is easy to write out the lattice points contained in it using the

Gram matrix of the lattice [276]. Since this contains

a bounded number of points to search over, the complexity is
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Fig. 19. Sphere decoding algorithm.

reduced considerably. In fact the complexity can be related

to the minimum eigenvalue of the Gram matrix [101]. In an

AWGN channel, the radius can be chosen to be the cov-

ering radius of the lattice [66] and this ensures that there is

at least one lattice point in the sphere. In fading channels, the

matrix in (4) can be seen to distort the lattice and, there-

fore, changes the generator matrix of the lattice. The channel

parameters can, therefore, rotate, elongate, and compress the

lattice along different directions. Therefore, the choice of the

radius and the decoding complexity depend on the random

channel. The same principle of the sphere decoder can be

applied to the multiantenna channel [76] but a careful choice

of the radius and repeated calculations of the channel-depen-

dent Gram matrix is needed. Note that in this case, since the

Gram matrix is random, the decoding complexity is also a

random quantity (dependent on the minimum eigenvalue of

the Gram matrix). This combined with the fact that the cov-

ering radius of the modified lattice is random causes the com-

plexity to be random, and, hence, it is meaningful to analyze

the expected complexity of the sphere decoder [137], [185].

Joint Equalization/Decoding of Space–Time Block

Codes: Our focus will be on Alamouti-type STBC with two

transmit antennas. The treatment can be extended to more

than two antennas using orthogonal designs [239] at the

expense of some rate loss for complex signal constellation.

The main attractive feature of STBC is the quaternionic36

structure of the spatio-temporal channel matrix. This

allows us to eliminate interantenna interference using a

low-complexity linear combiner (which is a spatio-temporal

matched filter and is also the ML detector in this case).

Then, joint equalization and decoding for each antenna

stream proceeds using any of well-known algorithms for the

single-antenna case which can be implemented either in the

time or frequency domains. For illustration purposes, we

describe next a joint equalization and decoding algorithm

for the single-carrier frequency-domain-equalizer (SC

FDE)-STBC. A more detailed discussion and comparison is

given in [8].

The SC FDE-STBC receiver block diagram is given in

Fig. 20. After analog-to-digital (A/D) conversion, the CP part

36A 2� 2 complex orthogonal matrix of the form

c c

��c �c

is isomorphic to the quaternion group (see Appendix ).

Fig. 20. FDE-STBC receiver block diagram.

of each received block is discarded. Mathematically, we can

express the input-output relationship over the th received

block as follows:

(42)

where and are circulant matrices whose

first columns are equal to and , respectively, ap-

pended by ( ) zeros and is the noise vector.

Since and are circulant matrices, they admit the

eigen-decompositions

where is the orthonormal FFT matrix and (resp. )

is a diagonal matrix whose ( ) entry is equal to the th

FFT coefficient of (resp. ). Therefore, applying the

FFT to , we get (for )

The SC FDE-STBC encoding rule is given by [7]

(43)

for and . The length-

blocks at the FFT output are then processed in pairs resulting

in the two blocks (we drop the time index from the channel

matrices, since they are assumed fixed over the two blocks

under consideration)

(44)

where and are the FFTs of the information blocks

and , respectively, and is the noise vector. We used

the encoding rule in (43) to arrive at (44). To eliminate inter-

antenna interference, the linear combiner is applied to .

Due to the quaternionic structure of , a second-order diver-

sity gain is achieved. Then, the two decoupled blocks at the

output of the linear combiner are equalized separately using

the MMSE FDE [222] which consists of complex taps per

block that mitigate ISI. Finally, the MMSE-FDE output is

transformed back to the time domain using the inverse FFT

where decisions are made.

Fig. 21 shows the diversity advantage achieved in SC

MMSE FDE-STBC compared to single-antenna transmis-

sion. This figure assumes perfect channel knowledge at the

DIGGAVI et al.: GREAT EXPECTATIONS: THE VALUE OF SPATIAL DIVERSITY IN WIRELESS NETWORKS 245



Fig. 21. BER of SC MMSE-FDE w/ and w/o STBC for typical
urban channel (� = 3) with 8-PSK modulation and N = 64.

Fig. 22. Effect of channel estimation on performance of SC
FDE-STBC.

receiver.37 To investigate the effect of channel estimation

errors on performance, we assumed that 26 training symbols

per two blocks of information symbols (total length of 128

symbols). Two shifted PRUS [60] were transmitted from

antennas 1 and 2 during training. The two channel estimates

were jointly computed using a standard least squares algo-

rithm [73]. From Fig. 22, it can be seen that the performance

loss due to channel estimation errors is dB.

OFDM With Fast Channel Variations: As discussed

in Section IV-A.5, OFDM is an effective equalization

technique for broadband MIMO channels. The IFFT/FFT

is used as a modulation/demodulation basis to partition

the channel frequency response into a large number of

orthogonal subcarriers each experiencing flat fading. This

diagonalization of the channel matrix occurs only under

quasi-static channel fading conditions. Therefore, if the

channel is block fading, the Fourier basis is the eigenbasis,

and one can estimate the channel from block to block (see,

for example, [170] and references therein). However, in the

37The SC MMSE FDE-STBC performance can be further improved by
adding a feedback section as discussed in [36], [100]

presence of channel variations with the transmission block,

the subcarrier are no longer orthogonal and ICI can result in

significant performance degradation [63].

One approach, described in detail in [235], to mitigate ICI

and restore (approximately) subcarrier orthogonality is to im-

plement a time-domain MIMO prefilter at the receiver

front end that attempts to restore the circulant structure of

the overall channel and, hence, make it diagonalizable by the

FFT.

The matrix filter can be designed (using channel

knowledge acquired using the methods presented earlier for

rapidly varying channels) to maximize signal to ICI plus

noise ratio (SINR) which is defined at the th frequency

bin ( ) as follows:

SINR (45)

where is the input energy allocated to the th frequency

bin, is the noise covariance (after the application of the

filter), and is a matrix that represents the cascade of

the DFT operation at the OFDM receiver, the filter, the

channel matrix , and the IDFT operation at the transmitter.

It is shown in [235] that the design of can be posed as a

generalized eigenvalue problem, where is calculated as a

function of the estimated channel matrix.

Adaptive Techniques: The coherent receiver techniques

described till now require CSI which is estimated and

tracked using training sequences/pilot symbols inserted in

each block and then used to compute the optimum joint

equalizer/decoder settings. An alternative to this two-step

channel-estimate-based approach is adaptive space–time

equalization/decoding where CSI is not explicitly estimated

at the receiver. Adaptive receivers still require training

overhead to converge to their optimum settings which, in the

presence of channel variations, are adapted using previous

decisions to track these variations. Adaptive algorithms,

such as the celebrated least mean square (LMS) algorithm

[138], are widely used in single-antenna communication

systems today due to its low implementation complexity.

However, it has been shown to exhibit slow convergence

and suffer significant performance degradation (relative to

performance achieved with the optimum settings) when ap-

plied to broadband MIMO channels due to the large number

of parameters that need to be simultaneously adapted

and the wide eigenvalue spread problems encountered on

those channels. Faster convergence can be achieved by

implementing a more sophisticated family of algorithms

known as recursive least squares (RLS). However, their high

computational complexity compared to LMS and and their

notorious behavior when implemented in finite precision

limit their appeal in practice. It was shown in [288] that the

orthogonal structure of STBC can be exploited to develop

fast-converging RLS-type adaptive FDE-STBC at LMS-type

complexity. A brief overview is given next.

Considering the structure of Fig. 20

(46)
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Fig. 23. Block diagram of adaptive FDE-STBC joint
equalizer/decoder.

where was defined in (44) and the diagonal matrices

and are given by

diag

SNR

diag

SNR

(47)

with . Alternatively, we can

write

diag diag

diag diag

(48)

where and are the vectors containing the diagonal

elements of and , respectively, and is a 1

vector containing the elements of and . The

quaternionic matrix contains the received symbols for

blocks and . Equation (48) can be used to develop a fre-

quency-domain block-adaptive RLS algorithm for which,

using the special quaternionic structure of the problem, be

simplified to the following LMS-type recursions (see [288]

for details of the derivation):

(49)

where for the training mode

and for the decision-di-

rected mode. The diagonal matrix is computed

by the recursion

(50)

where the diagonal matrices and are computed

from the recursions

diag diag

diag diag

diag diag

diag diag

The initial conditions are , where is a

large number, and the forgetting factor is chosen close to 1.

The block diagram of the adaptive FDE-STBC is shown in

Fig. 23. Pairs of consecutive received blocks are transformed

to the frequency domain using the FFT, then the data matrix

in (48) is formed. The filter output is the product of the matrix

is transformed back to the time domain using IFFT

and passed to a decision device to generate the input blocks

estimates. The output of the adaptive equalizer is compared

to the desired response to generate an error vector which is

in turn used to update the equalizer coefficients according

to the RLS recursions. The equalizer operates in a training

mode until it converges, then it switches to a decision-di-

rected mode where previous decisions are used for tracking.

When operating over fast time-varying channels (as in Sce-

nario B), retraining blocks can be transmitted periodically to

prevent equalizer divergence (see [288]).

2) Noncoherent Techniques: Noncoherent transmis-

sion schemes do not require channel estimation, hence

eliminating the need for bandwidth-consuming training

sequences and reducing terminal complexity. This becomes

more significant for rapidly fading channels (such as

Scenario B) where frequent retraining is needed to track

channel variations and for multiple-antenna broadband

transmission scenarios where more channel parameters

(several coefficients for each transmit-receive antenna pair)

need to be estimated. Noncoherent techniques include blind

identification and detection schemes. Here, the structure of

the channel (finite impulse response), the input constellation

(finite alphabet) and the output (cyclostationarity) are

exploited to eliminate training symbols. Such techniques

have a vast literature and we refer the interested reader to

a good survey in [250]. An alternative technique is to have

a generalized ML receiver which assumes statistics about

channel state but not knowledge of the state itself [142],

[258].

Several noncoherent space–time transmission schemes

have been proposed for flat-fading channels including

differential STBC schemes with two [238] or more [146]

transmit antennas and group differential STC schemes

(proposed in [140] and [145]). An extensive characterization

and classification of group differential space–time codes has

been given in [229]. In this section we describe a differential

space–time transmission scheme for frequency-selective

channels recently proposed in [80] that achieves full

diversity (spatial and multipath) at rate one38 with two

transmit antennas. This scheme is a differential form for

the OFDM-STBC structure described in [175] and, hence,

is a nongroup code. A time-domain differential space–time

scheme with single-carrier transmission is also presented in

[80].

We consider two symbols and drawn from

a PSK constellation which, in a conventional OFDM system,

would be transmitted over two consecutive OFDM blocks

on the same subcarrier . Following the Alamouti encoding

scheme described in Section IV-A.3, the two source symbols

are mapped as

(51)

38This does not include the rate penalty incurred by concatenating
OFDM-STBC with an outer code and interleaving across frequency
tones which is common to all OFDM systems (see, e.g., [222] for more
discussion.)
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where represents the information-bearing vector for

the first OFDM block and corresponds to the second

OFDM block.39 Let denote the FFT size, then

and are length- vectors holding the symbols to be

transmitted by the two transmit antennas. Consequently,

after taking the FFT at the receiver, we have (at subcarrier

)

noise

(52)

where and are the frequency responses of the

two channels at subcarrier .

For block and subcarrier , denote the source symbols

as , the transmitted matrix as ,

and the received matrix as . Then, in the absence of

noise, (52) is written as , where we as-

sume that the channel is fixed over two consecutive blocks.

Using the quaternionic structure of , it follows that

Since we would like to estimate the source symbols con-

tained in , we define the differ-

ential transmission rule

(53)

Note that no inverse computation is needed in computing

due to the quaternionic structure of .

Fig. 24 illustrates the 3-dB SNR loss of differential

OFDM-STBC relative to its coherent counterpart40 (with

perfect CSI assumed) for an indoor environment (similar

to Scenario A). In the presence of high mobility (as in

Scenario B), the performance of the coherent schemes

degrades significantly due to channel estimation errors (see

[235]). Under such conditions, the assumption of a fixed

channel over two transmission blocks made in differential

OFDM-STBC will not hold causing some performance

degradation, however, its lower implementation complexity

still makes it a more attractive choice for high Doppler

rates than coherent OFDM-STBC with channel estima-

tion/tracking.

C. Summary, Design Issues, and Future Challenges

The main objective of the physical layer is delivery of

the highest possible bit rates reliably over the wireless

channel [39]. To achieve this objective, several techniques

39Intuitively, each OFDM subcarrier can be thought of as a flat-fading
channel and the Alamouti code is applied to each of the OFDM subcarriers.
As a result, the Alamouti code yields diversity gains at every subcarrier.
However, in order to gather both spatial and multipath (frequency) diversity
gains, one needs to appropriately code across the subcarriers and decode
them jointly.

40This figure is for illustration of the 3-dB SNR difference, since it com-
pares the coherent with the noncoherent. However, in these curves the full
multipath diversity is not exploited through appropriate coding across sub-
carriers, and this would move both the curves to the left, equivalently.

Fig. 24. Performance comparison between coherent and
differential OFDM-STBC with 2 TX, 1RX, QPSK modulation,
FFT size of 64, � = 8.

at the transmitter and receiver ends are needed to mitigate

various performance impairments. This includes the use of

diversity techniques to mitigate fading effects by exploiting

space selectivity of the channel, the use of MIMO antenna

techniques to realize spatial rate multiplexing gains, and

the use of OFDM (or other equalization techniques such

as M-BCJR or SC FDE) to mitigate channel frequency

selectivity. In addition, three main techniques can be used

to mitigate Doppler effects due to channel time selectivity:

channel estimation and tracking using pilot symbols/tones,

adaptive filtering, and differential transmission/detection.

The first technique is more complex but achieves superior

performance for quasi-static or slowly fading channels (as

in Scenario A).

A discussion about the tradeoffs involved in system design

issues is now in order. The system design depends on both

the choice of key parameters such as block length, carrier

frequency, and number of transmit/receive antennas as well

as the operating environment conditions such as high versus

low SNR, high versus low mobility, and strict versus relaxed

delay constraints.

The length of the transmission block (relative to the

symbol period and the channel memory ) is an important

design parameter. Shorter blocks experience less channel

time variation (which reduces the need for channel tracking

within the block), incur smaller delay, and have smaller

receiver complexity (typically, block-by-block signal pro-

cessing algorithm complexity grows in a quadratic or cubic

manner with the block size). On the other hand, smaller

blocks could incur a significant throughput penalty due to

overhead (needed for various functions including guard

sequence, synchronization, training, etc.).

Concerning the carrier frequency , the current trend is

toward higher where more RF bandwidth is available, the

antenna size is smaller (at the same radiation efficiency), and

the antenna spacing requirements (to ensure independent

fading) are less stringent due to decreased wavelength. On

the other hand, the main challenges in migrating toward

higher are the higher costs of manufacturing reliable
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RF components, the increased propagation loss, and the

increased sensitivity to Doppler effects.

When selecting the number of transmit/receive antennas,

several practical considerations must be taken into account,

as described next. Under strict delay constraints, achieving

high diversity gains (i.e., high reliability) becomes critical

in order to minimize the need for retransmissions. As dis-

cussed in Section IV-A.2, since transmit/receive diversity

gains experience diminishing returns (with respect to an error

probability criterion) as their numbers increase, complexity

considerations dictate the use of small number of antennas

(typically no more than four antennas at each end). Current

technology limitations favor using more antennas at the base

station than at the user terminal. Moreover as illustrated in

Figs. 8–10), less than four transmit and receive antennas are

required to achieve a spectral efficiency of 10 b/s/Hz.

For delay-tolerant applications (such as nonreal-time

data transmission, e.g., data file transfers), achieving high

throughput takes precedence over achieving high diversity

and larger antenna arrays (of course still limited by cost and

space constraints) can be used to achieve high spatial rate

multiplexing gains. Likewise, high-mobility channel condi-

tions substantially impact the choice of system parameters

such as the use of shorter blocks, lower carrier frequencies,

and noncoherent or adaptive receiver techniques.

Space–time trellis codes [242] use multiple transmit

antennas to achieve diversity and coding gains. The first

gain manifests itself as an increase in the slope of the BER

versus SNR curve (on a log log scale) at high SNR, while the

latter gain manifests itself as a horizontal shift in that same

curve. At low SNR, it becomes more important to maximize

the coding gain while at high SNR diversity gains dominate

the performance. For SNR ranges typically encountered

on broadband wireless terrestrial links, it might be wise to

sacrifice some diversity gain in exchange for more coding

gain. For example, using only two transmit and one receive

antenna for Scenario A (with delay spread as high as 16

taps), the maximum (spatial and multipath) diversity gain

possible is ! For typical SNR levels in the

10–25 dB range, it suffices to design STCs that achieve a

much smaller diversity level (e.g., up to eight) to limit the

receiver complexity and to use the extra degrees of freedom

in code design to achieve a higher coding gain.

Many challenges still exist at the physical layer on the road

to achieving high rate and reliability wireless transmission.

We conclude this section by enumerating some of these chal-

lenges.

• Code Design: Since the introduction of space–time

codes in [242], code-design has been an active research

area. There are still many open questions in space–time

code design especially for noncoherent receivers and

fading ISI channels. Another significant open problem

is the design of practical space–time codes that achieve

the optimal diversity-rate tradeoff derived in [291] and

have a practical decoding complexity.

• Implementation Issues: These include the develop-

ment of low-cost integrated multiple RF chains and of

low-power parallelizable implementations of the STC

receiver signal processing algorithms suitable for DSP

and ASIC implementations at the high sampling rates

used for broadband transmission/reception. While it is

desirable (from an implementation point of view) to

use a single receive antenna to preserve the desirable

small form factor and low power consumption of the

user terminal, adding a second receive antenna mul-

tiplies the diversity gain by a factor two (hence dou-

bling the decay rate of average probability of error with

SNR at high SNR) and enables interference cancel-

lation. Implementation and manufacturing innovations

are needed to make multiple-antenna user terminals

commercially viable. Antennas capable of realizing po-

larization diversity gains [20] further enhance commu-

nication reliability by utilizing another source of diver-

sity.

• Receiver Signal Processing: While effective and

practical joint equalization and decoding schemes

that exploit the multipath diversity available in

frequency-selective channels have been developed, the

full exploitation of time diversity in fast time-varying

channels remains elusive. The main challenge here is

the development of practical adaptive algorithms that

can track the rapid variations of the large number of

taps in MIMO channels and/or equalizers. While some

encouraging steps have been made in this direction

[162], [288], the allowable Doppler rates (which

depend on the mobile speed and carrier frequency) for

high performance are still quite limited.

• Standardization Activities: Multiple-antenna tech-

nology has already found its way into several wireless

standards including IS-136, W-CDMA [247], and

CDMA-2000 [248] and is being discussed or contem-

plated for many of the broadband wireless systems

currently being standardized. These include WLAN

802.11a, broadband wireless access (BWA) 802.16,

and wireless personal area networks (WPANs) 802.15.

Significant efforts are needed to evaluate the impact

of multiple-antenna technology on the performance of

these systems at the physical and networking layers for

the specific parameters of these systems. One example

of such a study for 802.11a is [233].

V. NETWORKING ISSUES

Since the wireless channel is an inherently shared medium,

it becomes important to take advantage of spatial diversity

to efficiently and equitably share the resources, namely

bandwidth and power. As Section III-B pointed out, use of

spatial diversity significantly improves communication rates

in multiuser channels. In this section, we investigate the

impact of spatial diversity from the perspective of multiuser

wireless networks (note that spatial diversity involves both

multiple-antenna diversity, discussed extensively in Sec-

tions III-A and IV, and multiuser diversity, discussed briefly

in Section III-B). We examine the effect of spatial diversity

on both hierarchical and ad hoc communication topologies

(see Sections III-B and V-A). As mentioned in Section I,
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link variability in wireless networks makes it important to

reexamine information flows and functional abstractions

of the traditional IP network protocol stack. We study the

impact of spatial diversity on possible interlayer interactions

in network protocols.

Traditionally, the datalink layer deals with access tech-

niques for multiple users and scheduling transmissions

among users. In wireless networks, the access techniques

include a partition of the available (shared) resources and

how to resolve contention for the resources. When there is

contention to share the medium, a natural question relates

to problems associated with fair sharing of the wireless

medium among multiple users. Sharing a medium entails

specifying: 1) what resources are to be shared; 2) what are

the fairness criteria used to distribute resources to the users;

and 3) the complexity of implementing the algorithms opti-

mizing the desired criteria. The discussion in Section V-A is

centered around the role of spatial diversity in these design

choices.

Mobility in the user nodes causes the transmission and

interference conditions among the users to vary with time.

This variation implies that the wireless network topology

(the communication graph defined in Section III-B)

changes over time. Communication with a particular user

depends on acquiring information about this topology

change in order to route information to the user. In hierar-

chical networks (Section III-B), this requires keeping track

of which access point would be able to reach the desired

destination (a topic discussed in Section V-B). In ad hoc

networks, spatial diversity can also be exploited by using

other users as relays to convey information to the final des-

tination. We have seen in Section III-B that use of relays is

critical to enhancing the per-user throughput of the wireless

network. In Section V-B, we discuss issues associated with

spatial diversity and routing.

A wireless network could be the last hop in a path that

has both wired and wireless components. In Section V-C, we

briefly study how spatial diversity impacts wireless connec-

tivity to a hybrid network. Ultimately, it is the applications

that run over wireless networks that finally determine the im-

pact of spatial diversity. In Section V-D, we examine how

diversity can be used in conjunction with applications (such

as speech, audio, or video) and what properties need to be

designed into the applications themselves to make them suit-

able for the wireless medium. In Section V-E, we summarize

some of the effects of spatial diversity on the functional ab-

stractions of the networking layers. We briefly examine the

“vertical” impact of energy-limited communication on all of

the networking layer as an example of these effects.

A. Wireless Media Access Control

The problem of how to let users access and share the wire-

less medium is central to its efficient use. Factors that deter-

mine efficiency include the following.

• Organization of the communicating nodes. For ex-

ample, nodes could be in a hierarchical set-up with

access points and terminal nodes, or they could be in

an ad hoc communication topology.

• Simultaneous access to the wireless channel. Should

nodes be allowed to access it in a noninterfering

manner, or is multiuser interfering communication

allowed?

• Fair resource distribution given contention. When sev-

eral users attempt to use the same channel resource,

how do we equitably distribute this resource among the

contending users?

We investigate these issues in Section V-A.1, Section V-A.2,

and Section V-A.3, respectively.

1) Communication Graph: Following the communica-

tion graph structure defined in Section III-B, we broadly

classify wireless node topologies into two categories:

hierarchical and ad hoc. Note that in both cases, the nodes

could be further organized into “cells” [237] where users

geographically close to each other share the wireless spec-

trum and the frequencies can be reused in other distant

geographical locations (see, for example, [213], [277]).

The most commonly deployed node topology is the

hierarchical structure (it is the one implemented in today’s

cellular wireless communication networks). Here, the base

station acts as a wireless access point with which all other

nodes communicate, and it performs centralized functions.

The other nodes, typically wireless end-units, have simpler

distributed functionalities. The advantage of this node

topology is that the base station can be built with much

higher capabilities and perhaps be made aware of other parts

of the network as well. This allows all the complexity of

the network to be concentrated in the base station and the

end-units can be much simpler. The main disadvantage of

such a network is that the base station could be a bottleneck

and, therefore, its capabilities would need to scale with

network size.

An alternative is the ad hoc network where there is no clear

distinction between infrastructure and users. This structure

has been built into practical wireless data networks such as

IEEE 802.11 and Bluetooth. The advantages of this struc-

ture is that bottlenecks can perhaps be avoided by intelligent

routing through relays. However, given the distributed na-

ture of communication, such a communication graph struc-

ture needs to be self-organizing and network protocols need

to be redesigned. Throughout Section V, we discuss the role

of spatial diversity for both hierarchical and ad hoc wireless

network design.

2) Access Techniques: The access techniques refer to the

methods by which users establish communication to each

other through the shared medium. This can be viewed both in

the context of hierarchical networks and ad hoc networks. We

discuss only two forms of access techniques, many-to-one (or

multiple access) and one-to-many (or broadcast). One moti-

vating example of these access techniques is in hierarchical

networks, where multiple access can be viewed as the uplink

channel (mobile end-units to base station) and broadcast can

be viewed as the downlink channel (base station to mobile

end-units).
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In data transmission systems, the times at which users

might need to transmit is random and, therefore, their

attempts to access the wireless medium might occur ape-

riodically. Access techniques that allow users to access

the medium when they need it are broadly termed random

access [159] techniques. The access method depends on

whether we are allowed a centralized system which can

control which users transmit or a distributed scheme where

the users have to develop mechanisms to access the channel.

Our focus will be on centralized techniques where the

central station controls which users can be given access

to the medium and, therefore, avoids “collisions” between

intended transmissions. The distributed schemes will be

briefly described while discussing user contention (for a

detailed discussion of such techniques, see, for example,

[159, Ch. 7]).

The wireless channel naturally gives rise to three basic de-

grees of freedom: time, frequency, and space. Almost all tra-

ditional access techniques involve partitioning the degrees of

freedom of the channel between simultaneously communi-

cating nodes. This can be done through assigning time slots

as in TDMA, or through signature codes as in code-divi-

sion multiple access (CDMA), or through frequency slots as

in frequency-division multiple access (FDMA) and combi-

nations of these techniques. In the case of multiple-antenna

communication, another access technique is possible by re-

alizing that the communication nodes may be at different ge-

ographical locations and could have different channel signa-

tures at the receivers. This difference can be exploited to ef-

ficiently decode simultaneously transmitting users. From an

information-theoretic point of view (see [70, Ch. 14]), cer-

tain points in the optimal rate region are achievable through

partitioning the channel using the above techniques. How-

ever, the entire rate regions may not be achievable by just

noninterfering channel partitioning and more sophisticated

techniques might be needed [70].

Many of the 3G wireless systems are based on CDMA

technology which offers inherent frequency diversity due to

spreading and is also suitable for interference-limited envi-

ronments. In CDMA, the users’ signatures are not restricted

to be orthogonal to each other and, therefore, the users

may interfere with each other while accessing the wireless

channel. Since different users may experience very disparate

channel conditions, the power transmitted by each user is

controlled in order to restrict the amount of interference they

cause to other users. Power control schemes which allow for

a desired level of interference in a distributed manner have

been extensively investigated (see, for example, [28] and

the references therein). However, the receiver still needs to

deal with multiple interfering signals. One method is to treat

the undesired users as noise and proceed with single-user

decoding. This receiver has the advantage of simplicity, but

does not perform well when power control is not accurate.

More sophisticated multiuser detection techniques might be

appropriate in these cases [268]. The issue of combining

power control (and resource allocation) in CDMA mul-

tiple-access systems has also been explored in detail (see,

for example, [156], [166]). The problems in CDMA access

have been extensively covered in other literature (see, for

example, [268], [275] and references therein) and, therefore,

are outside the scope of this paper.

Techniques based on FDMA are now becoming important

through the use of OFDM in wireless networks [62]. Since

OFDM allows a flexible and dynamic allocation of frequency

bins to different users, it is particularly attractive in wireless

data networks over frequency-selective channels. The advan-

tage of OFDM is that changing the frequency allocation just

translates to changing the multicarrier tone assignments to

the users [82], [217]. It can also utilize spatial diversity, since

the fading could occur at different frequency bins for dif-

ferent users. Therefore, OFDM would allow such users to

share the channel efficiently by accessing it with the right

frequency bins.

For CDMA, the code signatures are assigned to the dif-

ferent users in order to reduce interference between users si-

multaneously accessing the channel. However, spatial (geo-

graphical) diversity also implies that different users would

see almost independent channel conditions. One way to ex-

ploit this is to allow multiple users to simultaneously transmit

information and have multiple antennas at the receiver uti-

lize spatial diversity when decoding the information. There-

fore, since nature gives disparate channel signatures to the

different users, this could be used to suppress interference

using multiple antennas (for example, see [87] and references

therein). In the sequel, we focus our attention on the use of

multiuser spatial diversity (i.e., different channel signatures

for different users), combined with space–time codes and

how this structure can be utilized (without use of spreading

codes) for multipacket reception. One main idea is to uti-

lize STC to introduce structure into the user transmissions

in order to guarantee error performance in terms of diversity

order (see Section III-C). We also discuss other multipacket

reception strategies where the receiver is allowed to combine

successive packet transmissions of the users.

In the downlink (broadcast) channel, an additional re-

source that needs to be partitioned is the transmitted power.

Since there is a total power budget that needs to be shared

among the different transmissions, we also need to allocate

this resource equitably between the users. Aside from the

access and resource allocation problems, another constraint

that naturally arises is the amount of allowable cooperation

amongst users. In multiple-access channels (uplink) the

users would be distributed and, therefore, the transmission

techniques should not allow user cooperation, since they are

not colocated. However, the receiver can collate information

from all communication nodes and do joint processing.

The situation in the downlink (broadcast) channel could be

different, since the information is to be disseminated from

one source. We could allow cooperation between the trans-

missions to the users, but then the users have to decode in a

distributed manner. Thus, topological and access questions

form a complicated mosaic that forces design choices on the

wireless system engineer.

Multipacket Reception: Spatial diversity implies that

disparate channel conditions are realized for different users.
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As mentioned earlier, if we use multiple antennas, this

disparity can potentially allow multiple users to transmit

simultaneously while still being able to decode the users

information efficiently at the receiver. In such an environ-

ment, it has been shown that cochannel users, where

each user is equipped with antennas, can be detected

with -order diversity gains, if the receiver is equipped

with antennas [281]. We emphasize

that this result assumes that the interfering signals are not

correlated. However, the number of receive antennas can be

reduced if the rich structure of STBC (see Section IV-A.3)

is exploited: only receive antennas are needed to provide

-order diversity gains and suppress cochannel

space–time coded users. Additionally, after interference

cancellation, transmitted symbols can still be recovered with

space–time diversity gains. In a sense, STC can be thought

of as inducing space–time signatures in a manner similar to

CDMA (but without bandwidth expansion) and, therefore,

multiuser detection techniques [268] may be utilized.

We will illustrate this technique with the case where there

are two cochannel users each equipped with two transmit

antennas implementing an Alamouti-type space–time block

code (see Section IV-A.3). For the flat-fading channel, [188]

developed a simple interference cancellation (IC) scheme.

Using two receive antennas, [188] shows that, under minor

conditions, the diversity order is the same as that of the Alam-

outi code (i.e., as if only one user was transmitting, and the

receiver was equipped with only one antenna). Effectively,

[188] showed that it is possible to double the system capacity

(in terms of number of users) by applying linear processing

at the receiver without sacrificing space–time diversity gains.

Furthermore, [234] showed that: 1) for any STBC based on

a complex orthogonal design for more than two transmit an-

tennas per user, IC of two cochannel users can be carried out

with only two receive antennas; 2) cochannel users

that use the Alamouti code can be detected with space–time

diversity gains with only receive antennas; and 3) low-

complexity IC schemes for frequency-selective channels can

be designed for both OFDM and single-carrier transmissions.

To illustrate how the rich structure of STBC facilitates IC, we

provide a brief overview of IC for the Alamouti-type code in

frequency-selective channels.

Multipacket Reception for STBC in ISI Channels:

Here, we present a joint equalization and interfence can-

cellation scheme for STBC assuming the single-carrier

FDE-STBC scheme given in (38). We start from the

single-user case, where at the receiver end, the CP part

of each received block is discarded to eliminate IBI. The

resulting length- blocks are then processed in pairs where

they are first transformed to the frequency domain using the

FFT, resulting in the two blocks

noise (54)

where and are the FFTs of the information blocks

and , respectively. Since circulant matrices are di-

agonalized by the FFT, intercarrier interference is eliminated

and , are diagonal matrices containing the FFT coeffi-

cients of the underlying wireless channels. To eliminate inter-

antenna interference, the linear combiner is applied to .

Due to the orthogonal structure of , a second-order diver-

sity gain is achieved. Then, the two decoupled blocks at the

output of the linear combiner are equalized separately using

the MMSe frequency domain equalizer (FDE), which con-

sists of complex taps that mitigate intersymbol interfer-

ence. Finally, the MMSE-FDE output is transformed back to

the time domain using the inverse FFT where decisions are

made.

Equation (54) constitutes the basis for IC of STBC in fre-

quency-selective channels. The frequency-selective channels

are transformed to flat-fading taps on the FFT grid. Conse-

quently, the IC techniques of [188] can be readily applied in

the frequency domain (a similar technique, but for only two

cochannel users has appeared in [236] for OFDM transmis-

sions).

Note that this technique can be easily extended to more

than two cochannel users and other space–time coded orthog-

onal designs [234]. The form of detection performed above

is a simple decorrelating receiver [268] and, hence, ignores

the noise, making it suitable only for high SNRs. As in mul-

tiuser detection, an MMSE detector can be constructed for

the detection in (54). Such an approach has been proposed for

the flat-fading channel in [188]. In [85], the ISI multiple-ac-

cess channel is studied when each of the users apply a

time-domain STBC (for ) suitable for ISI channels.

Using the algebraic properties of the TR-STBC, it is shown

that an optimal receiver can achieve the maximal diversity

order of when each of the users transmit at “full

rate” (i.e., a rate of b/s/Hz, if they are using a fixed alphabet

size of ). This has two desirable properties. One is that the

each of the users achieve an extremal point in the rate-diver-

sity tradeoff. Another is that the users achieve a performance

equivalent to not sharing the transmission medium with the

other users, i.e., achieve single-user performance. Further-

more, linear multiuser detectors which utilize the structure

of the particular STBC are also studied. In summary, all the

sophisticated multiuser detection techniques, including mul-

tistage decoding [266], iterative detection [278] etc. can be

brought to bear in detecting the symbols in (54), once we uti-

lize the structure of the space–time coded signal.

Packet Combining Techniques: Most coding techniques

described in Section IV-A code across a small number of

transmission blocks due to delay constraints. However,

when the channel realization is bad, such techniques could

result in unrecoverable errors (i.e., errors that remain even

after an outer code is concatenated with an inner space–time

code [189]). In such cases, an error detecting code declares

an outage and there needs to be a recovery process for the

transmitted packet.

One practical method for such recovery is through an au-

tomatic repeat request (ARQ) mechanism [54], [134], [155]

where the receiver (through a feedback mechanism) notifies

the transmitter that the packet was in error. Therefore, there
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can be several recovery techniques when a packet error is

detected, depending on the possible actions that either the

transmitter or the receiver may take (which basically pertain

to hybrid ARQ protocols [171]). Upon receiving information

that the packet was in error, the transmitter could retransmit,

either using a more powerful channel code, or may contain

coding information related to the previous packet (using, e.g.,

incremental redundancy [17], [131], [171], [264]). At the

receiver side, all received packets may be combined using

signal processing and joint decoding techniques (as opposed

to systems without packet combining, where only the last re-

ceived packet is used to retrieve the transmitted information

symbols). Adaptive packet/code combining schemes (with

variable channel coding in the subsequent transmissions of

a specific packet) can be interpreted as a mechanism which

improves throughput by tracking the channel conditions over

a single-user link. Such hybrid ARQ techniques can also be

combined with multiuser packet reception mechanisms such

as space–time block codes with interference suppression as

described above.

User Contention: As mentioned in the beginning of this

section, our focus has been on centralized access techniques.

Here, we briefly discuss distributed access techniques to

the wireless medium where the users attempt to access the

medium without a central station controlling when they

can access it. There are several such standard protocols41

for distributed access (see, for example, [159, Sec. 7.5]);

however, there is always a possibility that the transmitted

packets may “collide,” i.e., transmissions could overlap

causing errors. It is possible to use spatial diversity to allow

multiple users to access the medium simultaneously, and

still be able to decode the transmitted packets. However,

when many different users contend for the resources, even

multipacket reception techniques might be overwhelmed

and the decoded packets might be in error. In such a situ-

ation a recovery mechanism needs to be established. For

example, the users could back off their transmission rates

and retransmit at a randomly chosen time. On the other

hand, multiuser packet combining techniques attempt to

improve throughput (see, e.g, [251], [253]) by a joint design

of the physical layer and the link layer. The basic idea is that

collided packets are not discarded at the receiver—instead,

these collided packets are combined with newly transmitted

packets (which have been encoded differently). Here the

link layer is aware of the source separation capabilities of

the physical layer. Consequently, the users do not back off

to reduce the number of collisions. Instead, packet collisions

are allowed, since the physical layer is capable of retrieving

the transmitted packets. Stability of these protocols has also

been studied (see, e.g, [89]). There are several protocols

proposed for transmission on collision channels which are

41For example, in 802.11 networks, a multiple access collision avoidance
(MACA) protocol is used for distributed access [159]. Here the transmitter
sends a request to send (RTS) to the receiver and, therefore, silences its
neighbors (they do not transmit for a period of time). If the receiver is in
a position to receive the transmission, it sends a clear to send (CTS), which
silences the neighborhood of the receiver. This allows the transmitter to com-
municate with the receiver with minimal interference.

outside the scope of this paper (see, for example, [50], [179]

and references therein).

If centralized control is available, the central station will be

able to schedule transmissions depending on the user require-

ments and channel conditions and, therefore, utilize the wire-

less medium more efficiently. We illustrate this idea through

downlink scheduling algorithms in Section V-A.3.

3) Resource Allocation: Resource allocation has a strong

interaction with physical layer transmission techniques and,

therefore, it is placed in the datalink layer [159]. The channel

resources are distributed between the users in order to sat-

isfy certain QoS criteria such as rate, delay, etc. Allocation

techniques could be either fixed or dynamic. Fixed alloca-

tion techniques are suitable for circuit-switched networks,

where each user is allocated a guaranteed fixed channel or

“circuit” for their communication needs. Such an allocation

might be inefficient when there is variability in the commu-

nication needs of the users, which might occur in data appli-

cations. For such applications, dynamic allocation strategies

utilize the wireless medium more efficiently. The geographic

location of the users and their mobility determine the diverse

channel conditions of the nodes. This spatial diversity of the

users implies that one user could obtain better performance

(in terms of the QoS criterion) for the same allocation of

resource as compared to another user. Given this diversity,

the question becomes: how to distribute the resources equi-

tably, i.e., what are the fairness criteria? what information

is available to the resource allocation scheme? and what ac-

cess technique is used by the users? It is important for any

resource allocation scheme to take this spatial diversity into

account and indeed exploit it if possible. The methods for

sharing the resources critically depend on the QoS criteria as

well as the information available to the link layer. We first

discuss the possible control information that the resource al-

location scheme could have access to. Then, we review the

various QoS criteria that are of interest in wireless networks.

We define a scheduler as a resource allocation algorithm that

decides how and when to allocate the resources to users. The

context of the scheduler is given in Fig. 25.

Input Information: There are two forms of control infor-

mation that the resource allocation scheme could have access

to. One would be about the QoS required by a request from

a user and the other would be about the channel conditions

experienced by the user. The former control information is

commonly seen in wireline networks as well, but the latter

is more particular to wireless networks. In a wireless envi-

ronment, unlike traditional resource allocation scenarios, one

must take into account the channel state in order to provide

reasonable QoS. Therefore, existing wireline resource allo-

cation algorithms can not be directly applied to manage wire-

less networks, since they have unique characteristics, such

as location-dependent data rates and channel errors. As dis-

cussed in Section IV-B.1, channel estimation is an integral

part of the physical layer and, therefore, this information can

also be used for resource allocation. In addition, we could

have access to information regarding the various requests in

the system, including user request sizes and request arrival
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Fig. 25. Context of the downlink scheduling algorithms.

times. For example, this could occur by having a proxy which

interprets packets up to the transport layer in order to deal

with problems of hybrid networks (we delve into this issue

in more detail in Section V-C). Therefore, the resource al-

location scheme may have access to job request information

such as size, type, request times, deadlines, etc. Note that we

can take advantage of this diversity of user requirements in

efficient scheduling schemes.

Allocation Criteria: The QoS criteria can be divided into

two categories: one is rate-based and the other is job-based.

In the rate-based criteria, the goal is to provide average data

rates to users which satisfy certain properties. Therefore, the

understanding here is that the flows are long-lived and thus

assigning rates to different users is reasonable. In job-based

criteria, the requests/flows can have very disparate ranges.

Therefore, it would make sense to measure properties on in-

dividual flows and optimize criteria based on them.

• Rate-Based Criteria: Here, the resource allocation

QoS criteria is based on the long-term average rate

provided to the users. There could be several

criteria based on the long-term rates. For example, a

criterion based on proportional fairness maximizes

among the class of resource allocation

algorithms. There are other criteria such as max-min

fairness, utility fairness (which is determined by the

utility function associated with the value of a particular

rate to a user), etc. [74], [159].

• Job-Based Criteria: Here, the requests come in at cer-

tain arrival times , and we have information about

the size (say in bytes). The goal is to schedule data

delivery in order to optimize various QoS guarantees

based on the job requests. These QoS criteria could be

related to QoS guarantees per request, or to overall (av-

erage) QoS criteria.

Response time is defined to be where is the time

when a request was fully serviced and is the arrival time

of the request. This is a standard QoS criterion for a request.

Relative response is defined as [33]. Relative re-

sponse was proposed in the context of heterogeneous work-

loads, such as the web. i.e., requests for data of different

sizes (thus, different ). The response time metric is skewed

toward large jobs, since jobs with large service times also

tend to have large response time. On the other hand, the rel-

ative response metric is independent of size making it more

fair to all job classes. Since data requests in the emerging

data systems and applications would very likely be heteroge-

neous, relative response is an attractive metric to investigate.

The above criteria relate to guarantees per request; we could

also give guarantees only over all requests. For example, the

overall performance criterion for a set of jobs could be the

norm, namely, (i.e., max response time)42

or (i.e., max relative response). Another

criterion is the norm where is replaced by . Since

the norm for jobs is equivalent to the average, the norm

for the flow and the stretch are called average flow and av-

erage stretch, respectively.

Goal: For a given input, access schemeand desired QoS

criterion, our overall goal is to produce a valid schedule

which optimizes these metrics.

To have a comprehensive discussion of this goal itself is

beyond the scope of this paper. Instead, we illustrate a small

number of approaches to achieving this goal, focusing on the

spatial diversity.

Typically, data traffic is asymmetric and we expect wire-

less terminal nodes to download larger amounts of data than

uploading them to the access point. Therefore, the resource

allocation problem becomes more crucial for transmission

from the access point to the wireless terminal nodes making

the downlink the bottleneck in wireless communication. This

motivates our examination of downlink (broadcast) sched-

uling in a hierarchical network as given in the sequel. For

the most part, we focus on a form of TDMA where all the

resources are given to one user, but when they are sched-

uled depends on the QoS criterion. In this context, we discuss

scheduling algorithms that critically use spatial diversity to

optimize rate-based and job-based QoS criteria.

The main task of the scheduling algorithm is to determine

which users access the channel and how to allocate power

42The term response time is sometimes called flow time in literature.
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and bandwidth to them. We discuss the algorithms based on

the category of the QoS criterion chosen.

Scheduling With Rate-Based QoS Criteria: For rate-

based criteria, the goal is to give guarantees on the average

rate obtained by the different users. Rate-based scheduling

ideas such as generalized processor sharing and weighted

fair queueing [78], [198], designed for wired networks, are

not immediately applicable to the wireless case. All these al-

gorithms assume that the rates achievable by the users are

symmetric and constant over time and account for variations

through bursty arrival processes. Therefore, when there is

variation in user rates due to location-dependent channel er-

rors arising from spatial diversity, the fair queueing algo-

rithms need to be modified by taking this into account. In

[178], a simple on–off rate model (with constant rate when

transmission to a user is possible) is used for the rate varia-

tion in time for users. Therefore, by maintaining lead and lag

accounts for the different users with respect to the “fair” rate

predicted by [78], [198], the users are given less or more re-

sources (time) for transmission. A discussion of related work

about “fair” queueing techniques in wireless data networks

can found in [192].

Wireless networks can support multiple rates for users

[122], such as those proposed in the 3G wireless networks

[34], [191]. Therefore, one can define rate optimization

problems with criteria varying from maximizing overall

throughput to providing minimum rate guarantees for all

users. For example, in [15] a throughput (rate) maximizing

algorithm for a multirate wireless network is studied.

Recently, there has been interest in utilizing the multiuser

diversity inherently available in wireless channels. This is

motivated by the information-theoretic result, briefly dis-

cussed in Section III-B, that a form of TDMA, where only

the user with the highest throughput transmits information,

is throughput optimal. If the channel state for users in a

wireless network varies with time, , then the achievable

throughput for a given outage level (see Section III-A)

to user would also vary accordingly. Therefore, the idea

is to schedule users when their channel state is close to the

peak rate that it can support. There is inherent unfairness if

only the users with the highest rates are scheduled. In

order to avoid this, the scheduling algorithm implemented

in IS-856 [34] keeps track of the average throughput

of each user in a past window of length . At time ,

the scheduling algorithm transmits to the user with the

largest among the active users. The average

throughputs are then updated given the current allocation.

This scheme is shown to have certain optimality properties

related to proportional fairness [273]. This scheduling

algorithm relies on the rates to vary in time. But this

assumption can be violated when the channels are constant

or are very slowly time-varying. In order to artificially

induce time variations, the authors of [273] propose to use

multiple transmit antennas and introduce random phase

rotations between the antennas to simulate fast fading. This

idea of phase-sweeping for multiple antennas has been

also proposed in [139], [279] in the context of creating

time diversity in single-user systems. With such artificially

induced fast channel variations, the same scheduling algo-

rithm used in IS-856 (outlined above) inherently captures

the multiuser spatial diversity of the network. In [273], this

technique is shown to achieve the maximal diversity order

(see Section III-C) for each user, asymptotically in number

of (uniformly distributed) users.

In a heavily loaded system (large number of users) and

where there is a uniform distribution of users, the sched-

uling algorithm proposed in [273] is attractive. However, for

lightly loaded systems, or when delay is an important QoS

criterion, its desirability is less clear. Given that the technique

proposed in [273] is based on a rate-based QoS criterion,

it cannot provide delay guarantees for the jobs of different

users. This motivates the investigation of scheduling algo-

rithms for job-based QoS criteria discussed below.

Scheduling Algorithms for Job-Based QoS Criteria:

In job scheduling problems, there are two basic variants,

namely offline or online. In the offline case, all the request

arrivals are known ahead of time; in this case, the arrival

times are also known as the release times since no request

may be serviced before its “arrival” time. The offline case

is of theoretical interest and is mainly useful to quantify the

benefit to be accrued from scheduling. In the online case,

requests arrive over time and the scheduling algorithms do

not know the future requests when processing the current

load. The relative performance of an online algorithm is

measured in comparison to the offline case. In standard

scheduling terminology, requests may be preempted (i.e.,

stop processing a request, process other requests, and resume

the original request) or be migrated (i.e., requests may be

served in one or more codes).

Job scheduling is very popular in the context of processor

scheduling, and various algorithms have been proposed for

different QoS metrics such as completion time, maximum

response time, and weighted average response time [157]. In

wireless networks, job scheduling has been addressed in the

context of downlink broadcast scheduling [3].

As mentioned earlier, next-generation wireless networks

could support multiple transmission rates depending on the

channel conditions. For example, in the simplest case where

the channel is quasi-static over a transmission block, for a

user experiencing a channel , the rate achievable could be

(see Section III-A). In a recent

work, downlink unicast scheduling in CDMA systems was

studied [153]. Here, a linear rate model is assumed for the

physical layer instead of a concave rate function with respect

to power allocated. Assuming an accurate communication-

theoretic model for the physical layer achievable rates (as

described in Section III-A), job scheduling algorithms are

proposed and analyzed for various QoS criteria in [32].

OFDM is an attractive transmission technique for broad-

band channels (see Section IV-A.5). In downlink transmis-

sion, multiple users can be served using an OFDM frame,

which effectively allocates different users to separate sub-

sets of OFDM subcarriers. Given the spatial diversity of the

users, they experience disparate channel conditions on the
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different OFDM subcarriers. Therefore, one can formulate

the scheduling problem as one of allocating disjoint sub-

sets of these parallel channels to the different users, and also

distributing the total transmit power between these subsets.

For different amounts of power allocated, the rates achiev-

able would also vary depending on the channel conditions. In

[32] such scheduling problems are formulated with respect to

job-based criteria, such as minimizing the maximum delay.

The main result in that paper shows that simple scheduling

algorithms can be shown to be very efficient. Here the effi-

ciency is with respect to the competitive ratio of the online

algorithm to an offline optimal method. For example, if the

QoS of interest is maximum delay, then simple algorithms

can be shown to perform within a constant from the optimal,

if resource augmentation (overprovisioning) is allowed. The

analysis also bounds the amount of overprovisioning needed

to guarantee performance of the online algorithms. The re-

source-augmented competitive analysis is a useful tool that

is employed here to bound the worst case overprovisioning

needed to the guaranteed QoS of choice.

Impact of Spatial Diversity: Both multiantenna and mul-

tiuser diversity give significant improvements in link-layer

user throughputs. But the two effects seem to work in

different ways: on the one hand, using multiple-antenna

techniques, we can obtain greater reliability (and data rates)

by “smoothening” the channel variations; on the other hand,

the multiple-user diversity utilizes the channel variability

across users for increased throughput. A natural question

is, which form of diversity is more important in the context

of multiuser wireless networks? Perhaps this question is

ill-posed (or incompletely posed), as the answer might be,

“It depends.” STC is inherently an open loop technique, and

increases reliability of delay-constrained transmission. In

fact, if (partial) channel state information is available at the

transmitter, then techniques like antenna selection diversity

(which transmits all the information through the antenna

with the “best” channel conditions) is the direct analog of

the multiuser diversity used through scheduling best users.

The channel variability of multiuser diversity techniques

(e.g., [273]) rely on delay-tolerant applications and accurate

low-delay feedback about channel conditions. So perhaps for

low-delay applications requiring high reliability, space–time

codes (perhaps combined with job scheduling algorithms)

might be a good design choice. Moreover, in the presence

of high mobility, the ability to schedule the “best user” (for

multiuser diversity) when there might be scheduling (and

channel feedback) delays, may require reliable data trans-

mission, calling for a combination of multiuser diversity

scheduling with space–time codes. Finally, multiple-antenna

techniques can also be used for multipacket reception, as

seen in Section V-A.2. The interaction between multiple

antenna and multiuser diversity is still an active research

topic.

B. Mobility and Routing

The main role of routing is to find an efficient path on

the communication graph (see Section III-B) to deliver infor-

mation to the end user. User mobility, which is a character-

istic of wireless networks, changes the graph and, hence, af-

fects routing. Even if sophisticated physical layer techniques

provide HDRs over a single-hop link, the problem of pro-

viding an uninterrupted wireless connectivity is not com-

pletely solved. As the nodes move, the network needs to

track their movement, route the data packets accordingly, and

make arrangements so that QoS guarantees can still be pro-

vided. We also saw in Section III-B that mobility can be used

to induce multiuser diversity (Theorem 3.7) in the context of

ad hoc networks. In hierarchical networks as well, mobility

allows nodes to move out of bad channel conditions and pro-

vides time-diversity in physical layer transmission. More-

over, mobile nodes could have better channel conditions to

another base station and, therefore, might want to switch to

that base station (called a “handoff” [213]). These handoffs

from one base station to another should be tracked in order to

reach the user. In this section we investigate how spatial di-

versity through mobility affects routing in wireless networks.

One abstraction of routing is obtained by defining the un-

derlying communication graph (see Section III-B) and let-

ting the routing protocol work on this graph. This abstraction

works quite well in wired networks, where the time scale over

which the graph structure changes is quite slow. In wireless

networks, mobility can cause the node topology (and, hence,

the graph structure) to change quite rapidly. Therefore, one

way to envisage the “layer-interaction” is by conveying the

changing graph to the network layer [159] for the routing to

be done on this graph. In ad hoc networks, routing can also

be helped by observing that this graph can be endowed with

geometry. We describe how the protocols might use this ob-

servation in Section V-B.1.

However, there could be a deeper interaction in wireless

networks. We demonstrate this using ad hoc wireless net-

works. Here the graph itself is malleable in that a node can in

principle increase its transmit power to communicate with its

destination directly. As seen in Section III-B, such a strategy

is disruptive in terms of overall network throughput effi-

ciency, and it was demonstrated that a better strategy (from

a long-term per-user throughput point of view) is nearest

neighbor multihop transmission [129]. In the presence of

mobility, the user node topology changes and this can be

utilized to change transmission strategies (and, therefore,

the graph structures) based on routing (source-destination

pairs). Hence, in these cases, there are strong connections

between channel conditions and routing protocols which is

based on channel fading and relative geographical locations

of the nodes, i.e., the multiuser spatial diversity effect.

Hence, power control is a “vertical” issue that causes a

strong interaction between the layers. Another example is

the case of energy-limited communication, where the battery

on certain nodes could be close to being exhausted and

this can define a further constraint on the communication

graph (see, for example, [219] and references therein). In

hierarchical schemes as well, the strong connection between

routing and spatial diversity can be seen through the idea of

soft-handoff (also called macrodiversity, for example, see

[133] and references therein). Here the mobile node is in
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Fig. 26. Illustration of greedy position-based routing algorithms.

simultaneous contact with more than one base station and,

therefore, utilizes spatial diversity to improve performance.

Therefore, routing information to the end user can utilize

this form of spatial diversity as well. An abstract way to

think about this problem is by assuming that for a given

node topology, the access technique implements different

graphs which could be realized. There is a close interaction

between the routing and construction of this graph in that

we can choose between the “best” realization of the graph,

where optimization depends on the criteria used for routing

(minimum number of hops, maximal number of simulta-

neous transmissions, minimum energy, etc.). Mobility of the

nodes induces different instantiations of the communication

graph and routing can choose which instantiation to use.

This is another way to think about the multiuser diversity

through relays that was introduced in Section III-B.

The above discussion demonstrates that the division of

functionalities in the network protocol stack becomes unclear

in wireless networks. The simple abstraction of defining the

communication graph and routing on it may not be a com-

plete solution in wireless networks. Spatial diversity plays

an important role in routing over both ad hoc (Section V-B.1)

and hierarchical (Section V-B.2) wireless networks. By ob-

serving the impact of spatial diversity, perhaps the functional

abstraction needs some rethinking and is a topic of ongoing

research.

1) Ad Hoc Networks: The main classifications of routing

algorithms in ad hoc wireless networks are topology based

algorithms and position based algorithms [181]. In topology

based algorithms, the communication graph is constructed

based on the links that exist in the network. A variety of

routing algorithms have been developed based on route

quality and degree of mobility [181], [204], [243].

Position-based routing utilizes additional information

about the node locations to assist the routing protocol.

Here the observation is that the communication graph can

be conveyed by utilizing the positional information of the

nodes.43 In order to describe and update the communication

graph, instead of transferring the connectivity information,

the users can utilize node locations to construct it. The

main task of the position-based routing protocol is divided

43This is accurate when only path loss is considered (see Section II).

Fig. 27. Geographic routing algorithm.

into two parts. One task is to maintain the locations of

destinations, i.e., a location service. The other task is a

routing protocol based on the locations. Both of these

tasks are critical and clearly interdependent with several

techniques proposed to efficiently perform them (see [181]

for a survey of these techniques). When there is large-scale

mobility, the positions of the nodes need to be updated and

several of these techniques get overwhelmed by the rate of

these updates. Spatial diversity through user mobility is an

important consideration and, therefore, it is unclear if this

task division is appropriate in high-mobility environments.

A node can use GPS location service to determine its own

location. In order to find the locations of the other users, one

would need a location service which could be either central-

ized or distributed [181]. A centralized repository of loca-

tion information could be maintained, which creates a hier-

archy of nodes. Also, the nodes need to know the location of

this centralized resource. In a distributed system, nodes carry

positional information about some or all of the other nodes.

This distributed system needs to be consistent and easily ac-

cessible. In [181], a survey of several such proposals is de-

scribed. Due to mobility, the positional information needs to

be updated. One proposal to deal with this problem is de-

scribed in [30] using the “distance effect” where it is ob-

served that one can make imprecise routing decisions far

away from the destinations, because only when the packet

is close to its ultimate destination does more precise routing

(and, therefore, location information) become important.

In order to illustrate the ideas in position-based routing

we describe two algorithms illustrated in Figs. 26 and 27. In

Fig. 26, there are multiple paths from source to destination.

Given the positional information of the nodes, one intuitive
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strategy is to try to make the most progress toward the desti-

nation in each hop. Therefore, given a transmission range of

the node (illustrated in Fig. 26 by a circle around the source),

the next hop is chosen as the relay closest to the destination

within the transmission range (called most progress route in

Fig. 26 and illustrated with a broken line). Though this re-

duces the number of hops, it might cause large interference to

other communicating nodes. An alternate strategy is to find

the nearest neighbor (to the source) which makes progress

toward the destination and, therefore, reduces the interfer-

ence caused. This strategy is shown in Fig. 26 as nearest for-

ward route with a solid line. Both of these strategies were

proposed in the 1980s (see [181] for references) and modifi-

cations have been proposed to these basic ideas. One major

problem that occurs with these greedy strategies is when

the packet reaches a local extremum, i.e., there are no other

nodes (within its communication range) closer to the desti-

nation than itself.44 In this case, recovery mechanisms need

to come into play such as transmitting the packet to a node

which makes least negative progress toward destination, or

to transmit to a randomly chosen intermediate node to allow

the route to get out of a local extremum. These and several

other recovery processes have been suggested in literature

(see [181] for the survey).

A variation on the above positional routing algorithms has

been suggested in [147] where the source might know the

route to a node close to the destination rather than the desti-

nation itself. Therefore, as shown in Fig. 27, the source node

might know the route to location F which is the closest node

to the destination that it knows how to route to. Then, it sends

the packet to the next hop B on this route. Along the way,

the route can get modified if the relays know a better route

to the destination. For example, in Fig. 27, when the packet

reaches node C, it knows that the better route to destination is

through node E rather than through node F (shown in broken

line). Therefore, the route can get more accurate when the

packet gets closer to the destination. A similar idea is pro-

posed in the DREAM framework of [30], where not just the

route but also the positional information about the destina-

tion becomes more accurate when the packet gets closer to

the destination.

The problem of routing in the presence of significant node

mobility has not been solved and would constitute an im-

portant step toward realizing the possible multiuser diversity

effects that were seen in Section III-B. Here it might be inter-

esting to examine algorithms that establish the communica-

tion graphs and routing jointly rather than in two steps. Some

recent progress in utilizing mobility to distribute topology in-

formation has been reported in [127].

2) Hierarchical Networks: In hierarchical networks, the

mobile user is handed off from one subnetwork to another

subnetwork (served by base stations) depending on the link

conditions to the base stations. In this section, we describe

44This is of course a problem only when it is the communication range
that has caused the local extremum and not when the destination is actually
the nearest neighbor to the source.

some methods to handle such node mobility (see also [6] for

further issues on mobility management).

It is undesirable from a user perspective to have its

wireless connectivity interrupted whenever the mobile user

moves from one subnetwork to another. In order to connect

to the network in IP protocols, a node is identified through

an IP address [159]. The routing of packets from a corre-

spondent node to the mobile node (where packets have as

destination address the IP home address of the mobile node)

is reminiscent of the way that the post office forward letters

from an old address to a new address. Mobile IP [205] is the

widely used approach for handling mobility at higher layers.

It relies on the idea that a mobile node is associated with two

IP addresses. The home address is an IP address used for

identification of the node—this address is assigned to the

node in the network location that the node originates from

(this is the home network). The home address remains valid

for long time intervals (i.e., time intervals longer than those

the node spends in remote locations). The care-of address

is an IP address used for routing, and is related to the new

physical location the node has moved to; the care-of address

remains valid as long as the node is in this remote location.

IP datagrams from the correspondent node to the mobile

node are sent through the home and the foreign agents. The

home agent is a router that resides in the home network, and

is one of the routers through which IP datagrams would go

through had the mobile node stayed in its home network. The

home agent is aware of the new location of the mobile node,

and forward packets to the new location (the forwarding pro-

cedure applies tunneling) based on the care-of address of the

mobile node. When the packets reach the remote subnetwork,

the foreign agent delivers the packets to the mobile node. The

foreign agent is a router in the remote subnetwork. Mobile

IP specifies the discovery of foreign agents, the authentica-

tion of mobile nodes, the registration of the mobile nodes to

remote subnetworks, and the updating of information at the

home agent [205].

Mobile IP was designed for macro-mobility scenarios,

where the mobile node moves from one subnetwork to a

remote subnetwork—such a transition entails computational

and network overhead, as the home agent needs to be con-

stantly updated about the whereabouts of the mobile node.

When the mobile node moves between cells (in a cellular

architecture) or between WLANs interconnected together

(e.g., across buildings), such an overhead can be substantial,

especially if the home agent is sufficiently far apart from

the mobile node. To address the micro-mobility scenarios,

attempts have been made to minimize the aforementioned

overhead, by exploiting the hierarchical structure in the

network (see, e.g., [212], [262] and references therein). The

main idea is that the home agent does not need to be updated

on every handoff if the mobile node moves across the same

administrative domain (see also [47]). As a result, intrado-

main mobility does not reverberate signaling overhead to the

home agent and the correspondent nodes, as the signaling

overhead is restricted within the administrative domain.

Spatial diversity through soft handoff can improve perfor-

mance. For example, in [212], with soft handoffs, the mobile
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node can receive packets from two base stations simultane-

ously. Consequently, packets which have been routed to the

old location can still be delivered to the mobile node.

As a final note, we remark that node micro-mobility may

also be addressed at the link layer. Learning bridges (see,

e.g., [223],[21]) interconnect LANs by discovering routes

between nodes (these routes are usually expressed in the form

of spanning trees). Then, nodes may move from one net-

work to the other, leaving it up to the bridges to forward

data packets to appropriate locations (for scalability issues

and methods to address them, see, e.g., [218]). Also, proxy

servers may assist in mobility management (see, e.g., [151]).

C. Hybrid Networks

Hybrid networks have heterogeneous links, e.g., both

wired and wireless links. Typically, wireless links which

are part of a hybrid network, would be the last hop (or first

hop) in such a network. For example, when connections are

established from a server in the wired Internet to the mobile

terminal, interoperability issues arise in maintaining an

end-to-end semantic on this link. One of the central philoso-

phies behind IP networks is to develop protocols that are

distributed and have end-to-end functionality (i.e., controls

do not need to intercept and interpret the protocols except

at the source and destination). In this context, the main

issues that arise in hybrid networks are: 1) the throughput

mismatch between wired and wireless links 2) routing to

mobile terminals 3) reacting to packet losses in different

parts of hybrid links.

Distributed algorithms (congestion control) for sharing

network resources in the wired networks have a rich history

[65], [159]. These congestion control algorithms lie in the

domain of the transport layer in the network protocol stack

and the most widely implemented transport protocol is TCP.

Hence, throughput mismatches can be handled through

distributed end-to-end methods. The problem of routing for

mobile terminals was addressed briefly in Section V-B.2.

In this section we focus mainly on the impact of spatial

diversity on packet losses in the wireless link.

The main issue is that TCP is designed for the wired en-

vironment where losses are mainly due to congestion and

packet error rates are small. Therefore, the distributed TCP

algorithm implements an aggressive back-off when it expe-

riences packet losses, assuming that it arose due to conges-

tion, and not link failure (as is common in wireless networks).

There are two main approaches to increasing the efficiency

of TCP in hybrid networks. One is to attempt to reduce the

error rate in the wireless channel, using more sophisticated

coding schemes, such as the space–time codes as described

in Section IV-A. A complementary approach is to inform

the sender that the packet loss occurred due to wireless link

failure rather than congestion in the wired part of the net-

work. Such a mechanism is called explicit loss notification

(ELN) [25]. A combination of the two approaches would re-

sult in significant improvement in transport layer efficiency.

Therefore, in this section we describe the complementary ap-

proaches with Section V-C.1 devoted to impact of STC on

TCP efficiency and Section V-C.2 outlining implementations

of scalable ELN mechanisms.

1) STC and TCP Throughput: In Section IV we showed

that STC has a significant impact on the physical layer per-

formance. Herein we focus on the impact of STC on the

transport layer, and, as a case study, we discuss the impact of

STBC on TCP throughput in IEEE 802.11a WLANs. At first

sight, it appears to be obvious that a method (such as STBC)

which improves physical layer performance eventually has a

positive impact on the overall network performance. From a

practical viewpoint, we want to quantify the gains of incor-

porating of STBC into wireless networks. It is important to

keep in mind that transport layer performance is determined

by a complex interaction between physical layer, link layer

and TCP. Hence, it could be the case that the STC results in

overall marginal network throughput improvements. In this

section we trace the effects of STC on the link layer and TCP

performance in an isolated 802.11a WLAN, where there are

two antennas at the transmitter (and the Alamouti code is

used), and one antenna at the receiver.

Several observations can be made based on the extensive

simulation results in [233]. First, in all cases, STBC-en-

hanced 802.11a achieves a particular throughput value at a

much lower SNR value than the standard 802.11a. Second,

STBC modify the SNR region under which a particular

transmission rate should be chosen. Third, STBC increase

the transmission range and improve robustness of WLANs.

In other words, with STBC, a particular throughput value

can be achieved over a wider range of SNR. Consequently,

not only the transmission range can be increased, but also

the robustness of the network (in the events of sudden

fading) can be improved.

Nevertheless, in an isolated random access wireless

network, physical layer performance improvements do not

translate to transport layer improvements in a straightfor-

ward way. Among the factors which determine the TCP

throughput are the network load (i.e., how many nodes

attempt to transmit at the same time), and the retransmission

policy at the link layer. It is well-documented that for

distributed random access protocols, packet collisions are

the limiting performance factor. Therefore, in heavily loaded

scenarios, the STC impact on TCP throughput is expected to

be marginal. On the other hand, in mildly loaded networks

(where frame collisions are a relatively rare event), TCP

throughput is not only a function of frame-error-rate and

physical layer transmission speed, but it is also a function

of the correlation among frame errors (see, e.g., [16]), and

the ARQ mechanism at the link layer. Errors at the wireless

physical layer reverberate across layers and have a negative

impact on TCP performance (see [25], and references

therein). For bulk data transfers (i.e., sources which transmit

data continuously for long time intervals) a rule of thumb is

that TCP throughput scales as packet loss rate (see,

e.g., [180]). In mildly loaded scenarios, the (packet loss rate)

is a function of the packet errors over the wireless channel

(random collisions constitute a rare event). Assuming that

there is no fragmentation of TCP packets into link-layer
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frames (this assumption holds for small TCP packets, i.e., on

the order of 1500 bytes, such as TCP packets in Ethernet),

the (packet loss rate) is equal to the link layer loss rate, which

is given by frame error rate , under the assumption of

independent frame losses ( is the maximum number

of retransmissions).45

Consequently, when the link layer supports frame retrans-

missions, most of the catastrophic events (for TCP) could

be eliminated. However, there are issues of timer interac-

tions [79] (see Section V-C.2 for further discussion). Aside

from this, STBC is expected to improve performance, be-

cause: 1) the number of frame retransmissions at the link

layer is reduced and 2) TCP will attempt to transmit at a

rate equal to the perceived “capacity” of the wireless link.

On the other hand, whenever the link layer does not employ

retransmissions and does not attempt to “hide” the frame er-

rors from TCP, then STBC yield impressive performance im-

provements [233]. This is because when the frame error rate

is higher than a certain threshold, the packet loss rate

rule of thumb does not hold; TCP throughput deteriorates

fast, and essentially TCP breaks down [164].

To illustrate the TCP throughput gains, we consider

a 802.11a network with only two active nodes (note that

the IEEE 802.11 specifies a stop-and-go ARQ mecha-

nism). In the first case, the transmit node has only one

antenna and uses the 802.11a physical layer, whereas in

the second case the transmitter has two antennas and uses

the STBC-enhanced 802.11a. Fig. 28 shows the achievable

average TCP throughput as a function of SNR for various

transmission modes. There are some interesting observations

to be made. First, for each transmission mode, the maximum

achievable average TCP throughput is considerably less than

the advertised physical layer throughput. This is due to the

overhead introduced by the higher layers (see, e.g., [92] for

more details). Second, as expected, when the channel quality

is sufficiently good, the difference between STBC-802.11a

and 802.11a becomes smaller. It is seen that at high SNR

values (where channel coding takes care of the few bit errors

that may occur), the TCP throughputs of STBC-802.11a

and 802.11 are equal. However, with STBC-802.11a we

may switch to faster transmission modes at much lower

SNR values, as Fig. 28 indicates. It is at relatively low SNR

values where it pays off to employ STBC. Even with ARQ

retransmissions (which can compensate for residual errors

after decoding at the receiver), TCP throughput performance

is increased with STBC, because STBC improve the overall

transmission medium quality. It also has an impact on the

number of packet retransmissions and some of these

details are given in [233].

2) Explicit Loss Notification: Despite the packet

error rate improvement using STBC, there will be residual

packet losses in the wireless transmissions resulting from bad

channel realizations. Packet losses are more likely to be due

to a wireless link failure rather than congestion in the hybrid

45For example, with up to seven retransmissions, and a 10 frame error
rate, the probability that a frame will be received incorrectly even after the
seventh retransmission is 10 with independent frame errors—with frame
combining, the said probability becomes even smaller.

Fig. 28. TCP throughput for single session over HiperLan/2
channel “A.”

network. As mentioned earlier, a complementary approach

relies on being able to isolate the cause of packet loss to either

link loss or congestion loss [19], [23], [26], [27], [46]. These

schemes can be classified into three broad categories [25]:

link layer (LL) protocols, split-connection protocols, and

end-to-end protocols.

LL protocols use techniques such as ARQ, forward

error correction (FEC), or their combination to provide the

transport layer protocol with a dependable communication

channel (see Section V-A.2). However, LL protocols lead to

channel bandwidth and round trip time deviations in FEC

and ARQ schemes, respectively. Also, without knowledge

of upper-layer protocols, the LL protocols can possibly have

adverse effects on TCP for two reasons [79]. First, com-

peting retransmissions can be caused by an incompatible

setting of timers at the two layers. Second, it cannot prevent

TCP from going into an unnecessary fast retransmission

mode because it cannot suppress the duplicate ACKs in

the transport layer. The SNOOP protocol [25] fixes these

problems by having an agent at the base station monitor the

ACK packets and suppress unnecessary duplicate ACKs.

However, this requires the base station to maintain a per-flow

state.
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Split-connection protocols, such as Indirect TCP [23] and

M-TCP [46], also work to isolate the transport protocol from

channel errors. They do so by splitting each TCP connec-

tion into two connections at the base station: ordinary TCP

is used at the wireline link and protocols tuned specifically

for wireless operations are used at the other end. Besides the

problems of the violation of the end-to-end semantics and

throughput mismatch between the two connections, the main

concern of split-connection protocols is the maintenance of

the per-flow state which is difficult to scale in large-scale

wireless systems.

End-to-end protocols do not depend on the ability of the

link layer to shield channel errors. Like TCP, they assume

that the underlying network can only provide best effort, un-

reliable packet delivery service. So for end-to-end protocols

to work well, they need mechanisms such as ELN to help the

end hosts differentiate between congestion and link losses.

A simple way to implement an end-to-end ELN mecha-

nism is proposed in [114]. The idea is to give extra protec-

tion to the TCP/IP header at the link layer. More specifi-

cally, a new end-to-end protocol is proposed to disambiguate

between congestion losses and link failures. The protocol

is based on a very simple principle: even if the IP packet

is in error, if the header packet is received by the mobile

terminal the receiver would know that there was a wireless

link loss. This information can then be conveyed back to the

sender using a special acknowledgment (ACK); this is an

instance of ELN [25]. The extra protection for the header

need not be done explicitly. By using an ARQ protocol and

appropriate number of repeat attempts, one can get the re-

quired unequal error protection for the header quite naturally

[114]. Using such an ELN mechanism improved transport ef-

ficiency significantly.

D. Real-Time Applications

It is clear from all the previous discussions that the in-

herent characteristic of wireless networks is the variability

in rates, errors and, therefore, performance. This motivates

the need to develop real-time applications that are robust to

such variability. Design of robust applications is a vast topic

and the techniques would vary significantly depending on

the application of interest. Our focus in this short discus-

sion is on problems related to coding of real-time applica-

tions such as voice, video, etc. A broad principle that might

be required of any design is that of graceful degradation in

performance with losses. The method for providing such a

characteristic would depend on what the performance metric

is for the given application.

Since in wireless networks there is location-dependent

transmission rates and errors, having a rate-scalable appli-

cation is desirable. For example, if a real-time source such

as speech, audio or video is being transmitted, when the

available rate varies (either because of transmission condi-

tions or because of the scheduling scheme), the application

would need to adapt to this variation. This can be done by

layering the transmission source [215] so that when a lower

rate is available, some layers of the source are dropped in

order to provide a graceful degradation in performance.

This adaptability is an important characteristic which needs

to be built into real-time sources over wireless networks

[53]. Also, if the relative importance of segments of the

application frame is known, we may employ unequal error

protection to provide greater reliability to higher priority

segments (for example, see [72]).

In relaying strategies of ad hoc wireless networks de-

scribed in Sections III-B and V-B.1, there could be multiple

routes from source to destination. When there is a need

to send delay-limited messages, one method is to transmit

information through multiple routes in order to increase the

probability of successfully receiving the information at the

receiver despite route (path) failures. This is a form of route

diversity and was first suggested in [182] in the context

of wired networks. If the same information is transmitted

over both routes, then this is a form of repetition coding.

However, when both routes are successful, there is no perfor-

mance advantage. Perhaps a more sophisticated technique

would be to send correlated descriptions in the two routes

such that each description is individually good, but they are

different from one another so that if both routes are suc-

cessful one gets a better approximation of the source. This

is the basic idea behind multiple description (MD) source

coding [96]. The idea is that the source is coded through

several descriptions, where we require that performance

(distortion) guarantees can be given to any subset of the

descriptions and the descriptions mutually refine each other.

Note, for example, that the layered coding schemes form a

special case of such MD coding scheme, where guarantees

of performance are not given for individual layers, but the

layers refine the coarser description of the source. The infor-

mation-theoretic characterization of MD source coding was

provided in [96] and there have been several developments

in this characterization since. Coding for MDs was proposed

in [260]. Several recent lattice quantization schemes have

been developed for MD coding [88], [124], [261].

As far as particular applications go, video could be an im-

portant application for future wireless networks. There has

been significant research into robust video coding in the pres-

ence of errors [215]. The main problem that arises in video

is that the compression schemes typically have motion com-

pensation which introduces memory into the coded stream.

Therefore, decoding the current video frame requires the pre-

vious video frames and depending on packetization errors,

this could mean that either previous frames are corrupted or

lost and, hence, decoding requires concealment of such er-

rors. This is an active research topic especially in the context

of wireless channels [119].

This discussion just scratches the surface of application re-

quirements and design for wireless networks. The main point

we wanted to illustrate was again the “interlayer” interactions

that could occur by utilizing the characteristics of the wire-

less medium. Therefore, with availability of route diversity,

variable transmission rates can significantly affect the design

principles for the application layer.
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E. Functional Abstractions

We conclude this section with some speculations on how

spatial diversity induces rethinking on the functional abstrac-

tions of traditional IP protocol layers. Given the intricate in-

teractions of the network layers in the wireless communica-

tion scenario, there is a temptation to redesign the entire pro-

tocol architecture. However, the success of the Internet has

been largely due to the functional abstractions of the different

layers and maintaining semantics for them to get just the right

amount of information transferred between them. Given this

successful model, perhaps the right question to ask in wire-

less networks is the kind of functional abstractions needed

and maybe more importantly, what is the information to share

between them. This enquiry is well motivated, given the re-

source constraints of the wireless medium.

We can view scheduling as an interaction between

the physical layer and the link layer. Here, the resource

allocation (power and bandwidth) depended on both the

QoS criteria of interest and also the channel state of the

users. This tight coupling was critical in the design of the

scheduler. Routing in both ad hoc and hierarchical networks

depended on the link layer conditions and, therefore, can be

viewed as an “interlayer” interaction between the traditional

routing and link layers. In hybrid networks, the efficiency

of TCP, the preeminent transport protocol, was enhanced

by using both physical layer (space–time codes) and link

layer techniques (through ELN). Finally, MD source coding

illustrated a strong interaction between the applications and

routing.

One theme that can further illustrate these interactions is

that of energy-limited communication arising out of the im-

portance of conserving battery life of wireless mobile de-

vices. In energy-aware scenarios, explicit interactions of the

layers become important. For example, in scheduling trans-

missions, the strategies could be quite different from power-

limited communication. One can tradeoff delay with energy

consumption, as done in [95], [259], and references therein.

Also in multihop routing, one can choose routes based on en-

ergy minimization as done in [219] and references therein.

Finally, by utilizing spatial diversity, space–time codes can

increase the reliability for a given SNR and, therefore, can

be a tool for reducing energy consumption. We illustrated

this in the context of how space–time block codes can in-

crease reliability and, therefore, improve transport efficiency

in Section V-C.1. We further examine how this affects en-

ergy consumption. Because STBC reduce the number of data

packet retransmissions, compared to the single-antenna case,

less energy is required for the transmission of a fixed-size

data file when STBC are used. Consequently, battery life

is prolonged. Interestingly enough, as STBC decrease the

time it takes to successfully transmit a fixed-size data file,

STBC may further prolong the battery life of wireless de-

vices. This is because of the charge recovery effect: due to

electrochemical properties of batteries (see, e.g, [4], [57],

and references therein), whenever power is not drained from

a battery, the battery can recover some of the lost charge.

Though the maximum energy that can be drained from a bat-

tery is a fixed quantity, in practice, the wireless device may

acquire different amounts of energy depending on how fre-

quently the battery is used. Scheduling (so that the batteries

are allowed to rest between transmissions) can lead to longer

battery life, with small increase of the data packet delay [57].

STBC could prove beneficial to such scheduling strategies

because STBC implicitly increase the rest period between

successive transmissions.

In wireless networks, there is a very strong coupling of

the physical and link layers. We believe this almost requires

the removal of the functional separation of these two layers.

The functional separation of routing is much more difficult

to abstract. The simple abstraction of providing the under-

lying communication graph and routing on the graph may be

inefficient in energy-limited communication. We do not be-

lieve there is yet a convincing answer to all these questions

making it a rich research area.

All these topics illustrate the need to rethink several of the

traditional approaches to networking in the context of wire-

less communication. This presents both a research challenge

and an opportunity. The challenge is to identify the right de-

sign areas that would make the difference in overall system

performance. The opportunity is to make a leap far beyond

narrow problems of particular areas and an opportunity for

new interdisciplinary problems.

VI. SUMMARY

The goal of this paper was both to bring together major

new developments in wireless communication (over the past

decade) and also to investigate an emerging point of view.

Sophisticated use of diversity in all its forms is the key tool

that was the focus in this paper. The intricate interplay of

different forms of diversity is the emerging view of reliable

wireless networks.

It would be an oversimplification to suggest that it is

straightforward to provide reliable QoS on broadband

wireline networks, but it is usually possible to resolve many

issues by overprovisioning [195]. That is not the case for

wireless networks, where power and spectral bandwidth are

limited. These constraints translate to limitations on signal

processing at the mobile terminal, and require sophisticated

resource allocation techniques due to significant variations

in the capacity of the transmission link on short time scales.

In fact, the difference is even more pronounced for ad

hoc wireless networks, where radio resources are used

both to maintain the network infrastructure and to transmit

information.

Wireless networks present an opportunity to reexamine

functional abstractions of traditional network layer proto-

cols. Cross-layer interactions in wireless networks can opti-

mize throughput by making additional performance informa-

tion visible between layers in the IP protocol stack. Spatial

diversity is critical in improving data rates and reliability of

individual links and leads to innovations in scheduling that

optimize global throughput. Space–time codes designed for

small numbers of transmit and receive antennas have been
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shown to significantly improve link capacity, and also system

capacity through resource allocation. This coding technology

can be integrated with sophisticated signal processing to pro-

vide a complete receiver that has computational complexity

essentially implementable on current chip technology. This

bounding of signal processing complexity is important given

the energy constraints at the mobile terminal.

Fifty years ago the focus of communication and infor-

mation theory was point-to-point communication in the

presence of noise. Today, the challenge is packet data and

real-time applications transmitted over heterogeneous net-

works where network management is distributed in space,

and spatial diversity is the key to the great expectation of

providing reliable end-to-end QoS for the wireless network

as a whole.

APPENDIX

ORTHOGONAL DESIGNS AND ALGEBRAIC PROPERTIES OF

STBC

This appendix describes how the mathematics of quadratic

forms developed over 100 years ago is influencing the prac-

tice of wireless communication. The simplest example of a

complex orthogonal design is the 2 2 code

discovered by Alamouti [12]. The columns of this matrix rep-

resent different time slots, the rows represent different an-

tennas, and the entries are the symbols to be transmitted. The

signals , received over two consecutive symbol periods

are given by (assuming flat-fading channels)

where , are the path gains from the two transmit an-

tennas to the mobile, and the noise samples , are inde-

pendent samples of a zero-mean complex Gaussian random

variable with power spectral density per dimension.

Decoding is remarkably simple, provided that the path gains

are known at the mobile. We form

and observe that the new noise samples remain independent

of each other; the vector has zero mean and covari-

ance . We may then decode , sepa-

rately, rather than decoding the pair jointly, which

is far more complex. Decoding fails only if ,

when both transmission paths to the mobile antenna experi-

ence a deep fade simultaneously. This all works because the

columns of the matrix

are orthogonal, regardless of the actual values of the path

gains , . If we were to view these path gains as inde-

terminates, then we have

which is the condition that defines a complex orthogonal de-

sign.

Formally, let , be positive integers, and

let , be commuting indeterminates. A real

orthogonal design of size and type ( , ) is

an matrix with entries 0, ,

satisfying

A complex orthogonal design of size and type

( ; ) is a matrix , where

, are real orthogonal designs of type ( )

and ( ) respectively, and where

Since

it follows that . Note that if , then

the entries of are linear combinations of the complex

indeterminates and their conjugates ,

.

Now consider the representation of the quaternions as a

4 4 matrix algebra over , where the quaternion

corresponds to the matrix

We may also view quaternions as pairs of complex numbers,

where the product of quaternions and is given

by

These are Hamilton’s Biquaternions. We may associate the

pair with the 2 2 complex matrix

and observe that matrix multiplication coincides with the

rule for multiplying biquaternions. This correspondence be-

tween Alamouti matrices and quaternions means that the set
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of Alamouti matrices is closed under addition, multiplication

and taking inverses. This turns out to be critical to the signal

processing algorithms that support interference suppression

as we show next for the flat-fading channel case. The gen-

eral case of frequency-selective channels is discussed in Sec-

tion V-A.2 and treated in detail in [11] and [234].

We follow [188] in describing how a mobile terminal with

two receive antennas uses the second antenna to separate

two synchronous cochannel users, each employing the 2 2

block space–time code. If and are

the codewords transmitted by the first and second users re-

spectively, then

where the vectors and are complex Gaussian random

variables with zero mean and covariance . The matrices

and capture the path gains from the first user to the

first and second receive antennas respectively. The matrices

and capture the path gains from the second user to

the first and second receive antennas respectively.

Thus

and we set

The zero-forcing decoder employs a linear combination of

received symbols to remove interference between the two

users without any regard for noise enhancement. It is further

shown in [188] that if

then

The algebraic structure of Alamouti matrices (closure under

addition, multiplication, and taking inverses) implies that the

matrices and have the same structure as the matrices

, , and . The matrix transforms the problem

of joint detection of two cochannel users into separate

detection of two individual space–time users. Essentially

it reduces the joint detection problem to two instances of a

previously solved problem.

We refer the reader to Calderbank and Naguib [51] for

more information, including the description of an MMSE de-

coder that avoids noise magnification associated with zero-

forcing solutions, and more connections between space–time

codes and exotic mathematical algebras.

We conclude with the following example of a diversity-4

rate-3/4 complex orthogonal design for four transmit an-

tennas (see [239],[51], [249] and references therein for more

examples and properties of orthogonal designs). It is based

on the Cayley numbers or Octonions.
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