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#### Abstract

We express conditions for a term to be a finite grid-like structure. Together with definitions of term properties by excluding "forbidden patterns" we obtain three new undecidability results in three areas: the $\exists^{*} \forall^{*}$-fragment of the theory of one-step rewriting for linear and shallow rewrite systems, the emptiness for automata with equality tests between first cousins (i.e. only tests at depth 2 below the current node are available), and the $\exists^{*} \forall^{*}$-fragment of the theory of set constraints.


## 1 Introduction

Domino games and Turing machines are well-known tools to prove undecidability results. The grid structure provides convenient means for encoding computation sequences of Turing machines. In its infinitary version (i.e. $\mathbb{Z} \times \mathbb{Z}$ ), it has been used for instance to obtain undecidability results for monadic second order theories [21,19,6,14,15]. A classical encoding of the computation of a Turing Machine can be done only with a local matching on a grid, where, roughly speaking, row $i$ contains a description of the tape at time $i$, and column $j$ contains the values of cell $j$ of the tape during the computation. Only local tests are necessary to verify that successive rows in the grid correspond to successive tapes in a successful computation of the machine.
In this paper we prove undecidability results for computational mechanisms over finite terms. Intuitively, a term is a grid-like term if from each node, going one step up and then one step to the right yields the same subterm than going one step to the right and then one step up. In other words, the directed acyclic graph associated with a grid-like term is a grid.
Basically, the common approach for the results we prove here is the following. We have to express two properties: that a term is a grid-like term, and that the grid encodes a computation of a Turing machine. Since the latter can be done using local tests only, regular tools such as rewrite systems or tree automata can be used to exclude certain "forbidden" patterns.
Using these techniques we prove that the following theories are undecidable:

[^0]- the $\exists^{*} \forall^{*}$-fragment of the theory of one step rewriting for the class of shallow and linear rewrite system, and
- the emptiness property for tree automata with equality tests between first cousins, and
- the $\exists^{*} \forall^{*}$-fragment of the theory of set constraints.

One-step rewriting The theory of one-step rewriting for a given rewrite system $R$ and signature $\Sigma$ is the first-order theory of the following structure: its universe consists of all $\Sigma$-ground terms, and its only predicate is the relation " $x$ rewrites to $y$ in one step by $R$ ". The structure contains no function symbols and no equality. In [23] it has been shown that there is no algorithm which decides the $\exists^{*} \forall^{*}$ fragment of the theory of one-step rewriting for any rewrite system $R$. This result has been refined to the $\exists^{*} \forall^{*}$-fragment for the class of linear rewriting systems in [22], to the $\exists^{*} \forall^{*}$-fragment for the class of right ground rewriting systems in [16] and to the $\exists^{*} \forall^{*} \exists^{*}$-fragment for the class of linear noetherian rewriting systems in [24]. Recently, decidability of the positive existential fragment has been shown in [12].
In this paper we restrict the class of rewriting systems for which the theory of one-step rewriting is undecidable to the class of linear and shallow term rewriting systems. This undecidability result is surprising in the light of the decidability result for the quotient algebra by a finite set of shallow equations [5].
Tree automata with equality tests Tree automata with equality tests have been introduced by Dauchet and Mongy to tackle non-linearity problems in various fields such as rewriting, program approximation, and partial evaluation [17]. On the one hand, the class of languages recognized by tree automata with equality tests is closed under non linear morphisms and classical boolean operations. On the other hand, when unrestricted equalities are allowed the emptiness property for these acceptors is undecidable. This negative result stems from the fact that equalities can be propagated in a term as far as desired using transitivity of the equality and repeated application of non-linear rules. In the original paper, the authors encode the Post correspondence problem using overlapping equalities between subterms at different depth.
When only equalities between direct subterms (brothers) are allowed it is not possible to overlap equalities, and Bogaert and Tison have shown that in this case the emptiness problem is decidable [2].
Closely related, Caron et al [3] have defined encompassment automata, that is automata with equality tests which can handle a bounded number of equalities along each path of a tree and between brothers in an unrestricted way. They generalized the result of [2] because the emptiness problem is decidable for encompassment automata.
Consequently, one could hope to keep decidability while testing equalities (and disequalities) at the same depth. However, we prove in this paper that the emptiness problem for Tree Automata with equality tests between First Cousins -Trafic-automata - is undecidable.
Set constraints Set constraints are relationships between sets of terms of a Herbrand Universe. Because of their expressive power and their naturalness,
they have been used in program analysis $[9,11]$. The main idea is to associate with a program variable an approximation of the set of its possible values. Set constraints have also enriched (constraint) logic programming languages, in order to compute with sets [13].
Relations between automata and set constraints have been first pointed out by Heintze and Jaffar in [10]: the case of set constraints between sets of words can be treated using a translation into monadic second order logic of $k$ successors, i.e. Rabin tree automata [18]. In [7] this approach is reused and a new class of tree automata which can handle the case of set (of terms) constraints is defined. As an advantage, tree automata provide for decision algorithms and closure properties [8].
In a more general way, we can examine the satisfiability problem for formulas of a theory based on set constraints denoted by $\mathcal{T}_{\text {SC }}$. The language of this theory is defined in the following way: atomic formulas are elementary set constraints of the form $t \subseteq t^{\prime}$; formulas are obtained from atomic formulas by closure under boolean operators (and, or, not) and quantifiers. More precisely, the syntactic definition of atomic formulas relies on a set of variables $\mathcal{X}$ and a finite set $\Gamma$ of functions symbols. Then, an elementary set constraint is of the form $t \subseteq t^{\prime}$ where $t, t^{\prime} \in T_{\Gamma}(\mathcal{X})$. An interpretation $\mathcal{I}$ of a set constraint maps each variable of $\mathcal{X}$ onto a subset of $T_{r}$.
The complete theory $\mathcal{T}_{\text {SC }}$ is undecidable because of the undecidability of the monadic theory of finitely generated free algebras [20] and the existential fragment is decidable $[1,4,7]$. This paper states that the satisfiability problem for formulas of the $\exists^{*} V^{*}$-fragment is undecidable.

The paper is organized as follows. In Section 2.1 we explain how local gridpatterns can be used in order to describe compution sequences of a Turing machine. In Section 2.2 we introduce finite grid-like terms. The definition has to take care of the borders of the grid. This implies a special treatment at the leaves of the terms. The encoding of the halting problem is then presented in Section 3 for rewrite systems and Section 4 for tree automata. Finally, the undecidability result for set constraints is given in Section 5.

## 2 Preliminaries

Let $T_{\Gamma}(\mathcal{X})$ denote the set of terms over a ranked alphabet $\Gamma$ and a set $\mathcal{X}$ of variables, and let $t \in T_{\Gamma}(\mathcal{X})$. We denote by $\operatorname{Var}(t)$ the set of variables which occur in $t$ and by $\left.t\right|_{p}$ the subterm of $t$ rooted at position $p$. We have head $(t)=\alpha$ iff $t(0)=\alpha$, that is $\alpha$ is the root symbol of $t$.

### 2.1 Turing Machines and Computations

For the rest of the paper we fix an instance of a restricted class of Turing machines: let $T=\left(Q, I, q_{s}, q_{f}\right)$ be a Turing machine with tape alphabet $\{a, b\}$ ( $\square$ is the blank symbol), state set $Q=\left\{q_{1}, \ldots, q_{k}\right\}$, initial state $q_{s}$, accepting state $q_{f}$ and instruction set $I$. We can assume w.l.o.g.

- that $T$ never accesses a tape position to the left of the starting position,
- that it never writes a $\square$ on the tape (hence, $\square$ can never occur to the left of the head).
The signature $\Sigma$ as well as several other entities to be constructed during the proof depend on the Turing machine $T$. For the sake of brevity we do not mention the index $T$ which strictly speaking is in order here.

We specify the configuration of the Turing machine by a string called instantaneous description. As usual, the configuration is noted by concatenating the part of the tape left to the head, the state, and the part of the tape starting at the head position (such that the tape symbol seen by the head is written to the immediate right of the state). For technical reasons, we will in addition delimit the string by the $\$$ start mark and the \# stop mark; the stop mark is always preceding by the blank symbol and furthermore the symbols on the left half of the tape will always be indexed with $l$, while the symbols on the second half are indexed with $r$.

Definition 1 (Instantaneous Description). We define the following sets of constants:

$$
\langle\text { leftchart }\rangle:=a_{l} \mid b_{l} \quad\langle\text { state }\rangle:=q_{1}|\ldots| q_{k}
$$

$\langle$ rightchar $\rangle:=a_{r}\left|b_{r}\right| \square_{r} \quad\langle$ constant $\rangle:=\$|\#|\langle$ leftchar $\rangle \mid\langle$ rightchar $\rangle \mid\langle$ state $\rangle$ An instantaneous description (ID) is a string licensed by the following regular expression: $\langle i d\rangle:=\$\langle\text { leftchar }\rangle^{*}\langle$ state $\rangle\langle\text { rightchar }\rangle^{+} \square_{r} \#$
Definition $2\left(P_{i d}\right)$. The set $P_{i d}$ is the following set of patterns where _ matches any character:

```
- \(\$ \mid \$\) (rightchar \(\rangle|\$ \#|\langle\) leftchar \(\rangle\langle\) rightchar \(\rangle \mid\langle\) leftchar \(\rangle \# \mid\langle\) state \(\rangle\langle\) leftchar \(\rangle \mid\)
\(\langle\) state \(\rangle\langle\) state \(\rangle \mid\langle\) state \(\rangle \# \mid\langle\) rightchar \(\rangle\langle l e f t c h a r\rangle \mid\langle\) rightchar \(\rangle\langle\) stat \(\overline{\rangle}\rangle\left|\#-\left|a_{r} \#\right| b_{r} \#\right.\)
```

Lemma 3. A string $w \in\langle\text { constant }\rangle^{*}$ is an instantaneous description if $w$ starts with $\$$, ends with \#, and none of the patterns of $P_{i d}$ matches $w$.
A sequence of IDs can be stored in the upper right quarter of an infinite plane partitioned into cells (recall that a Turing machine's tape is left bounded) where each line corresponds to an ID. We detail now conditions for such a plane (or grid) to be a computation by means of 2 -dimensional patterns.

Definition $4\left(P_{T}\right)$. The set $P_{T}$ is the following set of patterns:
$\frac{x}{\$} \quad$ where $x \neq \$$.
$\frac{x \mid y}{\# \mid}$
$\left.\frac{x}{c_{l}} \right\rvert\,$
where $x \neq \#$ and
$\left(x \neq \square_{r}\right.$ or $\left.y \neq \#\right)$.
where $u \notin\langle$ state $\rangle$ and $x \neq c_{l}$,
$c_{l} \in\langle$ leftchar $\rangle$
$\frac{x}{u} \begin{array}{ll}c_{r} & \begin{array}{l}\text { where } u \notin\langle\text { state }\rangle \text { and } x \neq c_{r}, \\ c_{r} \in\langle\text { rightchar }\rangle\end{array}\end{array}$
$x|y| z \quad$ where $(q, c) \mapsto(p, d, 0)$ and
$x|y| z \quad$ where $(q, c) \mapsto(p, d, R)$ and
$\overline{u|q| c_{r}} \quad\left(x \neq u\right.$ or $y \neq d_{l}$ or $\left.z \neq p\right)$.

| $x\|y\| z$ | where $(q, c) \mapsto(p, d, L)$ and |
| :--- | :--- | :--- |
| $u\|q\| c_{r}$ | $\left(x \neq p\right.$ or $y \neq u$ or $\left.z \neq d_{r}\right)$. |

Lemma 5. A grid $g$ represents a computation if the first line of $g$ is the initial configuration $\$ q_{s} \square_{r} \#$ and none of the patterns of $P_{i d}$ or $P_{T}$ matches $g$.

### 2.2 Terms Representing Grids

Definition 6 (Signature $\Gamma$ ). The signature $\Gamma$ consists of the ternary symbol $f$ and the constants $\perp_{0}, a_{l}, b_{l}, a_{r}, b_{r}, \square_{r}, \$, \#, q_{1}, \ldots, q_{k}$.
'The symbols of $\Gamma$ are used to represent computation sequences of the machine $T$. Note that the tape symbols come in two variants: left and right handed.

Definition 7 ( $\Gamma$-grid). A ground term $t$ over some super-signature of $\Gamma$ is called a $\Gamma$-grid if

1. $t \in T_{\Gamma}$;
2. for every subterm $f(x, y, z)$ we have
(a) $x=\perp_{0}$ or head $(x)=f$,
(b) $y=\perp_{0}$ or head $(y)=f$ and
(c) $z \in\left\{a_{l}, b_{l}, a_{r}, b_{r}, \square_{r}, \$, \#, q_{1}, \ldots, q_{k}\right\} ;$
3. for each subterm $f\left(f\left(x_{1}, y_{1}, z_{1}\right), f\left(x_{2}, y_{2}, z_{2}\right), z_{3}\right)$
(a) the equation $y_{1}=x_{2}$ holds and
(b) head $\left(y_{1}\right)=f$;
4. for each subterm $f\left(x_{1}, f\left(f\left(x_{2}, y_{2}, z_{2}\right), y_{3}, z_{3}\right), z_{1}\right)$, head $\left(x_{1}\right)=f$.

Hence, the directed acyclic graph of a $\Gamma$-grid $t$ is a grid in the sense of the last section. In a term $t$, the last argument of an $f$-term is the content of a cell, the first argument is the upper neighbour, and the second argument is the neighbour to the right. The "end" of the grid (on a row or on a column) corresponds to a leaf $\perp_{0}$ of $t$. The last three conditions need some explanations:
Condition 3a states that by going one step up and then one step to the right one gets the same description than by going first one step to the right and then one step up. Condition 3b states that when there is a description of the upper neighbour and of the right neighbour of some cell, then there is also a description of the upper right neighbour. Consequently, every $i+1$-th row is as least as long as the $i$-th row. Finally, condition 4 states that if a cell has an upper-right neighbour then it has an upper neighbour, too. Consequently, all lines start at the same position (see Figure 1).

## 3 Rewriting

### 3.1 Preliminaries

A rewrite system is called shallow, resp. linear, if all its rules are shallow, resp. linear. A rewrite rule $l \rightarrow r$ is called shallow, resp. linear, if both $l$ and $r$ are shallow, resp. linear. A term $t$ is shallow if all its variables occur at depth at most one. A term $t$ is linear if it does not contain any multiple variable occurrences. We employ the following abbreviations:


Fig. 1. A grid of two lines and its corresponding $\Gamma$-grid $t$.

$$
\begin{array}{rlrl}
x \rightarrow \rightarrow^{1} y & :=x \rightarrow y & x \rightarrow^{n+1} y:=\exists z\left(x \rightarrow z \wedge z \rightarrow^{n} y\right) \\
x \Rightarrow y & :=x \rightarrow y \wedge y \nrightarrow x & x \Rightarrow^{n+1} y:=\exists z\left(x \Rightarrow z \wedge z \Rightarrow^{n} y\right) \\
x \Rightarrow^{1} y & :=x \Rightarrow y & &
\end{array}
$$

The set of leaf positions of a term $t$ is denoted by $\mathcal{L P}$ os $(t)$, and its set of non-leaf positions by $\mathcal{I} \mathcal{P}$ os $(t)$. The set of all positions of $t$ is $\mathcal{P}_{o s}(t)=\mathcal{L} \mathcal{P} \operatorname{os}(t) \cup \mathcal{I} \mathcal{P}_{\text {os }}(t)$. The implication sign of predicate logic is written $\supset$ in order to distinguish it from the rewrite relation symbol $\rightarrow$.

Definition 8. Let $\Sigma$ be a signature and $R$ be a $\Sigma$-rewrite system. The structure $\mathcal{A}_{\Sigma, R}$ is defined as follows: The language of $\mathcal{A}_{\Sigma, R}$ contains no constants or function symbols, and its only predicate symbol is the binary predicate symbol $\rightarrow$. The universe of $\mathcal{A}_{\Sigma, R}$ is the set $T(\Sigma)$, and $t \rightarrow s$ holds in $\mathcal{A}_{\Sigma, R}$ iff $t$ rewrites to $s$ in one rewriting step of $R$.

### 3.2 The Undecidability Proof

Theorem 9. There is no algorithm which decides for any signature $\Sigma$ and any linear and shallow $\Sigma$-rewrite system $R$ the $\exists^{*} \forall^{*}$-fragment of the theory of $\mathcal{A}_{\Sigma, R}$.

We are going to reduce the halting problem for the restricted class of Turing machines defined in Section 2.1 to the validity of a certain formula in some structure $\mathcal{A}_{\Sigma, R}$.

Definition 10 (Signature $\Sigma$, rewrite system $R$ ). The signature $\Sigma$ is the extension of $\Gamma$ by the constants $u, r, u^{\prime}, r^{\prime}$. The $\Sigma$-rewrite system $R$ consists of the following rules (note that $R$ is shallow and linear):

$$
f(x, y, z) \rightarrow u(x)|r(y)| u^{\prime}(x) \mid r^{\prime}(y) \quad u^{\prime}(x) \rightarrow r(x) \quad r^{\prime}(x) \rightarrow u(x)
$$

Lemma 11. For every finite set $P$ of linear terms in $T_{\Sigma}(\mathcal{X})$ there exist a signature extension $\Sigma_{P} \supseteq \Sigma$, a shallow and lincar $\Sigma_{P}$-rewrite system $R_{P} \supseteq R$, a quantifier-free formula ad $(x)$ and for every $p \in P$ an $\exists^{*}$-formula match $[p](x)$ such that:

- for every $t \in T_{\Sigma_{P}} ; \mathcal{A}_{\Sigma_{P}, R_{P}} \vDash \operatorname{ad}(t)$ iff $t \in T_{\Gamma}$;
- for every $p \in P$ and $t \in T_{\Sigma}: \mathcal{A}_{\Sigma_{P}, R_{P}} \vDash$ match $[p](t)$ iff $p$ matches $t$.

Proof. Let $P=\left\{t_{1}, \ldots, t_{n}\right\}$. We define

$$
\Sigma_{P}:=\Sigma \cup\left\{c_{t, o} \mid t \in P, o \in \mathcal{I P} \operatorname{Pos}(t)\right\} \cup\left\{e_{i, j} \mid 1 \leq i \leq n, 1 \leq j \leq n+i-1\right\}
$$

For any $t \in P$ and $o \in \mathcal{P} o s(t)$, let $d_{t, o}:=\left.t\right|_{o}$ if $o \in \mathcal{L P} o s(t)$, and $d_{t, o}:=c_{t, o}$ if $o \in \mathcal{I} \mathcal{P} o s(t)$.

$$
\begin{aligned}
R_{P} & :=R \cup\{h(\bar{z}) \rightarrow h(\bar{z}) \mid h \notin \Gamma\} \\
& \cup\left\{f\left(d_{t, o l}, \ldots, d_{t, o p}\right) \rightarrow c_{t, o} \mid t \in P, o \in \mathcal{I} \mathcal{P o s}(t), \text { head }\left(\left.t\right|_{o}\right)=f, \operatorname{arity}(f)=p\right\} \\
& \cup\left\{d_{t_{i, \epsilon}} \rightarrow e_{i, 1}, e_{i, j} \rightarrow e_{i, j+1}, e_{i, n+i-1} \rightarrow d_{t_{i, \epsilon}} \mid 1 \leq i \leq n, 1 \leq j<n+i-2\right\}
\end{aligned}
$$

Finally, we define, where $t_{i} \in P$ and $k$ is the cardinality of $\mathcal{I} \mathcal{P}_{o s}\left(t_{i}\right)$ :

$$
\begin{aligned}
a d(x) & :=x \nrightarrow x \\
\operatorname{match}\left[t_{i}\right](x) & :=\exists y\left(x \rightarrow^{k} y \wedge y \Rightarrow^{n+i-1} y\right)
\end{aligned}
$$

Definition $12(\operatorname{grid}(x))$.

$$
\begin{aligned}
& \operatorname{grid}(x):=\operatorname{ad}(x) \wedge \bigwedge_{h \notin\left\{\perp_{0}, f f\right.}(\neg \operatorname{match}[f(h(-),-,-)](x) \wedge \neg \operatorname{match}[f(-, h(-),-)](x)) \\
& \wedge \neg \operatorname{match}[f(-,-, f(-))](x) \wedge \neg \operatorname{match}\left[f\left(-,-, \perp_{0}\right)\right](x) \\
& \wedge \forall y, z, z^{\prime}, v\left(x \rightarrow^{2} y \wedge \operatorname{match}\left[f\left(r(-), u^{\prime}(-),-\right)\right](y) \wedge y \rightarrow z\right. \\
& \wedge \operatorname{match}[u(r(-))](z) \wedge y \rightarrow z^{\prime} \wedge \operatorname{match}\left[r^{\prime}\left(u^{\prime}(-)\right)\right]\left(z^{\prime}\right) \\
&\left.\wedge z^{\prime} \rightarrow v \wedge \operatorname{match}\left[r^{\prime}(r(-))\right](v)\right) \supset v \rightarrow z
\end{aligned} \quad \begin{aligned}
& \wedge \bigwedge_{h \neq f} \neg \operatorname{match}[f(f(-, h(-),-), f(-,-,-),-)](x) \\
& \wedge \\
& \\
& \\
& \bigwedge_{h \neq f} \neg \operatorname{match}[f(h(-), f(f(-,-,-),-,-),-)](x)
\end{aligned}
$$

Note that $\operatorname{grid}(x)$ is a $\forall^{*}$ formula since each occurrence of a match-formula is negated.

Lemma 13. Let $\Sigma_{P} \supseteq \Sigma$ and $R_{P} \supseteq R$ be constructed according to Lemma 11, where $P$ contains all the patterns mentioned in Definition 12. Then a term $t \in$ $T\left(\Sigma_{P}\right)$ is a $\Gamma$-grid iff $\mathcal{A}_{\Sigma_{P}, R_{P}} \models \operatorname{grid}(t)$.

Definition 14 (init).

$$
\begin{aligned}
\operatorname{init}(x):= & \operatorname{match}\left[f\left(-, f\left(-, f\left(-, f\left(-, \perp_{0}, \#\right), \square_{r}\right), q_{s}\right), \mathbb{S}\right)\right](x) \\
& \wedge \neg \operatorname{match}\left[f\left(f\left(-, f\left(-, f\left(-, f\left(-, \perp_{0}, \#\right), \square_{r}\right), q_{s}\right), \$\right),--,\right)\right](x)
\end{aligned}
$$

The first part of init $(g)$ where $g$ is a $\Gamma$-grid states that some row of the grid $g$ starts with $\$ q_{s} \square_{r} \#$, that is with the instantaneous description of the initial configuration. The second part states that there is no preceding line to the initial configuration (there might be some line that is not an instantaneous description). Note that $\operatorname{init}(x)$ is a $\exists^{*} \forall^{*}$-formula.

Each two-dimensional pattern on the grid can be expressed as a term of $T_{\Gamma}(X)$.
Definition 15. We associate with each pattern of $P_{i d}$ and $P_{T}$ a term of $T_{\Gamma}(\mathcal{X})$. This yields sets $P_{i d}^{\prime}$ and $P_{T}^{\prime}$ of terms of $T_{\Gamma}(\mathcal{X})$.

We illustrate the last definition with an small example of a pattern $p$ of $P_{T}$ and its associated term $T_{\Gamma}(\mathcal{X})$ :

$$
\begin{array}{c|c|c}
u\left|d_{l}\right| q^{\prime} \\
\hline u|q| c_{r}
\end{array}
$$



Definition 16. We define the following formulae:

$$
\begin{aligned}
\operatorname{trans}(x) & :=\bigwedge_{p \in P_{T}^{\prime}} \neg \operatorname{match}[p](x) \wedge \bigwedge_{p \in P_{i d}^{\prime}} \neg \operatorname{match}[p](x) \\
\operatorname{final}(x) & :=\operatorname{match}\left[q_{f}\right](x) \\
\text { halts } & : \exists x(\operatorname{grid}(x) \wedge \operatorname{init}(x) \wedge \operatorname{trans}(x) \wedge \operatorname{final}(x))
\end{aligned}
$$

Proof of Theorem 9. Let $\mathcal{A}_{\Sigma, R}=\operatorname{grid}(t) \wedge \operatorname{init}(t) \wedge \operatorname{trans}(t)$. Then $t$ represents a computation sequence.
Let $M$ be the set of all patterns used in the above constructions, and let $\Sigma_{M}$ and $R_{M}$ be according to Lemma 11. Then the Turing machine $T$ halts on the empty input iff $\mathcal{A}_{\Sigma_{M}, R_{M}} \vDash$ halts. This completes the proof of Theorem 9 .

## 4 Automata

Definition 17. A Trafic-automaton is a 4 -tuple $\mathcal{A}=(\Gamma, E, F, R)$ where $\Gamma$ is a finite ranked alphabet; $E$ is a finite set of unary letters called states disjoint
from $\Gamma ; F \subseteq E$ is a set of final states; and $R$ is a finite set of transition rules, all being of the following two forms, where $q_{1}, \ldots, q_{n}, q \in E$ and $x_{i}, x_{i_{j}}^{k} \in \mathcal{X}$ :

$$
\begin{aligned}
& f\left(q_{1}\left(x_{1}\right), \ldots, q_{n}\left(x_{n}\right)\right) \rightarrow q \\
& f\left(q_{1}\left(f_{1}\left(x_{1}^{1}, \ldots, x_{p_{1}}^{1}\right)\right), \ldots, q_{n}\left(f_{n}\left(x_{1}^{n}, \ldots, x_{p_{n}}^{n}\right)\right)\right) \rightarrow q
\end{aligned}
$$

Note that rules may be non-linear, that is the same variable may occur twice or more often in a left hand side.
The tree language recognized by a Trafic-automaton $\mathcal{A}$ is the set of terms of $T_{\Gamma}$ which are reduced by the rewrite system $R$ into a final state:

$$
L(\mathcal{A})=\left\{t \in T_{\Gamma} \mid t \stackrel{*}{\mapsto} q(t) \text { where } q \in F\right\}
$$

The class of languages recognized by Trafic-automata is closed under union and intersection.
Let us recall that the class of languages recognized by tree automata are closed under union, intersection and complementation. Let us remark that languages recognized by tree automata are also recognized by Trafic-automata.

Theorem 18. The emptiness problem in the class of Trafic-automata is undecidable.

We are going to reduce the halting problem for the restricted class $\mathcal{M T}$ of Turing machines defined in Section 2.1 to the emptiness problem in the class of Trafic-automata. In other words, given a Turing machine $T$, we build a Traficautomaton $\mathcal{A}_{\text {halts }}$ such that $\mathcal{L}\left(\mathcal{A}_{\text {halts }}\right)$ encodes all successful computations of $T$.
In the proof, we first state in Lemma 19 that $\Gamma$-grids are recognizable by Traficautomata. Then, Lemma 20 proves that codes of a successful computation are also recognizable by Trafic-automata.

Lemma 19. There exists a Trafic-automaton $\mathcal{A}_{\text {grid }}$ such that $\mathcal{L}\left(\mathcal{A}_{\text {grid }}\right)=\{t \mid$ $t$ is a $\Gamma$-grid $\}$.

Proof. Let us consider $\Gamma_{0}$ the set of constants of $\Gamma$ and the Trafic-automaton $\mathcal{A}_{g}=(\Gamma,\{q\},\{q\}, R)$ whose rules are:

$$
\begin{array}{rrr}
\forall a, b, c \in \Gamma_{0} \quad a \rightarrow q & f(q(a), q(b), q(c)) \rightarrow q & f(q(a), q(b), C) \rightarrow q \\
f(q(a), B, q(c)) \rightarrow q & f(q(a), B, C) \rightarrow q & f(A, q(b), q(c)) \rightarrow q \\
f(A, q(b), C) \rightarrow q & f(A, B, q(c)) \rightarrow q & f(A, B, C) \rightarrow q \\
\text { with } A=q\left(f\left(x_{1}, y_{1}, z_{1}\right)\right) & B=q\left(f\left(x_{2}, y_{2}, z_{2}\right)\right) & C=q\left(f\left(x_{3}, y_{3}, z_{3}\right)\right)
\end{array}
$$

We prove that $\mathcal{L}\left(\mathcal{A}_{g}\right)=\left\{t \in T_{\Gamma} \mid t\right.$ satisfies Condition $3 a$ of Definition $\left.\gamma\right\}$ using induction on the structure of terms for the $\supseteq$ part and using induction on the number of derivations for the $\subseteq$ part.
Conditions 2, 3b and 4 of Definition 7 correspond to local tests on subterms and hence $\left\{t \in T_{\Gamma} \mid t\right.$ satisfies Conditions 2, 3b and 4 of Definition 7\} is a regular language, then recognizable by a (classical) tree automaton. Then we can construct a tree automaton $\mathcal{A}_{g l}$ such that:
$\mathcal{L}\left(\mathcal{A}_{g l}\right)=\left\{t \in T_{\Gamma} \mid t\right.$ satisfies Conditions 2, 36 and 4 of Definition 7$\}$.

Moreover $\mathcal{L}\left(\mathcal{A}_{g}\right) \cap \mathcal{L}\left(\mathcal{A}_{g l}\right)=\{t \mid$ tis a $\Gamma$-grid $\}$. Finally, since every tree automaton is also a trafic-automaton and the class of Trafic-automata is closed under intersection, there exists a Trafic-automaton $\mathcal{A}_{\text {grid }}$ such that $\mathcal{L}\left(\mathcal{A}_{\text {grid }}\right)=$ $\mathcal{L}\left(\mathcal{A}_{g}\right) \cap \mathcal{L}\left(\mathcal{A}_{g l}\right)$.
Lemma 20. Let $T$ be a Turing machine in $\mathcal{M} \mathcal{T}$. There exists a Trafic-automaton $\mathcal{A}_{\text {halts }}$ such that $\mathcal{L}\left(\mathcal{A}_{\text {halts }}\right)=\{$ successful computations of the Turing machine $T\}$.

Proof. Let $T$ be a Turing machine. For any term $p$ of $P_{i d}^{\prime}$ and $P_{T}^{\prime}, p$ is linear then $\left\{t \in T_{\Gamma} \mid\right.$ some instance of $p$ is a subterm of $\left.t\right\}$ is a regular langage.
Moreover $\left\{t \in T_{\Gamma}|t|_{0}=f\left(u_{1}, f\left(u_{2}, f\left(u_{3}, f\left(u_{4}, \perp_{0}, \#\right), \square_{r}\right), q_{s}\right), \$\right)\right\}$ and $\{t \in$ $T_{\Gamma} \mid f\left(\perp_{0}, u, q_{f}\right)$ is a subterm of $\left.t\right\}$ are also regular langages. Then we define in the same way than in Section 3.2 (classical) tree automata $\mathcal{A}_{\text {init }}, \mathcal{A}_{\text {trans }}, \mathcal{A}_{\text {final }}$ and $\mathcal{A}_{\text {halts }}$ such that:

$$
\begin{aligned}
\mathcal{L}\left(\mathcal{A}_{\text {halts }}\right) & =\mathcal{L}\left(\mathcal{A}_{\text {grid }}\right) \cap \mathcal{L}\left(\mathcal{A}_{\text {init }}\right) \cap \mathcal{L}\left(\mathcal{A}_{\text {trans }}\right) \cap \mathcal{L}\left(\mathcal{A}_{\text {final }}\right) \\
& =\{\text { successful computations of } T\} .
\end{aligned}
$$

The Turing machine $T$ halts on the empty input iff $\mathcal{L}\left(\mathcal{A}_{\text {halts }}\right) \neq \emptyset$. This completes the proof of Theorem 18.

## 5 Theory of Set Constraints

Theorem 21. There is no algorithm which decides for any ranked alphabet $\Gamma$ the $\exists^{*} \forall^{*}$-fragment of $\mathcal{T}_{S C}$.

The proof first relies on Lemma 24 which states that there exists a formula $\operatorname{grid}(X)$ in the $\exists^{*} \forall^{*}$-fragment of $\mathcal{T}_{\text {SC }}$ such that $\operatorname{grid}(X)$ is satisfiable if and only if $X$ denotes a singleton set containing a $\Gamma$-grid. Then, following the construction of Section 3, in Lemma 25 we build a formula halts which is satisfiable if and only if the machine $T$ halts on the empty input.
Definition 22. For the sake of brevity, we define the emptyset $\emptyset$ and the intersection $\cap$ as follows: $\quad \emptyset \equiv \forall X \emptyset \subseteq X$

$$
X \cap Y=\emptyset \equiv \forall Z(Z \subseteq X \wedge Z \subseteq Y) \Rightarrow Z=\emptyset
$$

Definition 23. Let $C=\Gamma_{0} \backslash\left\{\perp_{0}\right\}$ and $\operatorname{grid}(\mathrm{X})$ be a formula defined as follows: $\operatorname{grid}(X) \equiv \operatorname{sing}(X) \wedge(\exists S \operatorname{subterms}(X, S) \wedge \operatorname{shape}(S) \wedge$ equalities $(S) \wedge$ edge $(S))$ where

$$
\sin g(X) \equiv X \neq \emptyset \wedge(\forall Y Y \subseteq X \Rightarrow X \subseteq Y \vee Y \subseteq \emptyset)
$$

$$
\begin{aligned}
& \operatorname{subterms}(X, S) \equiv S \subseteq f(S, S, C) \cup \perp_{0} \wedge X \subseteq S \\
& \wedge \forall S^{\prime}\left(S^{\prime} \subseteq f\left(S^{\prime}, S^{\prime}, C\right) \cup \perp_{0} \wedge X \subseteq S^{\prime}\right) \Rightarrow S \subseteq S^{\prime} \\
& \operatorname{shape}(S) \equiv \forall Y_{1}, Y_{2}, Y_{\mathbf{3}}, \bar{Z} f\left(f\left(Y_{1}, \perp_{0}, Y_{2}\right), f(\bar{Z}), Y_{3}\right) \cap S=\emptyset
\end{aligned}
$$

$$
\text { equality }(S) \equiv \forall Y_{1}, Y_{2}, Y_{3}, Y_{4}, Y_{5}, Y_{6}
$$

$$
\begin{aligned}
& \forall Y_{1}, Y_{2}, Y_{3}, Y_{4}, Y_{5}, Y_{6} \\
& \left(\bigwedge_{i} Y_{i} \neq \emptyset \wedge f\left(f\left(Y_{1}, Y_{2}, Y_{3}\right), f\left(Y_{4}, Y_{5}, Y_{6}\right), Y_{7}\right) \subseteq S\right) \Rightarrow Y_{2}=Y_{4} \\
&
\end{aligned}
$$

$$
\operatorname{edge}(S) \equiv \forall Y_{1}, Y_{2}, Y_{3}, Y_{4}, Y_{5}, Y_{6} f\left(\perp_{0}, f\left(f\left(Y_{1}, Y_{2}, Y_{3}\right), Y_{4}, Y_{5}\right), Y_{6}\right) \cap S=\emptyset
$$

Lemma 24. $\forall X(\operatorname{grid}(X) \Leftrightarrow \quad \exists t \Gamma$-grid st $X=\{t\})$
Proof. The formula $\operatorname{sing}(X)$ is satisfied iff $X$ is a singleton. Let $t \in X$. The formula subterms $(X, S)$ defines the set $S$ of subterms of $t$ except the elements of $C$. The first line of the formula defines a subterm-closed set containing $t$. For example, let $t$ in $S\left(t \neq \perp_{0}\right)$ :
$t \in S \Rightarrow t \in f(S, S, C) \Rightarrow \exists t_{1}, t_{2}, t_{3}$ st $t=f\left(t_{1}, t_{2}, t_{3}\right) \Rightarrow t_{1}, t_{2} \in S, t_{3} \in C$.
The second one defines $S$ as the smallest set satisfying the first line.
Finally, the formulae shape(S), equality $(S)$ and edge $(S)$ translate Conditions 2, 3 and 4 of Definition 7.

Lemma 25. There exists a formula halts of the $\exists^{*} \forall^{*}$-fragment of $\mathcal{T}_{S C}$ such that halts is satisfiable iff the Turing machine $T$ halts on the empty input.

Proof. Let $T$ be a Turing machine and $X$ such that $\operatorname{grid}(X)$. Then, according to Lemma 24, there exists a $\Gamma$-grid $t$ such that $X=\{t\} . \operatorname{grid}(X)$ is a formula of the $\exists^{*} \forall^{*}$-fragment of $\mathcal{T}_{S C}$, and it defines the set $S$ of all subterms of the term $t$. We define now in a same way than in Section 3.2 formulas init $(S)$, trans $(S)$, final $(S)$ and halts. To this aim, we just note that for any term $p$ of $P_{i d}^{\prime}$ and $P_{T}$, we can say that $p$ matches or does not match a term in $S$ :

$$
\operatorname{match}[p](S) \equiv \exists \bar{u} p \subseteq S \wedge p \neq \emptyset
$$

where $\bar{u}$ denotes the set of variables of the term $p$. The preceding formula is satisfied if there exists set of terms $\mathcal{I}\left(x_{1}\right) \ldots, \mathcal{I}\left(x_{l}\right)\left(\mathcal{I}\right.$ interpretation and $x_{1}, \ldots, x_{l}$ variables of $p$ ) such that $\mathcal{I}(p) \subseteq \mathcal{I}(S)$ and $\mathcal{I}(p) \neq \emptyset$.

The Turing machine $T$ halts on the empty input iff halts is satisfiable. This completes the proof of Theorem 21.
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