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Abstract

The self-consistent electron–ion potential V(r) is calculated for H+ ions in an electron gas system

as a function of the projectile energy to model the electronic stopping power for conduction-band

electrons. The results show different self-consistent potentials at low projectile-energies, related

to different degrees of excitation of the electron cloud surrounding the intruder ion. This

behavior can explain the abrupt change of velocity dependent screening-length of the potential

found by the use of the extended Friedel sum rule and the possible breakdown of the standard

free electron gas model for the electronic stopping at low projectile energies. A dynamical

interpolation of V(r) is proposed and used to calculate the stopping power for H+ interacting with

the valence electrons of Al. The results are in good agreement with the TDDFT benchmark

calculations as well as with experimental data.

Keywords: energy loss, stopping power, electron gas

(Some figures may appear in colour only in the online journal)

1. Introduction

The slowing down of charged particles in dense media is a

subject of intensive investigations since it plays an important

role in different areas of knowledge from fundamental to

applied physics, materials science and medicine. It has been

investigated for many years [1–3] but still there are open

questions and issues to be understood [4, 5]. Nowadays, the

most appealing application of the stopping power of particles

in liquid and solids is in dosimetry [6] for cancer treatment

[7]. This demands a better knowledge of the energy loss

processes in matter and more accurate stopping power values.

The electronic energy loss of charged particles in matter

is dominated by electronic ionization and excitation of the

medium. These processes are important at high projectile-

energies as well as at low velocities in case of conducting

materials and can be described by different models and

approaches [4, 5]. Particularly the energy loss to conduction
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electrons in a solid has been successfully modeled by a

degenerate electron gas system [4, 5, 8–17] although the

breakdown of the free electron gas (FEG) concept has been

recently reported [18].

Many different calculations of the stopping power of ions

in a homogeneous electron–gas system have been proposed in

the literature as e.g. the linear response theory [19], first and

second-order perturbation schemes [8, 20, 21], transport

cross-section (TCS) approaches [11, 12, 14, 15] as well as

non-perturbative quantum calculations at low [10, 13] and at

even a wide range of projectile energies [22].

The central aspect of most approaches is an approximate

treatment of the self-consistent electron–ion scattering

potential V r


( ). For very low projectile-velocities v the

ground-state scattering potential of an external charge

embedded in a Fermi gas is provided by the density functional

theory (DFT) [10]. For high-energy projectiles the potential

can be obtained by perturbation theory or from the Lindhard

dielectric function [19]. It is a non-central potential and has

axial symmetry around the ion velocity direction. The general

form of V r


( ) as a function of ion velocity is still an issue.

Numerous publications just use a Yukawa-type potential

(atomic units and non-relativistic expressions are used

throughout this paper if not explicitly stated otherwise):

V r Z
r

e
, 1

r

= -
a-

( ) ( )

where Z is the atomic number of the projectile and 1a- is a

velocity-dependent screening length [5, 11, 14, 16, 23],

because of its simplicity and affinity with the Thomas–Fermi

solution at v=0. At high projectile-energies the use of

Yukawa potential in connection with the extended Friedel

sum rule (FSR) for finite velocities [15] gives vpa w= ( pw
is the plasmon frequency, related to the Fermi velocity v

F
of

the electron gas straightforwardly). This is consistent with the

spherical average of the scattering potential calculated by

perturbation theory.

In this work, we calculate the electron–ion potential self-

consistently as a function of projectile energy and charge

state. This procedure will shed some light on three issues

found in stopping calculations: (i) What is the best electron–

ion potential? (ii) How large is the effect of different degrees

of excitation of the electron cloud surrounding the intruder

ion? (iii) What does happen at the transition from v v
F

< to
v v

F
> ? Finally the scattering potential V(r) is used to calcu-

late the stopping power for H+ on Al using the recent formula

developed in [24], which is based on the force related to the

induced electron density and not on the momentum-transfer

rate of the projectile. The results are compared to standard

TCS [14, 15] as well as to time-dependent density functional

theory (TDDFT ) [22, 25] calculations.

2. Theoretical procedure

Assuming a central potential V(r) for the interaction between

the electrons from the medium and the projectile, the induced

density n rind


( ) can be calculated from the partial-wave

expansion of the stationary wave function for the electron-

projectile collision [26],

r i r Y r Y k4 e , 2k

ℓ m

ℓ
k ℓ ℓ m ℓ m

,

i
, , ,

ℓ *åy p= d ( ) ( ) ( ˆ) ( ˆ) ( )

in the reference frame where the projectile is at rest. Then k


corresponds to the incident electron momentum, and rk ℓ, ( )

is the corresponding radial continuum wave function with

angular-momentum quantum-number ℓ. The radial wave

function is obtained from the radial Schrödinger equation

r
V r

ℓ ℓ

r
k r r

d

d
2

1
0. 3k ℓ

2

2 2
2

,- + +
+

- =⎜ ⎟
⎛

⎝
⎜

⎛

⎝

⎞

⎠

⎞

⎠
⎟( )

( )
( ) ( )

The spherical harmonics Yℓ m, from equation (2) are

functions of r̂ and k̂ , directions of r

and k

respectively, and

depend on the azimuthal quantum-number m (m ℓ∣ ∣ ). The

phase-shifts ℓd , obtained from the asymptotic limit (r  ¥)

of the radial wave function as

r
r

kr ℓ
1
sin

2
, 4k ℓ ℓ,

p
d - +⎜ ⎟

⎛
⎝

⎞
⎠

( ) ( )

depend on the scattering energy or, more accurately, on the

asymptotic electron momentum k. As a physical boundary

condition, we require charge-neutrality, i.e., the total charge

of the system electron gas plus intruder is zero. The induced

electron-density then reads [17]

n r k
2

2
1 d , 5kind 3

DFS

2 3òp
y= -

 ( )
( )

(∣ ∣ ) ( )

where the k

integration is performed over the displaced Fermi

sphere [15, 17, 27], the target Fermi sphere in the reference

frame where the projectile is at rest. The induced density from

equation (5) can be then used to calculate the total point-

symmetric electron–ion scattering potential according to

V r
Z

r

n r r

r r
r rd , 6

ind b 3
xcò

r
= - +

á ¢ ñ + ¢
- ¢

¢ +
 
 


( )

( ) ( )

∣ ∣
( ) ( )

where ...á ñ stands for spherical averaging. rxc


( ) is the

exchange/correlation potential from [28] and implemented as

in [13]. Bound states, if any, are calculated by solving the

radial Schrödinger equation equation (3) for negative energies

or imaginary values of k. They are included in equation (6)

through the bound-state density ( br ), which is normalized to
the number of bound electrons nb. For the present case only

1s bound electrons are considered and nb = 0, 1 or 2 are input

parameters. Equations (3)–(6) are solved self consistently

using the method described in [29], which provides a faster

convergence. The results for a static proton and nb = 2 agree

with previous calculations [10, 29].

According to the Levinson theorem [30] the number of

available bound states nb
avail of V(r) can be obtained from

phase-shifts at vanishing scattering energies ( 0ℓd ( )) as

n ℓ
2

2 1 0 , 7
ℓ

ℓb
avail

0

åp d= +
=

¥

( ) ( ) ( )

2
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which is not necessarily equal to the number of bound states

nb. The neutralization condition

Z n r n rd 8b
3

indò- =


( ) ( )

and equation (5) lead to the extended FSR as derived recently

in [17], and reads [15]

Z n ℓ G v v
2

2 1 , 9
ℓ

ℓb

0

Fåp- = +
=

¥

( ) ( ) ( )

with

G v v k
k v v

k v
k

v v

, d
4

0 , 10

ℓ
v v

v v

ℓ

ℓ

2 2 2

2F

F

F
F

F

ò d

d

=
+ -

- Q -

-

+ ⎛

⎝
⎜⎜

⎞

⎠
⎟⎟( ) ( )

( ) ( ) ( )

∣ ∣

where xQ( ) denotes the step function. According to the

Levinson theorem equation (7) the last term of equation (10)

cancels out with nb for v v
F

< and for the case where all

available bound states are occupied (n nb b
avail= ). The

potential used to start the self-consistent-field (SCF) iteration

was selected to fulfill the condition equation (9).

The electronic stopping power can be calculated from the

induced force Find


at the projectile (r 0=


) or induced density

as

E

z v
v

Z
z

n r

r r
r

d

d

1
F

d , 11

r
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ind 3
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·
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∣ ∣
( )

for a bare ion with charge Z. Equation (11) can be written in

terms of the phase-shifts from the scattering potential V(r) as

demonstrated recently in [24] and reads

E

z

Z

v

k

k

k v v k v v

k k

d

d 8

d

2

sin 2 , 12

v v

v v

ℓ

ℓ ℓ

2

2 2 2 4 2 2 2

0

1

F

F

F F

ò

å

p

d d

=

´ + - - -

´ -

-

+

=

¥

+

( ( ) ( ) )

( ( ( ) ( ))) ( )

∣ ∣

which is notably different from the TCS approach [5, 31, 32]

and gives the correct asymptotic behavior at high velocities

[24]. This formula was derived by calculating the electrostatic

force due to the full induced density, which has cylindrical

symmetry. A partial wave analysis has been used for the

electron–ion scattering described by a pre-determined central

potential, e.g. from equation (1). The drawback of the stan-

dard formula for the electronic energy loss based on the

transport or momentum transfer cross-section is the use of a

central potential to describe the electron–ion scattering at high

projectile energies. This leads to a slow convergence of the

results to the expected Bethe formula. Both approaches

should yield identical results, however, if the exact (non-

central) interaction potential is used. The derivation described

above, similar to [12], and specifically given by equation (12),

may be termed induced-density approach (IDA) and will be

investigated here for low projectile energies and compared to

the traditional approach and to benchmark calculations.

For the sake of comparison, we will also show TDDFT

calculations [22, 25, 33] of the electronic stopping power for

spherical jellium clusters. Except for slight improvements of

the precision, the methodology is the one already used in

[22, 25] and therefore it is only briefly summarized here. The

ground state of the jellium clusters was obtained using DFT

[34] with a local-density approximation exchange and corre-

lation potential [28]. Effective electronic densities of the

clusters were defined by rs=1.5, 1.8, and 2.07. For the

interaction dynamics, the ground-state Kohn–Sham orbitals

were propagated in time using the so-called wave packet

propagation method [25, 35–37] and the time-dependent

density was obtained. This allowed us to calculate the Cou-

lomb force experienced by the projectile as a function of its

position. The average energy loss ED was calculated by

integrating the force along the whole trajectory of the proton:

E v F t tdzòD = - ( ) . The stopping power is then calculated as

the average energy loss per unit path length inside the cluster,

i.e. S E R2 cl= D , where Rcl is the cluster radius. In principle,

this describes an energy loss treatment based on the induced

density related to time-dependent DFT for a finite cluster,

whereas the current model is based on the self-consistent

electrostatic continuum-electron field in an infinite electron–

gas solid.

3. Discussion

Before showing some numerical results we notice that when

solving the SCF (equation (6)), one has the option of mod-

ifying the number of bound electrons attached to the pro-

jectile, nb, to represent different possible charge states. The

ground state of the projectile corresponds to the case where nb
satisfies Levinson’s theorem (n nb b

avail= ) as long as the

available states exist energetically below the Fermi level; the

corresponding potential in this case is called the ground-state

potential. Otherwise said, the self-consistent procedure allows

us to obtain different values of the continuum induced density

(and thus of the scattering potential) depending on the

population of the bound states, which is imposed ad-hoc at

the beginning of the calculation. In each case, the total

screening charge induced in the continuum remains equal to

Z nb- -( ). By using lower values of nb we can represent ions

with various charge states, q Z nb= - , in particular when

nb=0 we obtain fully stripped ions. The corresponding

potentials where n nb b
avail¹ will be called excited potentials.

Figure 1 shows the self-consistent solution for the total

spherical electron–ion scattering potential from equation (6)

for 100 keV H+ in an FEG system corresponding to the Al

valence electrons (electron radius rs=2.07). The solution is

very close to a Yukawa potential from equation (1) with

inverse screening length 0.29a = . This value is the same as

the one given by the extended FSR for the Yukawa potential.

The same holds true for other projectile velocities above the

Fermi velocity (v v
F

> ). In addition, for v 0 the solution
contains the Friedel oscillations [38], but their amplitude is

very small and they are of minor importance for the electron

scattering at the present energies. Therefore, for H+ ions in Al

3
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the Yukawa potential is a nearly perfect spherical approx-

imation of the self-consistent potential, to be used in stopping

power models based on binary collisions between the valence

electrons and the projectile. In addition the corresponding

screening length is well described by the extended FSR.

The self-consistent scattering potentials for 1–10 keV H+

ions on the Al valence electrons are displayed in figure 2.

These projectile energies correspond to v v
F

< and show the
possibility of multiple solutions according to the value of

nb = 0 and 2. The solution where the projectile is more strongly

screened (i.e. with smallest value of V r∣ ( )∣) is well represented

by a Yukawa potential with inverse screening length 1.02a = ,

which deviates from v 0 1.240a a= = =( ) given by the

static FSR because of exchange/correlation effects. This solu-

tion corresponds to nb = 2 and thus to a stable H− embedded in

the electron gas. The other one, denoted by excited potential

(Vexc), leads to the upper group of curves in figure 2 and has

nb = 0. It is pointed out that for r 2s < where there are no

bound-states (n 0b = ) other solutions can also appear for dif-

ferent starting conditions of the SCF iteration.

The existence of extra solutions can also be extracted

from the extended FSR for different nb as defined by

equations (9) and (10). However, even for a fixed value of nb
(e.g. nb = 0) equations (9) and (10) can give different solu-

tions as explained in figure 3. Under the assumption of a

Yukawa-type projectile potential we may use the extended

FSR given by equation (9) for estimating the number of

possible SCF solutions as well as the corresponding screening

constants α. For fast protons, the right-hand side of

equation (9) is monotonically decreasing (see dashed green

curve) and thus there is only a single value of α that solves

the equation for a fixed value of nb (nb=0 in the present

case). For slow protons, the right-hand side of equation (9)

shows kinks as a function of α (solid pink curve). These kinks

are related to the number of unoccupied bound states as

defined by equation (7) for nb = 0. Generally this means,

multiple solutions are possible and we find 0.674, 1.24a =
for Al (indicated by the two square symbols in the figure,

where solid pink curve segments cross the black line). The

first solution corresponds to the excited potential and the latter

solution represents the ground state. It is emphasized that our

Yukawa fits to the numerical SCF potential are close to these

α-values and the deviations are due to exchange/correlation
effects.

Figure 4 shows the self-consistent scattering potentials

for different velocities close to v
F
. As can be observed the

potentials at projectile energies �30 keV (v v
F

> ) are single-
valued (a numerical search for other solutions with nb = 0

failed in this velocity regime). These high-velocity SCF

solutions merge with the excited-state potentials at lower

energies (see the dashed curve). Therefore, the transition

Figure 1. Self-consistent effective V(r) for 100 keV H+ ions in a
FEG system with electron radius rs = 2.07 corresponding to Al
valence-electron density of 1.81 1023´ cm−3. The square symbols
correspond to the present calculations. The red solid-line represents
the Yukawa potential from equation (1) with inverse screening
length 0.29a = .

Figure 2. The same as in figure 1 for lower velocities (v v
F

< ). Two

solutions for each projectile energy are shown.

Figure 3. Different sum-rule terms are displayed for an aluminum
target as function of the Yukawa-screening constant. The green long-
dashed curve is proportional to the right-hand side of equation (9) for
v v

F
> . The blue short-dashed curve displays the Levinson theorem

equation (7). The pink solid curve displays the right-hand side of
equation (9) for v v

F
< and the constant value of 1 corresponds to the

left-hand side.
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v v
F

< to v v
F

> is smooth if one considers only these excited
potentials. On the other hand, the transition is abrupt for non-

excited potentials (-ground-state potential VGS).

This discontinuity can also be observed in figure 5, where

the inverse of the screening length α is obtained from the

extended FSR (equation (9)) using the Yukawa potential from

equation (1). The two solutions for v v
F

< are denoted by VGS

and Vexc . The actual scattering potential is expected to be a

mixture of ground-state (dash-dotted line) and excited

(dashed line) potentials. However, the ground-state solution

should prevail at v=0. The solid line in figure 5 corresponds

to such a dynamical interpolation

v
v

, 134
0
4 p

4

a a
w

= +- -
-

⎜ ⎟
⎛

⎝

⎞

⎠
( ) ( )

which can be used to calculate a more realistic stopping

power involving a weighted superposition of potentials. Here

0a is the α value for the ground-state potential at v=0 using

the static FSR and vpw is the solution at high-projectile

energies.

It is pointed out that the transition around v
F
is not dis-

continuous for a fixed nb in the SCF calculations (see symbols

for nb = 2 in figure 5). Nevertheless the cases n 0b ¹ do not

prevail at high projectile energies. Therefore, the dis-

continuity found in the FSR method arises from the link

between the ground-state solutions (valid at low energies)

with the excited solutions (valid at high energies).

The three FSR results of α from figure 5 were used to

calculate the electronic stopping power according to

equation (12). The corresponding stopping powers for H+

ions on Al valence electrons as a function of the energy are

displayed in figure 6 in comparison with TDDFT calculations

(triangle) that can be considered as a benchmark. These cal-

culations were performed similarly to [22] but the value of the

exchange-correlation (XC) potential has been reduced by a

factor of 2 to allow for a more suitable comparison with the

extended FSR—IDA model, which is based on the use of the

Yukawa potential. The XC potential cannot be totally

removed because it is a key factor in the energy stabilization

of the DFT jellium cluster, unless additional procedures are

used (see for example [39]). We have checked that the elec-

tronic density profile of the cluster does not vary significantly

with the reduction of the XC potential and hence all differ-

ences in the stopping are due to the dynamical process itself.

At high energies a good agreement is expected since all

calculations converge to the Bethe formula. For low energies

(at v v
F

~ ) a discontinuity is observed for the IDA calcula-
tions using ground-state potentials VGS (see green long-

dashed line). However, as already observed in figures 4 and 5

the transition using excited potential Vexc is smooth (as shown

by the dash-dotted line). At low energies the present calcu-

lations using VGS and Vexc under and overestimate the results

from TDDFT, respectively. This indicates that actual ion–

electron potential should be in between. The dynamical

Figure 4. The same as in figure 1 for projectile velocities around v
F
.

Note for E 30 keV all curves correspond to excited potentials.

Figure 5. Inverse of the screening length α as a function of the
projectile energy calculated using the extended Friedel sum from
[15] and Yukawa potential from equation (1). For v v

F
< different

values of α are found for ground-state potential (red dot-dashed line)
and excited potential (blue dashed line). The continuous solid line
stands for the results obtained via dynamical interpolation
(equation (13)). The symbols correspond to Yukawa fits to the our
numerical SCF results for nb = 2.

Figure 6. Electronic stopping power for H+ ions on Al valence
electrons as a function of the projectile energy for different screening
parameter α from figure 5.

5
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interpolation from equation (13) (see solid line) seems to

better reproduce the trend given by TDDFT calculations.

Figure 6 also shows the calculations using the TCS [5] with

Yukawa potential and α from the dynamical interpolation

(13) (orange short-dashed line). As expected [24] it reaches

the high-energy stopping solution only at very high energies

and cannot reproduce TDDFT values around the maximum of

the stopping power.

The remaining differences between our new results (Dyn.

Interpolation/IDA) and the TDDFT at low energies can be

related either to the XC effects, considered partially only in

the TDDFT or to intrinsic inaccuracies of the IDA formula at

v 0 . The importance of XC effects is shown in figure 7 for

the stopping power as a function of ion velocity for protons in

different electron gas densities. We have considered three

valence electrons for Al, with rs = 2.07 au, five for Nb, with

rs = 1.8 au and four for C, with rs=1.5 au.. Here we

replaced the 0a from equation (13) by our Yukawa fits (up to

r=1) to the numerical SCF potential at v=0,

r r r r

2.44

2.75 1.14 1.73
0.754, 14

s s s s

0
DFT

2 3 4
a =

+ - +
+ ( )

that have been extracted from calculations for different rs
values. This result contains exchange/correlation effects and

converges to the 0a obtained from the Born approximation for

r 0s  [15]. In all studied cases, for larger velocities (or more

perturbative conditions), the dynamical interpolation/IDA
shows an improved agreement to the TDDFT results if

compared to the TCS values. XC effects are significant only

below the stopping-power maximum and reach typically

20%. A maximum reduction of the stopping power by about

40% (determined from the TDDFT results extrapolated to

0xc = ) is found for the Al target at the speed v = 0.4 au.

Considering that the IDA and TCS results in figure 7 account

both for XC effects, the TDDFT benchmark results do favor

the IDA method in some ranges of energy and the TCS

method for other cases.

As a matter of fact for v 0 [13] the TCS approach

should be the correct one to describe the stopping ion in a

FEG system as long as bound-state polarization is of minor

importance. For the present cases both models give similar

results for the stopping at low projectile velocities. However,

this is not always the true and the IDA approach can yield

inaccurate stopping values at v 0 because of the use of a

central potential V(r) [13]. In fact [13] shows that the dipolar

part of the potential contributes to a term proportional to v2

for the TCS method whereas it contributes linearly for the

IDA approach.

Figure 8 presents the results for stopping coefficient
Q v E zd d1= - as a function of rs . Here our SCF method is

performed for v=0 and the Q values are obtained by the

TCS and IDA formulas using the self-consistent potentials for

Figure 7. Stopping power results of a proton moving inside clusters
of Al (a), Nb (b) and C (c) as a function of its velocity. The symbols
stand for TDDFT (red squares) and TDDFT with reduced xc
(triangles) evaluations from a cluster with 556 electrons. The lines
stand for the dynamical interpolation results using IDA (blue) and
TCS (dashed gray).

Figure 8. Self-consistent (DFT) calculations for the stopping
coefficient in the limit v 0 using the TCS (solid line) and IDA
(dashed line) approaches for a fixed nb. Inset shows the energy of the
1s bound-state as a function of rs. Previous DFT results from
Echenique, Nieminen and Ritchie ENR [10] are shown by symbols.
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different nb. The TCS results for VGS agree with recent results

from Montanari and Miraglia [14]. For n 0b ¹ the IDA

formula from equation (12) has to be replaced by the one

described in the appendix of [24] to account for the wake

force on the bound electrons as described in equations A(21)

and A(22), where rF¢( ) stands for the force generated by the

bound electrons.

As can be observed there are also different solutions even

for a fixed value of nb = 0. The energy of the 1s bound-state

as a function of rs is also displayed in this figure (see the

inset) and shows the values of rs where there is no bound-state

available (zero binding energy). Both methods give similar

results only for rs values around 2 and the IDA approach can

even yield negative Q values for r 4s  . Another interesting

feature of this figure is the strong dependence of Q on the

number of populated bound-states. The possibility of different

values of nb is generally ignored in the comparison of DFT

calculations with ion-stopping experimental data at very low

ion velocities [18].

Finally, the results for the electronic stopping power of

H+ ions on Al valence electrons from figure 7 (top panel) are

used to calculate the total electronic stopping power by

adding the contribution of the inner-shells as calculated by the

CasP program [40, 41] and by neglecting a possible H0

fraction inside the solid. Note, however, that the formation of

H0 may be significant in front of the surface [42]. Figure 9

shows a comparison with all available experimental data

obtained from the stopping power collection of Paul [43]. Our

calculation based on equations (13) and (14) (solid curve)

describes the experimental data very well for the whole

energy range.

4. Conclusions

In this work, we investigated the electronic stopping power

for H+ projectiles in the valence electrons of solids, with a

focus on Al. The self-consistent potential for the scattering of

valence-electrons at the projectile was analyzed and compared

to extended FSR calculations. We have shown that the

spherical average of this potential is a function that is very

close to a Yukawa potential for v v
F

> . This agrees with
predictions based on perturbation theory. The same holds true

for v v
F

< but other self-consistent solutions appear as well.
These extra solutions correspond to excited potentials and can

also be obtained by the extended FSR after relaxing the

condition imposed by the use of the Levinson theorem. The

transition from v v
F

< to v v
F

> becomes smooth as long as
excited potentials are used. However, at very low energies the

ground-state potential should describe the interaction cor-

rectly. Thus, a dynamical interpolation has been proposed

yielding a good agreement with TDDFT benchmark calcu-

lations as well as with experimental data after adding the

contribution of the inner-shells from the CasP program.
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