
Ground-to-Aerial Image Geo-Localization With a Hard Exemplar Reweighting

Triplet Loss

Sudong Cai1 Yulan Guo2,1 Salman Khan3 Jiwei Hu4 Gongjian Wen1,2

1National University of Defense Technology 2Sun Yat-Sen University
3Inception Institute of Artificial Intelligence 4Wuhan University of Technology

781594648@whut.edu.cn yulan.guo@nudt.edu.cn salman.khan@inceptioniai.org

Abstract

The task of ground-to-aerial image geo-localization can

be achieved by matching a ground view query image to a

reference database of aerial/satellite images. It is highly

challenging due to the dramatic viewpoint changes and un-

known orientations. In this paper, we propose a novel

in-batch reweighting triplet loss to emphasize the positive

effect of hard exemplars during end-to-end training. We

also integrate an attention mechanism into our model using

feature-level contextual information. To analyze the diffi-

culty level of each triplet, we first enforce a modified logistic

regression to triplets with a distance rectifying factor. Then,

the reference negative distances for corresponding anchors

are set, and the relative weights of triplets are computed by

comparing their difficulty to the corresponding references.

To reduce the influence of extreme hard data and less use-

ful simple exemplars, the final weights are pruned using

upper and lower bound constraints. Experiments on two

benchmark datasets show that the proposed approach sig-

nificantly outperforms the state-of-the-art methods.

1. Introduction

Image-based geo-localization has attracted significant at-

tention for its numerous applications in autonomous driving

[21], augmented reality [22], and mobile robotics [30, 21].

Traditional methods mainly focus on ground-to-ground im-

age matching, where both query and reference images are

acquired from ground views [2, 14, 13, 27, 25, 21, 40,

6]. Although matching images that are all from ground-

level is relatively easy, it is difficult to comprehensively

cover a large area using only ground-view images ob-

tained from vehicle-mounted cameras or crowd-sourcing

websites [32, 11, 34]. Therefore, ground-to-ground im-

age geo-localization tends to fail in places without avail-

able reference images. In contrast, images captured from a

bird’s eye view by satellites and aerial vehicles can densely

Reference Database: Aerial Image

Query: Ground-view Image 

Siamese Network
Without

Weight Sharing

Figure 1. A demonstration of matching ground-view query to ref-

erence database consisting of aerial image. Here, “green” and

“red” colors denote positive and negative matches, respectively.

and uniformly cover the Earth. Consequently, matching

ground-level images to aerial images has gradually become

an attractive approach for coarse-level geo-localization and

place recognition [32], as shown in Figure 1. However,

cross-view image matching is extremely challenging due to

large viewpoint differences, lighting variations, and orien-

tation (i.e., azimuth) uncertainty between ground and aerial

images [11, 32, 17, 38, 34]. Despite numerous attempts, this

problem is largely unsolved and needs new breakthroughs.

Due to the low cross-view matching accuracy of hand-

crafted features, existing methods generally compute sim-

ilarities between features from CNN models trained inde-

pendently for ground and aerial images. Inspired by face

recognition [28, 31], Lin et al. [17] proposed ‘Where-CNN’

using a Siamese architecture. However, it has been demon-

strated that weight sharing in a Siamese architecture leads
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to poor performance in cross-view image recognition. Vo

and Hays [34] proposed a soft-margin distance-based loss

and an auxiliary network branch to estimate the orienta-

tion. Their model was robust against random orientations.

Recently, Hu et al. [11] proposed CVM-Nets based on a

Siamese CNN with NetVLAD [2] (a learnable feature ag-

gregation module). They also introduced a soft-margin

loss with a manually given weight to speed up the train-

ing, and applied hard exemplar mining by directly using

top-1 hard negatives, with state-of-the-art performance be-

ing achieved. Although the effectiveness of hard exemplar

mining was investigated in [11], it is still difficult to locate

informative hard exemplars appropriately. In contrast, we

propose a hard exemplar mining strategy for cross-view im-

age matching. Specifically, our approach automatically al-

locates weights to triplets according to their difficulty levels.

This allows us to focus on informative hard exemplars for

the improvement of cross-view image geo-localization.

Contributions: The contributions of this paper are as

follows: (1) We propose a new triplet loss to improve

the quality of network training for cross-view images.

This loss can achieve online hard exemplar mining in an

end-to-end manner. Experimental results on benchmark

datasets demonstrate that our loss outperforms the soft-

margin triplet loss [34]. (2) We propose a lightweight at-

tention module (FCAM), and integrate it into a basic resid-

ual network to form our Siamese network, which achieves

better performance than the plain model (without FCAM).

(3) We train our Siamese network with our loss to obtain

discriminative CNN features for cross-view image-based

geo-localization. Experimental results demonstrate that our

approach significantly outperforms the state-of-the-art ap-

proaches [11, 34] on benchmark datasets.

2. Related Work

Existing image geo-localization approaches can be

broadly categorized into two classes according to their im-

age representation methods.

2.1. HandCrafted Feature Based Approaches

Hand-crafted features were widely adopted to perform

cross-view image matching before deep learning was intro-

duced into this area [23, 4, 29, 16, 33]. Bansal et al. [4] ex-

tracted building facades from oblique aerial images and then

performed geo-localization by matching building facade

patches. Bansal et al. [3] further handled extreme viewpoint

differences by encoding the self-similarity of patterns on fa-

cades at their corresponding scales using a Scale-selective

Self-similarity (S4) descriptor. It was demonstrated that S4

feature achieved better performance than Scale Invariance

Feature Transform (SIFT) [20]. Viswanathan et al. [33] im-

proved the matching performance of local feature descrip-

tors by converting ground images to their top-down view.

Due to the significant differences in appearance, cross-view

image matching performance achieved by hand-crafted fea-

tures is relatively poor.

2.2. Deep Learning Based Approaches

Deep learning provides a more accurate alternative for

cross-view image geo-localization and has recently dom-

inated this area [11, 32, 17, 38, 41, 34]. Lin et al.

[17] proposed the first deep learning method to achieve

ground-to-aerial geo-localization based on two Siamese

CNNs (namely, Where-CNN and Where-CNN-DS). Their

Siamese CNNs were trained with a modified version of con-

trastive loss [7]. Comparative experiments demonstrated

its significant improvement in performance as compared to

hand-crafted descriptors. Workman et al. [38] introduced a

deep learning method to learn semantic representations of

aerial images. They also proposed a CNN model to fuse

semantic features from different spatial scales. Their work

demonstrated that features trained from cross-view image

pairs significantly outperform off-the-shelf CNN features.

To further improve the robustness of CNN features, some

methods exploit attention for objects and patches of inter-

est. Altwaijry et al. [1] integrated the Spatial Transformer

(ST) module [12] into a Siamese network adapted from

AlexNet. Similarity was calculated using features inferred

from patches rather than whole images. Features produced

by Siamese CNN with the ST module were demonstrated

to outperform the original model. Tian et al. [32] proposed

a two-stage framework to detect buildings using Faster R-

CNN [26]. Then, images were represented by the domi-

nant sets constructed by features inferred from patches of

buildings. The pairwise similarity of dominant sets was

learned from a Siamese network. Their method remark-

ably outperforms pre-trained CNN features. These methods

[1, 32] impose robustness to CNN features with respect to

visual transformations by utilizing the detection model to

focus on specific landmark areas. However, their efficiency

is limited. Instead, we emphasize informative features by

designing a lightweight feature reweighting module for the

attention mechanism.

Recently, several methods have been proposed to address

the learning of metrics and discriminative global image rep-

resentations. Vo et al. [34] proposed a soft-margin triplet

loss to reduce the distance between the anchor and positive

exemplars while increasing the distance between the anchor

and negative exemplars. Besides, an auxiliary orientation

regression branch was added to achieve rotation invariance.

It was shown that a well-designed learning metric can ben-

efit cross-view image geo-localization. Hu et al. [11] pro-

posed CVM-Net, which adopts an NetVLAD module [2] to

aggregate CNN feature units for the generation of discrimi-

native image representations. They also manually assigned

a weight to the soft-margin triplet loss to speed up the train-
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Figure 2. An overview of our approach.

ing. Besides, they applied a simple hard exemplar min-

ing strategy by directly using top-1 hard negatives, which

is similar to [10]. Although Hu et al. [11] achieved state-

of-the-art results, using only top-1 negatives for hard exem-

plar mining tends to leave out some informative exemplars.

Rather than using the top-1 hard sample, several works in-

troduced adaptive sampling [8, 39] and gradient rescaling

[18, 36, 24] methods to perform class-level retrieval, face

verification and object detection. In this paper, we design

an online exemplar reweighting triplet loss to allocate dif-

ferent weights to triplets according to their difficulty levels.

Consequently, our loss can adaptively emphasize meaning-

ful hard triplets during network training, rather than manu-

ally designating top-k hard exemplars. Experimental results

show that our approach significantly outperforms existing

methods.

3. The Proposed Method

In this section, we provide an overview of our method,

and describe its two major contributions, i.e., the Feature

Context-based Attention Module (FCAM) (Section 3.2) and

the Hard Exemplar Reweighting (HER) triplet loss (Section

3.3).

3.1. Overview

As shown in Figure 1, given a ground-view query im-

age, the retrieval of reference aerial images is achieved us-

ing pair-wise similarities between their CNN features.

Since convolution operations blend both channel and

spatial information to generate informative features, we pro-

pose a lightweight dual attention module (i.e, FCAM) to

improve feature discriminativeness by applying attention

mechanism on both channel and spatial dimensions (Sec-

tion 3.2). Two CNN feature extractors with the same struc-

ture are respectively constructed for ground-view and aerial

images by integrating our attention module into the basic

ResNet [9]. The overall Siamese network is built upon these

two CNN feature extractors without weight sharing. It is

further integrated with an auxiliary Orientation Regression

(OR) learning branch.

To improve network training, we propose to fully use in-

formative hard exemplars. Specifically, we introduce a new

HER triplet loss to achieve online hard exemplar mining

based on triplet reweighting (Section 3.3). We assign large

weights to useful but hard triplets while allocating small

weights to less informative but easy triplets. An overview

of our approach is shown in Figure 2.

3.2. Feature ContextBased Attention Module

Attention has been demonstrated to be effective for im-

proving the representation ability of CNNs by focusing on

meaningful features while suppressing useless ones. Con-

sequently, applying attention along both channel and spa-

tial axes of feature maps can help a CNN to learn “which

channels” and “which feature units” should be focused on.

Our lightweight dual attention module can be sequentially

decomposed into a channel attention submodule and a spa-

tial attention submodule. Our channel attention is adopted

from the Convolutional Block Attention Module (CBAM)

[37], but a context-aware feature reweighting strategy is

integrated into our spatial attention submodule. Given

a feature map U ∈ R
W×H×C as the input, the atten-

tion module jointly infers a 1D channel attention descrip-

tor ZC (U) ∈ R
1×1×C and a 2D spatial attention mask

ZS (U′) ∈ R
W×H×1. The overall attention process is de-

fined as:

U′ = ZC (U)⊗U, (1)

U′′ = ZS (U′)⊗U′, (2)

where U′ ∈ R
W×H×C and U′′ ∈ R

W×H×C are the output

feature maps of the channel and spatial attention submod-

ules, respectively, ⊗ denotes element-wise multiplication.

Channel attention submodule. Channel attention is

used to emphasize channels that are relatively informative.

In this paper, we adopt the channel attention submodule to

exploit inter-channel dependencies of CNN features. The

channel attention submodule is shown in Figure 3. First,

1D global channel descriptors v
1 and v

2 are generated by

applying max-pooling fmax and average-pooling favg to an

input feature map U. Then, both v
1 and v

2 are excited

by a Multi-Layer Perceptron (MLP) to analyze their inter-

channel dependencies. Consequently, the channel attention

descriptor ZC (U) is obtained by summing the excited de-

scriptors with a sigmoid activation. The output channel at-

tention map U′ is generated by performing element-wise

multiplication between the channel attention descriptor and

input feature map U. The channel attention descriptor is

computed as:

ZC (U) = δ (fext (fmax (U)) + fext (favg (U)))

= δ
(

We
2
σ
(

We
1
v
1
))

+ δ
(

We
2
σ
(

We
1
v
2
))

, (3)

where fext represents the MLP operation. We
1
∈ R

T×C

and We
2
∈ R

C×T represent the MLP weights of the first
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Figure 3. A diagram of the channel attention submodule.
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Figure 4. A diagram of the spatial attention submodule.

and the second fully-connected layer. δ and σ represent the

sigmoid and the ReLU activation, respectively. Here, T =
C/r and r is the reduction level in the first learning layer of

the MLP.

Spatial attention submodule. Spatial attention is used

to highlight meaningful feature units. In CBAM [37],

Woo et al. utilize a 7 × 7 convolution to learn the spa-

tial attention mask after concatenating the max-pooled and

average-pooled spatial descriptors. Inspired by the Contex-

tual Reweighting Network (CRN) [14], we integrate fea-

ture context-aware learning into the basic spatial attention

submodule of CBAM. That is, rather than using a 7 × 7
convolution only, we use the convolutions with different re-

ceptive fields to generate intermediate feature masks. Then,

we concatenate these intermediate masks and use a 1 × 1
convolution to learn weights. The spatial attention map can

be considered as the weighted sum of feature masks. An

illustration of our spatial attention submodule is shown in

Figure 4. s ∈ R
W×H×2 is generated by concatenating

squeezed feature masks f c
max(U

′) and f c
avg(U

′). Here,

f c
max and f c

avg denote max-pooling and average-pooling

along the channel axis, respectively. To exploit the con-

textual information of feature units, three different scales

of context filters (3 × 3, 5 × 5, and 7 × 7) are used. The

feature mask p ∈ R
W×H×3 is produced by concatenating

these channel masks generated by the 3×3, 5×5, and 7×7
context filters. Then, we use a 1 × 1 convolution to learn

and to accumulate weights. The spatial attention mask can

be computed as:

ZS (U′) = δ
(

f1×1
(

f3×3 (s) ; f5×5 (s) ; f7×7 (s)
))

, (4)

where fn×n denotes an n × n convolution. Consequently,

the spatial attention map U′′ is obtained by element-wise

multiplication between the channel attention map U′ and

the final spatial attention mask ZS (U′).
Our overall attention module is formed by a sequential

combination of the channel attention submodule and the

spatial attention submodule (as shown in Figure 5). We in-

tegrate our attention module into each building block of the

basic ResNet [9] to form the CNN feature extractor (namely,

FCANet) for cross-view matching.

3.3. Hard Exemplar Reweighting Triplet Loss

To improve network training with instance-wise exem-

plars, we propose an online hard exemplar mining strategy

based on triplet reweighting. We then integrate this strategy

into the soft-margin triplet loss [34], resulting in the hard

exemplar reweighting triplet loss. Given a triplet of anchor

Ai, its corresponding positive exemplar Pi, and negative ex-

emplar Ni,k (i.e, the k-th negative exemplar of Ai) in an

mini-batch, the original triplet loss [28] is defined as:

Ltri(Ai, Pi, Ni,k) = max(0,m+ dp(i)− dn(i , k)), (5)

where m is the max-margin, dp(i) represents the squared

Euclidean distance between Ai and Pi, dn(i , k) repre-

sents the squared Euclidean distance between Ai and Ni,k.

This loss has achieved remarkable success in instance-wise

recognition tasks [2, 14, 5, 19, 35]. However, since this loss

relies on a max-margin to truncate the penalization, the gap

between distances of negative pairs and distances of posi-

tive pairs is limited.
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Figure 5. A diagram of the modified building block. This building block is produced by integrating the proposed FCAM into the basic

residual block.

To address the limitation of generating penalization with

max-margin, Vo et al. [34] proposed a soft-margin triplet

loss to enforce penalization according to the current perfor-

mance of the network. This loss has demonstrated a better

performance than the original triplet loss, that is:

Lsoft (Ai, Pi, Ni,k) = log(1+exp(dp(i)−dn(i , k))). (6)

Leveraging soft-margin triplet loss, we propose a new

loss to integrate hard exemplar mining in an end-to-end

manner. Our online hard exemplar mining strategy is based

on triplet reweighting, and the weight allocated to each

triplet is computed according to its difficulty level. Suppose

the weight computed by our hard exemplar mining method

for a triplet is whard(Ai, Pi, Ni,k), our loss is then defined

as:

Lhard (Ai, Pi, Ni,k) = whard(Ai ,Pi ,Ni,k ) ∗ log(1

+ exp(dp(i)− dn(i , k))). (7)

The computation of weight whard(Ai, Pi, Ni,k) will be

described in the following sections.

Distance rectified logistic regression. We propose a

distance rectified logistic regression to estimate the diffi-

culty of current triplets. The most difficult negative exem-

plar for a given anchor Ai is defined as the negative exem-

plar in the current batch that has the smallest distance to the

anchor.

It has been demonstrated that extremely hard exemplars

decrease the quality of training by leading it to local mini-

mum at early stage [28]. Let gap(i, k) = dn(i , k)− dp(i),
then, extremely hard exemplars satisfy the following condi-

tion: Ch : gap(i , k) ≤ 0.

Meanwhile, less informative simple triplets satisfy the

condition: Cs : gap(i , k) ≥ m. Considering both condi-

tions Ch and Cs, we define a reference negative distance

Dref for each anchor, based on its distance to the positive

exemplar:

Dref (Ai) = dp(i) +
m

2
. (8)

The negative exemplar Nr
i with distance to anchor Ai being

equal to Dref (Ai) is considered as the reference negative.

For the given triplet of Ai, Pi, and Ni,k, we suppose that

when Ni,k is the reference negative Nr
i , the weight allo-

cated for the current triplet is 1 (i.e., without emphasizing

or suppression). Then, we consider gap(i , k) as a random

variable, and define the weight as:

w (Ai, Pi, Ni,k) = −log2 (pmatch (Ai, Pi, Ni,k)) , (9)

where pmatch (Ai, Pi, Ni,k) denotes the correct matching

probability of the triplet:

pmatch (Ai, Pi, Ni,k) =
1

1 + exp (−gap(i , k) + β)
, (10)

where β = m/2 is the distance rectification factor. That

is, when a reference negative Nr
i occurs, the probability of

correctly matching Ai to Pi equals the probability of mis-

takenly matching Ai to Nr
i (i.e., pmatch = 0.5), and the

weight for the current triplet is w (Ai, Pi, N
r
i ) = 1. There-

fore, when the distance of an anchor to its negative exem-

plar dn(i , k) is smaller than the corresponding reference

distance Dref (Ai), it will be emphasized by allocating a

weight larger than 1. Note that, for un-normalized features,

the margin m can be computed as:

m =
γ

2B

B
∑

i=1

(

| f (Ai) |
2 + | f (Pi) |

2
)

, (11)

where f(·) represents network inference, γ is a ratio ranging

from 0 to 1, and B is the number of anchors in the current

mini-batch.

We further propose an upper and lower weight limit to re-

duce the influence of extremely hard exemplars while elim-

inating the negative neutralization effect of simple exem-

plars. According to Ch , the critical condition for extremely

hard exemplars is defined by gap(i , k) = 0, and the upper

bound for the weight truncation can be computed by:

whigh = −log2

(

1

1 + exp (β)

)

. (12)

Then, if the weight for a triplet is larger than the up-

per bound whigh, it is thresholded to whigh. Rather than

directly discarding extremely hard exemplars, our method
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fully uses these exemplars by adding a constraint to prevent

them from assigning an overlarge weight.

Similarly, when a triplet satisfies the critical condition

gap(i , k) = m, the threshold for weight truncation is com-

puted as:

wlow = −log2

(

1

1 + exp (−m+ β)

)

. (13)

Triplets with weights lower than threshold wlow are as-

signed with a small weight ε
B

. Here, ε is a small value.

Specifically, we assign small weights to suppress mean-

ingless simple triplets rather than directly discarding them,

because the current mini-batch may do not have any hard

triplet at all according to our criterion.

Therefore, the weight assigned to a triplet is defined as:

whard (Ai, Pi, Ni,k) :=







ε
B
,

whigh,
w (Ai, Pi, Ni,k) ,

gap(i , k) ≥ m
gap(i , k) ≤ 0.
otherwise

(14)

Orientation regression. In existing cross-view geo-

localization benchmark datasets [38, 34], the orientations of

an anchor and its corresponding positive exemplar are fixed

in the training sets, while shuffled in the test sets. There-

fore, angles generated by random rotation can serve as la-

bels for training. To address the problem of unknown ori-

entation, adding an additional orientation regression branch

to the main model is shown to be effective for matching

ground-level images to aerial images [34]. In this paper, the

reweighted orientation regression loss is defined as:

LOR(Ai, Pi, Ni,k) = whard(Ai, Pi, Ni,k)∗(d
1

R(i)+d2R(i)).
(15)

This auxiliary branch is used to regress the sine and co-

sine value of randomly generated angle θi (i.e., the ori-

entation difference between Pi and Ai, deliberately given

during training), where d1R(i) and d2R(i) denote the re-

gression errors of sine and cosine values, respectively.

whard(Ai, Pi, Ni,k) is the weight defined by Eq. 14.

Given weights λ1 and λ2, the overall HER loss is defined

as the combination of the main loss and the auxiliary loss:

LHER (Ai, Pi, Ni,k) =λ1 ∗ Lhard (Ai, Pi, Ni,k)+

λ2 ∗ LOR (Ai, Pi, Ni,k) . (16)

4. Experiments and Discussions

4.1. Evaluation Dataset

Our approach is evaluated on two benchmark cross-view

datasets [38, 34]. The CVUSA dataset [38] contains 35532

ground-aerial image pairs for training and 8884 image pairs

for testing. All ground images are panoramas, both street-

view and overhead-view images are high in resolution. The

CVUSA

Vo and Hays (VH)

Figure 6. Ground-to-aerial sample images from the CVUSA

dataset [38] and the VH dataset [34].

Vo and Hays’ (VH) dataset [34] contains more than 1 mil-

lion cross-view image pairs collected by Google Map from

11 different cities in the US. 8 subsets are used as the train-

ing set and the remaining 3 subsets captured from Denver,

Detroit, and Seattle are used for evaluation. All street-view

query images are cropped to a fixed size of 230× 230. The

azimuth angles of cross-view image pairs in the training sets

are fixed, while those of the test subsets are unknown. Ex-

ample images in these two datasets are shown in Figure 6.

4.2. Implementation Details

We integrated our lightweight attention module (i.e.,

FCAM) into the basic ResNet [9] to obtain the FCANet

feature extractor. Specifically, two versions of ResNet with

18 and 34 learning layers were adopted, where each net-

work was formed using only part of ResNet, before the

global average pooling layer. Therefore, our Siamese net-

works are named Siam-FCANet18 and Siam-FCANet34,

respectively. To fully use global information in CNN fea-

ture maps, a CRN module [14] and an FC layer of proper

size were directly connected to FCANet to generate feature

vectors without global average pooling. Additionally, we

also tested the performance of FCANets with an NetVLAD

feature aggregation module [2], and compared it to the orig-

inal FCANets. The parameter setting of the NetVLAD layer

is the same as [11]. Our Siam-FCANets were constructed

using two arms of FCANets without weight sharing, which

generate CNN features from both ground-view images and

aerial images. SGD was used to train our models, with a

momentum of 0.9 and a weight decay of 0.0005. The learn-

ing rate was started from 0.5×10−5 with polynomial decay.
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Parameter γ in our loss was set to 0.15, and an exhaustive

mini-batch strategy [34] was used to maximize the number

of triplets under limited computing resources.

4.3. Comparative Results

To demonstrate the effectiveness of our approach, we

compare our approach to existing methods [38, 34, 11, 17,

41] on two benchmark datasets [38, 34]s. Results of ex-

isting methods under comparison are obtained from their

original publications [38, 11, 41] or open-sourced imple-

mentations [34].

Evaluation metrics. Following [38, 34, 11, 17], we use

the recall at top 1% as the performance evaluation metric in

our experiments. That is, for a given ground-level query im-

age, we retrieve the top 1% closest satellite images from the

reference database according to their feature distances. The

localization is considered to be successful if the correctly

matched satellite image of the current ground-view query

image is ranked within the top 1% of the retrieval results.

Comparison to existing approaches. In our approach,

feature vectors of Siam-FCANet18 and Siam-FCANet34

were trained with our proposed HER triplet loss. Siamese

and triplet AlexNets [15] evaluated in [34] are used as the

baseline methods. They were trained with contrastive loss

[7] and triplet loss [28], respectively. Siam DBL-Net and

Tri DBL-Net proposed in [34] were trained with their soft-

margin contrastive and triplet losses, respectively. The Vo

method [34] has an additional OR branch. It was trained

with an exhaustive soft-margin triplet loss and an auxiliary

OR square loss. The CNN model of [38] was trained with

the Euclidean loss using only positive pairs. Both CVM-

Net-I and CVM-Net-II [11] were trained with their scaled

soft-margin ranking loss.

Comparative results are shown in Table 1. It can be

seen that our Siam-FCANet18 and Siam-FCANet34 net-

works trained with HER triplet loss significantly outperform

existing methods on benchmark datasets, including the Vo

method [34] and CVM-Nets [11]. Note that, the test set

of VH [27] consists of three subsets: Denver, Detroit, and

Seattle. This is mainly because our approach can produce

more discriminative features than state-of-the-art methods

[34, 11].

It is also observed that all learning-based methods

achieve higher performance on CVUSA [38] than on the

VH dataset [34]. For example, Siam-FCANet18 achieves

a recall of 77.2% on the Denver subset, but a much higher

recall of 98.3% on the CVUSA dataset. This is because

panoramas with wide fields-of-view and high resolutions

provide more meaningful information for networks to learn

better representations for cross-view image recognition. In

contrast, it is challenging for deep learning models to learn

cross-view features from coarsely cropped images with

drastic orientation variations (e.g., the VH dataset).

Recall@ Top 1%

CVUSA Denver Detroit Seattle

Siam-Net [34] — 21.6% 21.9% 17.7%

Tri-Net [34] — 43.2% 39.5% 35.5%

Siam DBL-Net [34] — 48.4% 45.0% 41.8%

Tri DBL-Net [34] — 49.3% 47.1% 40.0%

Workman et al. [38] 34.3% 15.4% — —

Zhai et al. [41] 43.2% — — —

Vo [34] 83.9% 62.4% 55.8% 48.1%

CVM-Net-I [11] 91.4% 67.9% — —

CVM-Net-II [11] 87.2% 66.6% — —

Our approach

Siam-FCANet18 98.3% 77.2% 71.5% 68.1%

Siam-FCANet34 98.3% 78.3% 71.9% 71.1%

Table 1. Comparative results on two datasets. Here, “-” denotes

that the results on the corresponding test set are unavailable.
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Figure 7. The recall@top k% curves of our approach and existing

methods.

Our Siam-FCANet18 model performs closely to Siam-

FCANet34. This means the direct stacking of more learning

layers in our model cannot bring significant improvement in

feature discriminativeness for cross-view recognition.

In Figure 7, we further show the recall at top k% (i.e.,

from top 1 to top 1%) achieved by our FCANets and ex-

isting methods on the CVUSA dataset [38]. It is clear our

Siam-FCANet18 and Siam-FCANet34 models trained with

HER triplet loss achieve comparable performance and out-

perform all existing methods by a large margin.

4.4. Ablation Studies

In this section, we conduct ablation studies to test the

effectiveness of our designs.

FCAM. To evaluate the effectiveness of our dual at-

tention module, we removed FCAM from each building

block of the FCANet18 and FCANet34 extractors, result-

ing in two plain Siamese networks (namely, Siam-PNet18
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Recall@ Top 1%

CVUSA Denver Detroit Seattle

Without FCAM

Siam-PNet18 97.7% 76.7% 70.6% 68.6%

Siam-PNet34 98.0% 77.0% 71.8% 69.5%

With FCAM

Siam-FCANet18 98.3% 77.2% 71.5% 68.1%

Siam-FCANet34 98.3% 78.3% 71.9% 71.1%

Table 2. Ablation study on the FCAM module.

and Siam-PNet34). Both Siam-FCANets and Siam-PNets

were trained with our hard exemplar reweighting triplet

loss. Comparative results on the CVUSA [38] and VH

datasets [34] are shown in Table 2.

It can be seen that models integrated with FCAM out-

perform plain models on most of the test sets. Comparing

Siam-FCANet34 to Siam-PNet34, the recalls are improved

by 0.3% and 1.3% on the CVUSA [38] and Denver [34] test

sets, respectively.

FC layer with orientation regression vs NetVLAD

layer. We used two different ways to aggregate CNN fea-

tures. In the original Siam-FCANets, we used an FC layer

in each arm, and further added an auxiliary orientation re-

gression branch to impose orientation invariance. Alterna-

tively, we used the NetVLAD layer [2] to form two new

models, i.e., Siam-VFCANet18 and Siam-VFCANet34.

The results are shown in Table 3.

Recall@ Top 1%

CVUSA Denver Detroit Seattle

NetVLAD

Siam-VFCANet18 93.9% 70.4% 63.6% 60.3%

Siam-VFCANet34 92.6% 67.0% 59.1% 60.4%

FC layer with orientation regression

Siam-FCANet18 98.3% 77.2% 71.5% 68.1%

Siam-FCANet34 98.3% 78.3% 71.9% 71.1%

Table 3. Comparison of two different CNN feature aggregation

methods.

Comparative results demonstrate that models with an FC

layer and additional orientation regression significantly out-

perform models with an NetVLAD layer on all datasets.

This means, directly using FC layer with an extra auxiliary

OR learning branch can learn orientation invariance and

generate better representations than the clustering-based

feature aggregation module for cross-view image matching.

Our HER triplet loss vs exhaustive soft-margin

triplet loss. To further demonstrate the effectiveness of

our HER triplet loss, we compare it to the exhaustive soft-

margin triplet loss [34] on two datasets [38, 34]. For fair

comparison, both losses were supplemented with an aux-

iliary orientation regression loss, and were used to train

two versions of Siam-FCANets separately. Additionally, we

also trained the Vo network [34] with our loss, and compare

Recall@ Top 1%

CVUSA Denver Detroit Seattle

Exhaustive soft-margin triplet loss [34]

Vo Network [34] 83.9% 62.4% 55.8% 48.1%

Siam-FCANet18 95.1% 75.3% 69.5% 66.2%

Siam-FCANet34 96.5% 76.9% 70.6% 69.7%

Our loss

Vo network [34] 86.7% 65.9% 58.9% 51.7%

Siam-FCAMNet18 98.3% 77.2% 71.5% 68.1%

Siam-FCAMNet34 98.3% 78.3% 71.9% 71.1%

Table 4. Comparative results achieved by our loss and the exhaus-

tive soft-margin triplet loss.

it to its original method trained with the exhaustive soft-

margin triplet loss.

It can be seen from Table 4 that our loss significantly

outperforms the exhaustive soft-margin triplet loss on all

datasets. These results demonstrate that our hard exem-

plar reweighting loss can improve network training and

learn more discriminative features for cross-view image

geo-localization.

Multiple rotation samples. In the VH dataset [34], all

matched cross-view image pairs in the training subsets are

well aligned in azimuth. However, images in test subsets

are completely shuffled by full degrees of random rotation.

We further tested our methods using features averaged from

multiple samples with different rotations. Table 5 shows

the recall achieved by our approach with multiple rotation

samples. It can be seen that using multiple rotation samples

improves performance under unknown orientations.

Recall@ Top 1%

Denver Detroit Seattle

Original samples

Siam-FCANet18 77.2% 71.5% 68.1%

Siam-FCANet34 78.3% 71.9% 71.1%

16 rotation samples

Siam-FCANet18 79.0% 73.0% 69.2%

Siam-FCANet34 80.1% 72.7% 73.3%

Table 5. Comparative results achieved by different networks

trained with original samples and 16 rotated samples.

5. Conclusion

In this paper, we have proposed a cross-view geo-

localization method by matching ground-view images to

aerial images. We proposed a new triplet loss to achieve

online end-to-end hard exemplar mining based on exemplar

reweighting. Our loss can adaptively focus on useful hard

triplets while suppressing useless simple triples. Besides,

we introduced a lightweight dual attention module to fur-

ther improve the representation capability of CNN features.

We tested our method on two existing benchmark datasets.

Experimental results demonstrated that our method signifi-

cantly outperforms the state-of-the-art approaches.
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