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ABSTRACT

The majority of recommender systems are designed to make
recommendations for individual users. However, in some
circumstances the items to be selected are not intended for
personal usage but for a group; e.g., a DVD could be watched
by a group of friends. In order to generate effective recom-
mendations for a group the system must satisfy, as much as
possible, the individual preferences of the group’s members.
This paper analyzes the effectiveness of group recommen-

dations obtained aggregating the individual lists of recom-
mendations produced by a collaborative filtering system.
We compare the effectiveness of individual and group rec-
ommendation lists using normalized discounted cumulative
gain. It is observed that the effectiveness of a group rec-
ommendation does not necessarily decrease when the group
size grows. Moreover, when individual recommendations are
not effective a user could obtain better suggestions looking
at the group recommendations. Finally, it is shown that the
more alike the users in the group are, the more effective the
group recommendations are.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Information
Filtering

General Terms

Algorithms, Experimentation

Keywords
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filtering

1. INTRODUCTION
Recommender Systems (RSs) are software tools and tech-

niques suggesting to a user a well selected set of items match-
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ing the user’s taste and preferences [18, 1, 4]. The sugges-
tions relate to various decision-making processes, such as
what items to buy, what music to listen to, or what on-
line news to read. They are widely used in Web-based e-
commerce applications to help online users to choose the
most suitable products, e.g. movies, CDs, books, or travels.

The large majority of RSs are designed to make recom-
mendations for individual users. Since recommendations are
usually personalized, different users receive diverse sugges-
tions. However, in some circumstances the items to be se-
lected are not intended for personal usage but for a group of
users; e.g., a DVD could be watched by a group of friends or
in a family. These groups can vary from stable groups to ad
hoc groups requiring recommendations only occasionally.

For this reason some recent works have addressed the
problem of identifying recommendations “good for” a group
of users, i.e., trying to satisfy, as much as possible, the in-
dividual preferences of all the group’s members [8]. Group
recommendation approaches are either based on the gener-
ation of an integrated group profile or on the integration of
recommendations built for each member separately (see sec-
tion 2). Group RSs have been designed to work in different
domains: web/news pages [17], tourism [15, 13], music [6,
14], TV programs and movies [16, 21].

A major issue in this research area relates to the difficulty
of evaluating the effectiveness of group recommendations,
i.e., comparing the generated recommendations for a group
with the true preferences of the individual members. One
general approach for such an evaluation consists of inter-
viewing real users. In this approach there are two options:
either to acquire the users’ individual evaluations for the
group recommendations and then integrate (e.g., averaging)
these evaluations into a score that the group “jointly” as-
signs to the recommendations; or to acquire directly a joint
evaluation of the group for the recommendations. In the
first case one must decide how the individual evaluations
are integrated; this is problematic as different methods will
produce different results and there is no single best way to
perform such an integration. Another difficulty, which is
common to both options, as was observed by [12], is related
to the fact that the satisfaction of an individual is likely to
depend on that of other individuals in the group (emotional
contagion). Moreover, on-line evaluations can be performed
on a very limited set of test cases and cannot be used to
extensively test alternative algorithms.

A second approach consists of performing off-line evalu-
ations, where groups are sampled from the users of a tra-



ditional (i.e., single-user) RS. Group recommendations are
offered to group members and are evaluated independently
by them, as in the classical single user case, by comparing
the predicted ratings (rankings) with the ratings (rankings)
observed in the test set of the user. The group recommenda-
tions are generated to suit simultaneously the preferences of
all the users in the group and our intuition suggests that they
cannot be as good as the individually tailored recommenda-
tions. We observe that using this evaluation approach, in
order to test the effectiveness of a group recommendation,
we do not need the joint group evaluations for the recom-
mended items, and we can reuse the most popular data sets
(e,g, Movielens or Netflix) that contain just evaluations (rat-
ings) of individual users.
In this paper we follow the second approach evaluating a

set of novel group recommender techniques based on rank
aggregation. We first generate synthetic groups (with vari-
ous criteria), then we build recommendation lists for these
groups, and finally we evaluate these group recommenda-
tions on the test sets of the users. The group recommen-
dations are built in two steps: first a collaborative filtering
algorithm produces individual users’ rating predictions for
the test items and consequently individual ranking predic-
tions based on these rating predictions are generated. Then
a rank aggregation method generates a joint ranking of the
items recommended to the group by integrating the indi-
vidual ranking predictions computed in the previous step.
We then measure, for each group member, how good this
integrated ranking is, and if this is worse than the initial in-
dividual ranking built by the system by taking into account
only the ratings contained in the profile of the user. We per-
formed an analysis of the generated group recommendations
(ranking) varying the size of the groups, the inner group
members similarity, and the rank aggregation mechanism.
As we mentioned above, intuition suggests that aggregat-

ing individual rankings, i.e., mediating the potentially con-
trasting preferences of the group members, should result in
a decrease of the recommendation effectiveness. Moreover,
one can also conjecture that the larger is the number of peo-
ple in the group the harder it is to find a consensus among
them.
In this work, we show that these intuitions are not al-

ways correct. In fact, we show that in certain cases group
recommendations with rank aggregation can be more effec-
tive than individual recommendations, when effectiveness
is measured using normalized discounted cumulative gain
(nDCG), a popular IR metric measuring the quality of the
ranking produced by a system. We observe that this hap-
pens when the individual recommendations are not partic-
ularly good, i.e., when the recommender system is not able
to make good personalized recommendations. We show that
this happens often in real scenarios. Moreover, we confirm
the intuition that the effectiveness of the group recommen-
dations raises when the group members are more similar.
It is worth noting that in this paper we focus on the good-

ness of the predicted ranking of the recommendations rather
than in evaluating the accuracy of the predicted ratings’ val-
ues. We believe that especially for group recommendations
it is more important to understand if the RS correctly sorts
the proposed items, hence suggests to the group first the
items more suitable for all the group members. This ap-
proach follows a new trend of evaluating recommender sys-
tems [19]. Moreover, we observe that the rank aggregation

problem has been largely studied and the notion of optimal
rank, i.e., the Kemeny optimal one, has been defined [7].
Some of the rank aggregation techniques that we have used
(e.g., Spearman footrule optimal aggregation) are proved to
be close to the Kemeny optimal one and therefore our re-
sults show important and fundamental properties of the best
solutions to group recommendation via rank aggregation.

This paper is structured as follows. Section 2 overviews
related researches. Section 3 defines our approach based
on rank aggregation. Section 5 provides the experimental
evaluation of the approach and finally Section 6 draws the
conclusions and describes some future work.

2. RELATEDWORK
The major part of the research on group recommenda-

tion investigated the core algorithms used for generating the
group recommendations. Different strategies are available
and two main approaches have been proposed [8]. The first
consists of creating a joint user profile for all the users in
the group and then performing a recommendation for this
artificial user represented by the group profile [14, 21]. This
would provide a recommendation for the group that is based
on all the user profiles and in some way represents the group
interests mediated in the group profile. The second approach
aggregates the recommendations for each individual mem-
ber into a single group recommendation list. In this case,
first the recommendations for each individual group mem-
ber are created independently, and then these ranked lists
of items, one for each individual user, are aggregated into
a joint group recommendation list. Berkovsky and Freyne
[3] compared the two approaches in a recipe recommenda-
tion problem and found that the first one performs slightly
better. In their study the second approach is implemented
by computing an item rating prediction for a group as a
domain-dependent linear combination of the predictions for
the group members. Actually, this is only one of the many
possible approaches for aggregating predictions and an ex-
tensive comparison of the two approaches is still missing in
the literature.

In our work we are concerned with recommendations gen-
erated using this second approach, i.e., aggregating individ-
ual recommendations. The core issue in this case is how
to aggregate into a single group recommendations’ list the
ranked lists of recommendations produced for each group
member. And then the second problem is related to the es-
timation of how this integrated ranking would be evaluated
by the group members.

Masthoff [11] addressed the related problem of how sub-
jects aggregate recommendation lists, i.e., how a person would
select recommendations for a group balancing the prefer-
ences of the group members (three, in their experiments),
that are expressed by the ratings of these members for 10
options. The subjects were asked which items (clips) the
three should view as a group, given that they only had time
to see 1, 2, 3, ... or 7. The goal was primarily to under-
stand how humans aggregate group preferences and hence
to select the aggregation method that is best evaluated by
the users. That study concluded that there is evidence that
human subjects use in particular Average, Average With-
out Misery, and Least Misery (see [11] for the definition of
the aggregation strategies). Average and Least Misery are
two strategies that we have tested in our experiments. We
note however, that [11] did not evaluate how group members



evaluate group recommendations but how subjects integrate
recommendations for a group.
Another related work in the area of web search [7] deals

with rank aggregation methods for the web, and presents
a theoretical groundwork for building and evaluating rank
aggregation methods. Kemeny optimal aggregation is intro-
duced, and since this is computationally intractable other
aggregation methods are defined, showing that their pro-
duced rankings are close to the optimal one. We have adopted
that approach and used rank aggregation methods for com-
bining the ranking independently produced for each group
member by a collaborative filtering RS. The major technical
difficulties that we faced are related to the specific charac-
teristics of our application. In fact, in their case the best in-
tegrated ranking is defined as the Kemeny optimal one, i.e.,
that minimizing the (average) Kendall tau distance from the
predicted individual recommendation lists.
In the recommendation scenario the ultimate goal is not

simply to correctly aggregate the individual recommenda-
tion lists. In fact, that aggregation may be optimal, i.e.,
as close as possible to the individual recommendation lists,
but far from the true users’ preferences, i.e, those observed
in the test data. For instance, suppose that there are three
items p1, p2 and p3, and a group of users all rank these items
as [p1, p2, p3]. Imagine that the RS makes a systematic error
and predicts the ratings for the users in the group in such
a way that the generated ranking is [p3, p2, p1], i.e., it is the
reverse order of the correct one. Then the predicted rank-
ing for the group is also equal to [p3, p2, p1]. Clearly, this is
the Kemeny optimal aggregated ranking (since all of them
are equal) but it is a wrong group recommendation (because
the predictions were wrong) when it is compared to the true
preferred ranking of the group. To avoid this problem, in
our experimental evaluation the aggregated group ranking
is compared to the individuals’ optimal rankings that we
derive from the ratings in the test set.

3. RANK AGGREGATION FOR GROUP

RECOMMENDATIONS
Our group recommendation method is based on the ordi-

nal ranking of items, i.e., the result of a group recommen-
dation process is an ordered list of items. To generate the
ranking we use rank aggregation methods, taking a set of
predicted ranked lists, one for each group member, and pro-
ducing one combined and ordered recommendations’ list.
Most of the available rank aggregation methods are in-

spired by results obtained in Social Choice Theory [2]. This
theory studies how individual preferences could be aggre-
gated to reach a collective consensus. Social choice theorists
are concerned with combining ordinal rankings rather than
ratings. Thus, they search for a societal preference result,
where output is obtained combining several people ordered
preferences on the same set of choices. For instance, in elec-
tions a number of ranked candidates, provided by voters, is
collected and aggregated into one final ranked electors’ list.
Arrow [2] proved that this aggregation task is impossible,
if the combined preferences must satisfy a few compelling
properties. His theorem states that there cannot be one
perfect aggregation method, and this allows for a variety of
different aggregation methods to exist.
In this paper we will discuss a few different rank aggrega-

tion methods. There are two known ways to build a ranked

list of recommendations for a group by using aggregation
methods. The first approach can be applied to lists of items
where a prediction of the user rating for each item is avail-
able. This approach computes first the group score for an
item, which is a kind of prediction of the joint group rating,
by integrating the predicted ratings for the item in the vari-
ous input lists. Then the group score for the item is used to
rank the items for the whole group. The other approach uses
only the ranked lists produced for each individual and then
in order to get the final group ranking applies aggregation
methods on these lists.

Creating recommendations using rank aggregation meth-
ods addresses the problem of finding “consensus” ranking
between alternatives, given the individual ranking prefer-
ences of several judges[7]. The appropriate rank aggregation
method usually depends on the ranking distance to optimize
[7] and also on the properties of the lists that are aggregated.
The aggregated list that minimizes the average Kendall tau
distance from the input lists is called the Kemeny optimal
aggregation. The Kendall tau distance counts the number of
pair-wise disagreements between two lists. Kemeny optimal
aggregation is the unique method that simultaneously satisfy
natural and important properties of rank aggregation func-
tions, called neutrality and consistency in the social choice
literature (also known as Condorcet property) [20]. How-
ever, it was proved in [7] that such aggregation is NP-Hard
and, therefore, we consider rank aggregation methods that
approximate Kemeny optimal aggregation. These methods
work with full lists of items, i.e., the aggregated lists contain
the same items. We note that in our case this is not a limi-
tation as we use collaborative filtering based on latent factor
model [9]. Factor models can return ratings’ predictions for
all the unrated items and therefore can generate a full list
of ranked items for all the users.

We now describe the rank aggregation methods that we
use. All these methods take as input a set of items’ per-
mutations g = {σ1, . . . , σ|g|}, one for each group member,
and produce a new permutation σg, i.e., the recommended
ranking for the group g. σu is the permutation of the items
I = {1, . . . , n}, representing the ranked list recommenda-
tions for user u; σu(j) is the position of item j in this list.
For instance, σu(j) = 1 means that the item j is in the top
position in the ranked list of recommendations for user u.

Spearman footrule aggregation finds an aggregation
that minimizes the average Spearman footrule distance to
the input rankings. The Spearman footrule distance be-
tween two lists is the sum, over all the items i of the ab-
solute difference between the rank positions of i in the two
lists. For instance, if σu σv are two permutations of the
items in I their Spearman footrule distance is: F (σu, σv) =∑

i∈I
|σu(i)− σv(i)|.

This aggregation method produces a ranking having aver-
age Kendall tau distance from the integrated rankings less
than twice the average Kendall tau distance of the Kemeny
optimal aggregation from the same rankings [7]. This ag-
gregation is computed by finding a minimum cost perfect
matching in a particular bipartite graph. Computations are
made on the weighted complete bipartite graph (C,P,W )
as follows. The first set of nodes C denotes the set of items
to be ranked. The second set of nodes P denotes the num-
ber of available positions. The weight W (c, p) is the total
footrule distance (from all the individual user rankings) of
the ranking that places element c at position p, and is given



by W (i, p) =
∑

u∈g
|σu(i)− p|. We refer to [7] for additional

details on this method.
InBorda count aggregation method each individual item

in a group member’s ranked list is awarded with a score
which is given according to its position in the list, scoreu(i) =
n−σu(i)+ 1. The lower is the item position in the list (i.e.,
the larger is the value of σu(i)) the smaller is the score. Fi-
nally, the score points for the users in the group g, are added
up, scoreg(i) =

∑
u∈g

scoreu(i), and are used to produce

the aggregated ranking (in decreasing group score value).
Recently, it was shown by Coppersmith et al. [5] that the
Borda’s method produces aggregated lists that have aver-
age Kendall tau distance from the integrated rankings in g

less than five times the average Kendall tau distance of the
Kemeny optimal aggregation from the rankings in g.
The next two aggregation methods require that the items

in the lists to aggregate are sorted according to (predicted)
ratings. Since these lists represent recommendations for
users the ratings are those predicted by the recommender
system. The output of these methods is again a ranked list
of items but the ranking is computed by using an aggrega-
tion method that uses the (predicted) ratings.
In Average aggregation the item i group score is equal to

the average of the predicted ratings for the individuals, i.e.,

scoreg(i) =
∑

u∈g r̂ui

|g|
, where r̂ui is the predicted rating for

user u, item i combination. Then the ranking is computed
accordingly (decreasing values of group score).
Least Misery strategy also uses the predicted ratings of

the items in the individual recommendation lists. In this
method the group score for item i is equal to the small-
est predicted rating for i in the group, i.e., scoreg(i) =
minu∈g {r̂ui}. Thus, each item is predicted to be liked by
the group as the less satisfied member, and again in the in-
tegrated group ranking the items are ordered according to
these scores.
As a baseline we also consider the Random aggregation

method; it returns a random permutation of the items.

4. EXPERIMENTAL SETUP
In the experimental evaluation we measure the effective-

ness of the proposed group recommendation techniques. For
each member of a group, we compare the effectiveness of the
ranked recommendations generated for his group with the
effectiveness of those computed only for him. Effectiveness
of a ranking is computed with nDCG, as it will be illus-
trated below. We deliberately avoided to compute the joint
effectiveness of the group recommendations for the group
because, as we discussed in the introduction, it requires to
define an arbitrary aggregation formula integrating the ef-
fectiveness of the group recommendation for all the group
members.
To conduct the experiments we first generated artificial

groups of users (see Subsection 4.1 for the details). Then,
for evaluating the goodness of the recommendations (both
individual and group) we used the standard approach to di-
vide the dataset into two parts: the training set and the
testing set. Approximately 60% (randomly chosen) of the
ratings from the user profile were assigned to the training
set and the rest 40% to the testing set. We used collabora-
tive filtering to generate individual predictions for each user
(see Subsection 4.2 for the details). Then, these predictions
were aggregated into the group recommendations using the
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Figure 1: User-to-user similarity distribution.

previously described methods. Finally, in the last step we
computed the recommendation lists (individual and group)
ranking precision using Normalized Discounted Cumulative
Gain (nDCG) measure (see Subsection 4.3).

4.1 Data Set and Group Generation
To conduct the experiments, user groups of varying sizes

and similarities were generated by sampling MovieLens data
set, which contains 100K ratings for 1682 movies by 943
users (the precise number of generated groups depends on
the experiments and it is reported later on). We considered
groups containing two, three, four and eight users. More-
over, we distinguished between random groups and groups
with high inner group similarity. These are cases that are
common in a real life situations. Groups with highly simi-
lar members represent people with common tastes, such as
groups of friends. Whereas, random groups represent people
without any social relations, such as random people taking
the same bus.

Groups with high inner group similarity are defined as
those containing users with user-to-user similarity higher
than 0.27; where similarity is computed using Pearson cor-
relation coefficient (PCC). In our data set 33% of all the
possible user pairs have similarity higher that that thresh-
old of 0.27 (see Figure 1). Random groups were formed
without considering any restriction on the user-to-user simi-
larity. That led to a lower overall inner group similarity. For
example, the average similarity of the users in these random
groups is 0.132, whereas the average similarity of the users
in the groups with high inner group similarity is 0.456.

When forming the groups, in order to measure if two users
are similar or not we decided to consider only pairs of users
that have rated at least 5 common items. This is a common
practice in memory based CF literature and assures that the
computed similarity value is reliable and the correlation is
not high or low just by chance, i.e., because there is a perfect
agreement or disagreement on a small set of items.

4.2 Recommendation Lists for a Group
To compute rating predictions for each user and generate

individual recommendations’ lists we used a popular model
based collaborative filtering approach using matrix factor-



ization with gradient descent optimization [9]. Hence, in our
experimental setup individual predictions are computed us-
ing Singular Value Decomposition latent factor model with
60 factors. Using this prediction method for each user we
generated a ranked list of recommendations containing all
the items that are not present in the user’s training set
of any group member. Then, as we have discussed earlier,
our group recommendation algorithm takes as input either
these individual ranked lists of items’ recommendations or
the predicted ratings for each user in the group, and returns
a ranked list of recommendations for the whole group. The
individual recommendations are aggregated using the five
methods described in Section 3.

4.3 Effectiveness of a Ranked List of Recom-
mendations

For evaluating the goodness of a ranked list of recom-
mendations we use Normalized Discounted Cumulative Gain
(nDCG), a standard IR measure [10]. Let p1, . . . , pl be a
ranked list of items produced as an individual or group rec-
ommendation. Let u be a user and rupi the true rating of the
user u for the item pi (ranked in position i, i.e., σu(pi) = i).
Discounted Cumulative Gain (DCG) and normalized DCG
(nDCG) at rank k are defined respectively as:

DCG
u
k = rup1 +

k∑

i=2

rupi
log

2
(i)

(1)

nDCG
u
k =

DCGu
k

IDCGu
k

(2)

where IDCG is the maximum possible gain value for user u
that is obtained with the optimal re-order of the k items in
p1, . . . , pk.
To compute nDCG we need to know the true user rating

for all the items in the recommendation list. Actually, when
the test set (items rated by the users) contains only some of
the items ranked in the recommendation list one must up-
date the above definition. In our experiments we computed
nDCG on all the items in the test set of the user sorted
according to the ranking computed by the recommendation
algorithm (individual or group recommendations). In other
words, we compute nDCG on the projection of the recom-
mendation list on the test set of the users. For example,
imagine that r = [1, 4, 5, 8, 3, 7, 6, 2, 9] is a ranked list of
recommendations for a group. Since this is a group rec-
ommendation list, as we observed above, none of the items
in this list occurs in the training set of any group member.
Moreover, suppose that the user u test set consists of eight
items {1, 4, 7, 8, 9, 12, 14, 20}. In such case, we would com-
pute nDCG on the ranked list [1, 4, 8, 7, 9].

5. EXPERIMENTAL RESULTS

5.1 Effectiveness of Group Recommendations
In the first experiment we compare the effectiveness of

the group and individual recommendations when varying
the aggregation method and the group size. We conducted
this experiment for random groups and groups with high
inner group similarity. Our initial hypothesis was that the
effectiveness of the group recommendation, in both cases,
should decrease as the group size increases. In fact, our
intuition says that, even without taking into account the
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Figure 2: Effectiveness of group recommendation

with rank aggregation techniques.

group composition, it is harder to build good recommenda-
tions for larger groups as it gets harder to find a consensus
among many, potentially different preferences. Moreover,
when building recommendations for large groups we do not
consider items that are already experienced (are in the train-
ing set) by any of the user in the group. This is likely to
discard the most popular items, making it harder to make
“everybody likes this” type of recommendations.

Figure 2 shows the results of our experiments using ran-
dom groups and group with high inner similarity and il-
lustrates how this intuition in some cases could be wrong.
We computed the average effectiveness (nDCG), over all the
users in any group, of the group recommendations built us-
ing the five presented aggregation methods for group sizes
equal to 2, 3, 4 and 8. In Figure 2 the effectiveness of the
group recommendations is also compared with that of the
individual recommendations. These results are based on a



(a) 2 members

(b) 3 members

(c) 4 members
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Figure 3: Gain of group recommendations with re-

spect to individual recommendations.

sample consisting of 1000 groups for each experimental con-
dition (e.g., 1000 random groups of size 8).

Firstly, we observe that varying the group size the varia-
tion of the effectiveness of the group recommendations is not
large for groups of size 2, 3, and 4. Moreover, we see that
increasing the group size the effectiveness of the group rec-
ommendations tend to decrease only for randomly generated
groups. This does not hold for groups with high inner sim-
ilarity; in fact, the recommendations for groups with eight
members have the largest effectiveness. We note that rec-
ommendations for random groups of size 3 deviate from the
general behavior: they are more effective than those for ran-
dom groups of size 2. For high similarity groups the opposite
holds. We do not have an explanation for that; a more care-
ful analysis of the characteristics of the generated groups is
required.

Random aggregation performs uniformly worse than any
other method. The difference between random and other
aggregation methods varies from 3 to 6%. Such a small vari-
ation in performance could seem surprising, however, it can
be explained by the following example. Continuing the ex-
ample started in Subsection 4.3, imagine to compute nDCG
for the items in the user test set: {1, 4, 8, 7, 9}. Imagine that
the user has given the corresponding ratings for these items:
[5, 5, 4, 3, 2]. If the group (or personal) recommendation re-
turns this perfect ordering, then one has a perfect match
with user preferences and nDCG = 1.0. However, imagine,
that CF rating prediction method made some mistakes and
returned the ranked list {1, 8, 4, 9, 7}, with the correspond-
ing ratings: [5, 4, 5, 2, 3]. nDCG of this list is still large and
it is equal to 0.97. Further, if one generates a sample of ran-
dom orderings of this list, on average nDCG is 0.91; which
explains the high values of random aggregation in the pre-
vious experiment.

Comparing the effectiveness of group recommendations to
the individual recommendations, as expected, one can ob-
serve that the individual recommendations are better ranked
than the group recommendations. But this difference is very
small in the groups of size 2, 3, and 4. A noticeable dif-
ference is observed only for the largest groups, i.e., with 8
members. This shows that rank aggregation is an effective
approach for building group recommendations, especially for
small groups, when the objective of the recommender sys-
tem is to correctly rank the recommendations and not to
predict the correct rating.

These results show that combining potentially conflicting
rankings in a group could create a group recommendation
that is not satisfactory for the group members. This hap-
pens for large groups of size 8 in both random and highly
similar groups. But, even for large groups, aggregating the
ranked lists predictions of the users in a group in some cases
can have a positive effect. This could happen if the indi-
vidual predictions are not very good. In this situation, the
combination of the ranked lists of the group members can
fix errors performed by the individual predictions.

This conjecture is tested in the next Section 5.2 and was
originated by the observation that in many of our experi-
mental conditions the group recommendation effectiveness
is not substantially inferior than the individual one.

In conclusion, we also notice that the aggregation method
itself has not a big influence on the quality, except for ran-
dom aggregation. Moreover, we observe that there is no
clear winner and the best performing method depends on



the group size and inner group similarity. In the following
section we analyze the correlation between the effectiveness
of the group and the individual recommendations, and for
this goal we focus on groups of four users. This is a common
group size for many activities such as movie watching with
friends or traveling.

5.2 Relationship between Group and Individ-
ual Recommendations

In the second experiment we measure the difference be-
tween the effectiveness of the individual and the group rec-
ommendations’ lists. We want to understand when the group
recommendations are better or worse (ranked) than the in-
dividual recommendations. We call this difference the“gain”
of effectiveness of the group recommendations. A positive
gain means that the group recommendations are better ranked
than the individual recommendations. As it was done in the
previous experiment, we performed experiments with ran-
dom groups and groups with high inner group similarity.
We show results only for the average aggregation method
and the high inner similarity groups. However, the results
are very similar for the other settings using random groups
and Borda, Spearman Footrule or Least misery aggregation
methods (not shown here for lack of space).
Figure 3 shows a scatter plot where each user, in a group,

is represented by a point. Here, the x axis measures nDCG
for the user individual recommendation list, while the y axis
shows the gain in nDCG of this group recommendation list
for the same user. Note that the same user can be in several
different groups, hence a user may be represented by sev-
eral points. We plot only data for a sample of 3000 groups.
We can see that there is a negative correlation between the
gain and the effectiveness of the individual recommenda-
tions, i.e., the gain decreases as the effectiveness of the in-
dividual recommendations increases. This means that the
worse (ordered) the individual recommendations are, the
better (ordered) the group recommendations are, i.e., the
more valuable is to aggregate the recommendation lists of
the group members.
We visualized this tendency by plotting the best fit lines

through the points in the scatter plots. The correlation of
the fit is significant (p < 0.001). Specifically, it is -0.18 for
groups of size 2, -0.17 of size 3, -0.19 of size 4, -0.18 of size
8 for groups with high inner group similarity and average
aggregation method. We also observe that the best fit line
is getting steeper when groups sizes increases.
From the analysis of this experiment we can conclude that

the worse are the individual recommendations the better
are the group recommendations built aggregating the rec-
ommendations for the users in the group. This is a interest-
ing result as it shows that in real RSs, which always make
some errors, some users may be better served with the group
recommendations than with recommendations personalized
for the individual user. When the algorithm cannot make
accurate recommendations personalized for a single user it
could be worth recommending a ranked list of items that is
generated using aggregated information from similar users.
This result motivated the following experiment where we

look at the correlation between the average similarity of a
user to the other group members and the effectiveness of
the group recommendations for this user. In other words
we measured the effectiveness of the group recommenda-
tions for a user as a function of the user’s similarity to their

Figure 4: Correlation of the effectiveness of group

recommendations with the average similarity of the

user with the other group members.

peers. Here we use random groups since they better sample
the possible user-to-user similarities that can be observed in
groups.

Figure 4 shows the results of this experiment together with
the best fit line. On the x axis we plot the average similar-
ity of the user to all the other members of his group and
on the y axis the effectiveness of the group recommenda-
tion for that user. First of all, we notice that there is a
positive=0.22 (statistically significant p<0.001) correlation
between the similarity to the other group members and the
user satisfaction. This shows, that when a user is more sim-
ilar to the members of the group the group recommendation
is better ordered. We observe that this correlation is not as
strong as we expected; we believe this topic deserves further
analysis.

6. DISCUSSION AND CONCLUSIONS
In this paper we analyzed the effectiveness of ranked list

recommendations tailored for a group of users. We propose
to use rank aggregation techniques for generating group rec-
ommendations from individual recommendations. We show
that these recommendations are only slightly less effective
that the individual recommendations for groups of moderate
size (2, 3, and 4). Only for larger groups, of size 8, the group
recommendation is significantly inferior than the individual
recommendation.

Moreover, our results revealed some novel facts. First, we
observed that the effectiveness of group recommendations
does not necessarily decrease when the group size grows.
In fact, this is not happening for groups of similar users.
Secondly, when the individual recommendations are not cor-
rectly ranked, then recommending items ordered for a group
recommendation can improve the effectiveness of the rec-
ommendations. This indicates that when, for some reason,
the individual recommendations are not good, aggregating
the ranked list recommendations built for a group of users,
which the target user belongs to, can increase recommenda-
tion goodness. Third, we have experimentally confirmed a



common belief that the more alike are the users in the group,
the more satisfied they are with the group recommendations.
In the future, we want to test our findings with other data

sets, with other recommendation algorithms, and with real
users. In such a way we want to further validate our findings,
which are currently based on synthetically generated groups
and may also be dependent on the particular collaborative
filtering technique that we used, namely SVD.
In particular we would like to assess the impact in our

group recommendation techniques of collaborative filtering
prediction approaches aimed at producing better rankings
[19] rather more accurate rating predictions. We also want
to further investigate when it is convenient to make a group
recommendation instead of an individual recommendation.
We consider this approach as a semi-personalized recommen-
dation strategy. With that respect it would be important to
find critical user or group features that can help to decide
when it is beneficial to make an individual, or a group, or
even a non-personalized recommendation.
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