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#### Abstract

In this paper, we propose new aggregation functions for the pairwise comparison of alternatives in fuzzy preference modeling. More specifically, we introduce the concept of a grouping function, i.e., a specific type of aggregation function that combines two degrees of support (weak preference) into a degree of information or, say, a degree of comparability between two alternatives, and we relate this new concept to that of incomparability. Grouping functions of this type complement the existing concept of overlap functions in a natural way, since the latter can be used to turn two degrees of weak preference into a degree of indifference. We also define the so-called generalized bientropic functions that allow for a unified representation of overlap and grouping functions. Apart from analyzing mathematical properties of these types of functions and exploring relationships between them, we elaborate on their use in fuzzy preference modeling and decision making. We present an algorithm to elaborate on an alternative preference ranking that penalizes those alternatives for which the expert is not sure of his/her preference.
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## I. Introduction

FORMAL models for dealing with preferences have a long tradition in diverse research disciplines, ranging from economics and philosophy to operations research and statistics [24]. The two approaches prevailing the literature on choice and decision theory are based, respectively, on the two perhaps most

[^0]natural ways for expressing preferences, namely by evaluating individual alternatives and by comparing (pairs of) competing alternatives. While the former approach leads to preference models in the form of (numerical) utility functions, the latter employs (binary) relations in order to express (comparative) preferences in a qualitative way.

The relational approach to preference modeling is arguably more convenient from a knowledge acquisition point of view, especially since people often find it easier to compare two alternatives than to assess single alternatives in terms of numerical utility degrees. In fact, a number of well-known methods for decision making are based on pairwise comparisons of this type, including the Saatys analytical hierarchy process [31] and decision making based on fuzzy preference relations [1], [9], [11], [12], [16], [29], [35].

In fuzzy preference modeling, an indifference relation is usually derived from a weak preference relation $\mathcal{R}$ by means of a t-norm combination, i.e., $\mathcal{I}(A, B)=T(\mathcal{R}(A, B), \mathcal{R}(B, A))$, and it is a measure of the simultaneous fulfillment of $\mathcal{R}(A, B)$ and $\mathcal{R}(B, A)$. Likewise, incomparability is modeled in terms of a logical expression of the form, i.e., $\mathcal{J}(A, B)=$ $T(N(\mathcal{R}(A, B)), N(\mathcal{R}(B, A)))$, meaning that $A$ and $B$ cannot be compared if neither $A$ is (weakly) preferred to $B$ nor if it is the other way around ( $N$ is a negation operator) [17], [30].

However, despite the usefulness and soundness of this approach, one may argue that, at least in the context of the pairwise comparison of alternatives, the use of the standard fuzzy logical operators to combine weak preference or, say, support degrees is not compulsory. For example, there is, in principle, no strong reason to require associativity of the combination function, since by definition, a pairwise comparison refers to only two alternatives (and the result of the comparison is not an alternative).

Taking into account that Fodor and Roubens' axiomatization of the preference structures only demands independence, monotonicity, and symmetry and that associativity is not required, in this study, we aim to present new construction methods for the concepts of indifference and incomparability that do not forcibly depend on the use of $t$-norms.

To this end, we continue the work that was started in [6], where the concept of an overlap function was introduced. Consider the problem of assigning an object $q$ to either class $A$ (which corresponds to the event $q \in A$ ) or class $B$ (corresponding to $q \in B$ ). Roughly speaking, a degree of overlap between two support degrees $\mathcal{R}(A, B)$ and $\mathcal{R}(B, A)$ is the amount of
simultaneous evidence in favor of $q \in A$ and $q \in B$. With regard to the assignment of $q$ to one of the classes $A$ or $B$, it may hence serve as a measure of indifference in the sense of [17]. Here, we complement this function by what we call a grouping function. The latter is supposed to measure the amount of evidence in favor of either of the two classes $A$ and $B$. Thus, its negation may serve as a measure of incomparability. As a unifying element, we introduce the concept of a generalized bientropic function for the representation of the uncertainty that is involved in assigning $q$ to class $A$ or $B$ and show that both the overlap and the grouping function can be derived from a generalized bientropic function.

These considerations have led us to pose the following objectives.

1) Define the concept of grouping function.
2) Define the concept of generalized bientropic function.
3) Analyze the connections of these concepts with overlap functions.
4) Define the concepts of indifference and incomparability in the sense of [17] and [30] and in terms of overlap functions, grouping functions, and bientropic functions.
A problem arises in the pairwise comparison of alternatives in fuzzy preference modeling when the expert provides a value for the preference of alternative $A$ over alternative $B$ close to 0.5 , i.e., when the expert is not sure of which alternative he or she prefers. For this situation, we propose an algorithm that makes use of the concept of a generalized bientropic function, since these functions allow us to penalize values around 0.5 (just by taking the minimal entropy). In the algorithm that we propose, we are also going to penalize indifference of the experts in the preference of alternatives, as well as the incomparability between them.

This paper is organized as follows. In Section II, we introduce the basic concepts that we are going to use later. In Section III, we define grouping functions, and we study their properties. In Section IV, we introduce the concept of generalized bientropic functions and study their main properties. In Section V, we consider connections between generalized bientropic functions, overlap functions, and grouping functions. In Section VI, we elaborate on differences and similarities between the concepts of indifference, incomparability, overlap, grouping, and generalized bientropic function. We present an algorithm for the exploitation phase in decision-making problems that allows us to select the best alternative by minimization of an expression in terms of generalized bientropic functions, indifference, and incomparability. In Section VII, we present some open problems. Finally, in Section VIII, we present some conclusions.

## II. Preliminary Definitions

We start by recalling some basic concepts that we are going to use in our subsequent developments.

## A. Negations, Automorphisms, and Aggregation Functions

A strict negation (see [34]) is a continuous and strictly decreasing mapping, i.e., $N:[0,1] \rightarrow[0,1]$, such that $N(0)=1$ and $N(1)=0$. A strong negation is an involutive strict nega-
tion, i.e., a strict negation $N$, such that $N(N(x))=x$ for all $x \in[0,1]$.

Given a strong negation $N$, an equilibrium point $e \in(0,1)$ of that negation is characterized by the property, i.e., $N(e)=e$. It is easy to show that a strong negation has a unique equilibrium point.

An automorphism (see [3] and [4]) of the unit interval is a bijective mapping, i.e., $\varphi:[0,1] \rightarrow[0,1]$, which is strictly increasing $(\varphi(0)=0$ and $\varphi(1)=1)$. Observe that, in particular, any automorphism is continuous.

For us, an aggregation function (see [2] and [18]) will be a binary increasing mapping $M:[0,1]^{2} \rightarrow[0,1]$, such that $M(0,0)=0$ and $M(1,1)=1$. The well-known instances of aggregation functions are t-norms (see [25]). An aggregation function is conjunctive if it is bounded by the minimum, i.e., if $M\left(x_{1}, x_{2}\right) \leq \min \left(x_{1}, x_{2}\right)$. We say that an aggregation function does not have divisors of zero if $M\left(x_{1}, x_{2}\right)=0$, which implies that $x_{1}=0$ or that $x_{2}=0$.

## B. Fuzzy Relations

Definition 1 [17]: Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ be a referential set. A binary fuzzy relation $R$ on $X$ is defined as a fuzzy subset of $X \times X$, i.e., $R: X \times X \rightarrow[0,1]$. The value, i.e., $R\left(x_{i}, x_{j}\right)=$ $R_{i j}$, denotes the degree of membership of the element $\left(x_{i}, x_{j}\right) \in$ $X \times X$ in $R$ (see [10] and [17]).

We will say that the fuzzy relation $R$ satisfies the property of reciprocity (or that $R$ is reciprocal) if $R_{i j}+R_{j i}=1$ for all $i, j \in\{1, \ldots, n\}$. For this kind of relations, it is common not to define the main diagonal elements (see [19] and [23]). We will denote by $\mathcal{F} R(X \times X)$ the set of all binary fuzzy relations on $X$.

## C. Overlap Functions

Recall the situation that is outlined in Section I, in which an object $q$ must be assigned to class $A$ or class $B$. Moreover, suppose that we are given corresponding degrees of support (weak preference), $x=\mu_{A}(q)$ and $y=\mu_{B}(q)$, respectively, and we are interested in the degree $z$ to which $A$ and $B$ are supported simultaneously. More specifically, we are interested in a function, i.e., $F:[0,1]^{2} \rightarrow[0,1]$, such that $z=F(x, y)$. A natural candidate for $F$ is an overlap function as introduced in [6]. An overlap function is essentially characterized by symmetry and natural boundary and monotonicity properties.

Definition 2 [6]: An overlap function is a mapping, i.e., $G_{O}:[0,1]^{2} \rightarrow[0,1]$, such that
$\left.G_{O} 1\right) G_{O}(x, y)=G_{O}(y, x)$ for all $x, y \in[0,1]$;
$\left.G_{O} 2\right) G_{O}(x, y)=0$ if and only if $x=0$ or $y=0$;
$\left.G_{O} 3\right) G_{O}(x, y)=1$ if and only if $x=y=1$;
$\left.G_{O} 4\right) G_{O}$ is nondecreasing;
$\left.G_{O} 5\right) G_{O}$ is continuous.
Example 1: For any $p>0$, the mapping, i.e., $G_{O}(x, y)=$ $(\min (x, y))^{p}$, is an overlap function. Note that, for $p \neq 1$, this overlap function is not associative.

A deep study of overlap functions has been developed in [6]. In particular, the following theorem and some construction methods were considered, as well as the relation between the overlap function and the analytic properties, such as migrativity or homogeneity.

Theorem 1 [6]: If a t-norm $T$ is an overlap function, then $T$ belongs to one of the following three types.

1) $T=T_{M}$.
2) $T$ is strict.
3) $T$ is the ordinal sum of the family $\left\{\left(\left[a_{m}, b_{m}\right], T_{m}\right)\right\}$, with all the $T_{m}$ being continuous Archimedean and such that if $a_{m_{0}}=0$ for some $m_{0}$, then $T_{m_{0}}$ is necessarily a strict t-norm.
Note that overlap functions form a convex class, whereas t -norms do not. Moreover, even the convex closure of the class of continuous t-norms with no zero divisors (which are the same as associative overlap functions) is a proper subclass of all overlap functions. Another important fact is that overlap functions are preserved under outer and inner transformations by means of automorphisms, i.e., if $\varphi_{1}, \varphi_{2}:[0,1] \rightarrow[0,1]$ are automorphisms, and $G_{O}:[0,1]^{2} \rightarrow[0,1]$ is an overlap function, then

$$
\begin{aligned}
& H_{O}:[0,1]^{2} \rightarrow[0,1] \text { given by } \\
& H_{O}(x, y)=\varphi_{1}\left(G_{O}\left(\varphi_{2}(x), \varphi_{2}(y)\right)\right)
\end{aligned}
$$

is also an overlap function.
The possible nonassociativity of overlap functions reflects the fact that they can combine the knowledge of several experts aggregating their individual overlap functions, e.g., as a convex sum (weighted arithmetic mean), or their log-convex sum (weighted geometric mean). The extension of Definition 2 from the binary case to $n$-dimensional overlap functions is straightforward, modifying $\left(G_{O} 1\right)$ into the symmetry of $n$-ary functions, $\left(G_{O} 2\right)$, requiring that $G_{O}\left(x_{1}, \ldots, x_{n}\right)=0$ if and only if $x_{i}=0$ for some $i \in\{1, \ldots, n\}$, and modifying $\left(G_{O} 3\right)$ into $G_{O}\left(x_{1}, \ldots, x_{n}\right)=1$ if and only if $x_{1}=\cdots=x_{n}=1$. Again, continuous t-norms (their $n$-ary forms) and their convex combinations are prototypical examples of $n$-ary overlap functions. Note that in our contribution we will work with binary overlap (and related) functions only.

## III. Grouping Functions

In this section, we introduce the concept of a grouping function as a natural complement of an overlap function. Given two degrees of support, i.e., $x=\mu_{A}(q)$ and $y=\mu_{B}(q)$, a grouping function is supposed to yield a degree $z$ to which the combination (grouping) of the two classes $A$ and $B$ is supported, i.e., either $A$ or $B$ or both.

Definition 3: A mapping $G_{G}:[0,1]^{2} \rightarrow[0,1]$ is a grouping function if it satisfies the following conditions.
$\left.G_{G} 1\right) G_{G}(x, y)=G_{G}(y, x)$ for all $x, y \in[0,1]$.
$\left.G_{G} 2\right) \quad G_{G}(x, y)=0$ if and only if $x=y=0$.
$\left.G_{G} 3\right) G_{G}(x, y)=1$ if and only if $x=1$ or $y=1$.
$\left.G_{G} 4\right) G_{G}$ is nondecreasing.
$\left.G_{G} 5\right) G_{G}$ is continuous.

Remark: Observe that a grouping function is a particular type of binary aggregation function. Moreover, as in the case of overlap functions, the extension of Definition 3 from the binary case to $n$-dimensional grouping functions is straightforward, modifying $\left(G_{G} 1\right)$ into the symmetry of $n$-ary functions, $\left(G_{G} 2\right)$ requiring that $G_{G}\left(x_{1}, \ldots, x_{n}\right)=0$ if and only if $x_{1}=\cdots=x_{n}=0$ and modifying $\left(G_{G} 3\right)$ into $G_{G}\left(x_{1}, \ldots, x_{n}\right)=1$ if and only if $x_{i}=1$ for some $i \in\{1, . ., n\}$. Again, continuous t-conorms (their $n$-ary forms) and their convex combinations are prototypical examples of $n$-ary grouping functions.

Example 2: The following binary aggregation functions are examples of grouping functions:

$$
\begin{align*}
G_{G}(x, y) & =(\max (x, y))^{k} \text { with } k>0  \tag{1}\\
G_{G}(x, y) & =\frac{\max (x, y)}{\max (x, y)+\sqrt{(1-x)(1-y)}} \tag{2}
\end{align*}
$$

In the following sections, we establish some connections between grouping functions and overlap functions.

The following theorem shows the relation between grouping functions and overlap functions.

Theorem 2: Let $G_{O}$ be an overlap function, and let $N$ be a strict negation. Then

$$
\begin{equation*}
G_{G}(x, y)=N\left(G_{O}(N(x), N(y))\right) \tag{3}
\end{equation*}
$$

is a grouping function. Reciprocally, if $G_{G}$ is a grouping function, then

$$
\begin{equation*}
G_{O}(x, y)=N\left(G_{G}(N(x), N(y))\right) \tag{4}
\end{equation*}
$$

is an overlap function.
Proof: $\quad\left(G_{G} 1\right)$ The proof is direct. $\quad\left(G_{G} 2\right), \quad G_{G}(x, y)=0=N\left(G_{O}(N(x)\right.$, $N(y))$ ) if and only if $G_{O}(N(x), N(y))=1$ if and only if $N(x)=N(y)=1$ if and only if $x=y=0 .\left(G_{G} 3\right)$, $G_{G}(x, y)=1=N\left(G_{O}(N(x), N(y))\right) \quad$ if $\quad$ and $\quad$ only $\quad$ if $G_{O}(N(x), N(y))=0$ if and only if $N(x)=0$ or $N(y)=0$ if and only if $x=1$ or $y=1 .\left(G_{G} 4\right)$ and $\left(G_{G} 5\right)$ are direct.

Corollary 1: Let

$$
G_{G}^{\text {Sup }}(x, y)=\left\{\begin{array}{l}
0 \text { if } x=y=0 \\
1 \text { in other case }
\end{array}\right.
$$

and

$$
G_{G}^{\mathrm{Inf}}(x, y)=\left\{\begin{array}{l}
1 \text { if } \max (x, y)=1  \tag{5}\\
0 \text { in other case }
\end{array}\right.
$$

Then, the pointwise supremum of all grouping functions is given by $G_{G}^{\text {Sup }}$ and the pointwise infimum is given by $G_{G}^{\operatorname{Inf}}$. In particular

$$
\begin{equation*}
G_{G}^{\operatorname{Inf}}(x, y) \leq G_{G}(x, y) \leq G_{G}^{\text {Sup }}(x, y) \text { for all } x, y \in[0,1] \tag{6}
\end{equation*}
$$

Proof: The proof is direct.
Comment 1: Let $G_{O}$ be an overlap function and $G_{G}$ be a grouping function. Then, it never happens that $G_{G}(x, y) \leq$ $G_{O}(x, y)$ for all $x, y \in[0,1]$. Just observe that, evidently, for any $G_{G}$ and $G_{O}$, it holds that $G_{G}(1,0)=1>0=G_{O}(1,0)$, excluding the possibility that $G_{G} \leq G_{O}$.

Theorem 3: Let $G_{G}$ be an associative grouping function. Then, $G_{G}$ is a t-conorm.

Proof: We only need to see that 0 is the neutral element of $G_{G}$. From the continuity of $G_{G}$ and the fact that $G_{G}(1,0)=1$, $G_{G}(0,0)=0$, it follows that, for any $\left.x \in\right] 0,1[$, there exists $y \in] 0,1\left[\right.$, such that $x=G_{G}(y, 0)$. However, then, $G_{G}(x, 0)=$ $G_{G}\left(G_{G}(y, 0), 0\right)=G_{G}\left(y, G_{G}(0,0)\right)=G_{G}(y, 0)=x$, and similarly, $G_{G}(0, x)=x$.

To see that the converse of Theorem 3 does not hold, it is enough to consider discontinuous t-conorms.

Note that, like in the case of overlap functions, grouping functions form a convex class, which is closed under outer and inner automorphism transformations. Moreover, there exist functions other than $t$-conorms that are grouping functions; see (1) and (2).

## IV. Generalized Bientropic Functions

Since overlap and grouping both measure specific types of uncertainty with regard to the class assignment of an object $q$, one may wonder whether these concepts can be unified in one way or the other. As will be shown later on, this is indeed possible, thanks to the concept of generalized bientropic functions as introduced in this section. The definition of this type of function builds on the normal $E_{N}$-functions that are introduced in [7].

Definition 4 [7]: A function $E_{N}:[0,1] \rightarrow[0,1]$ is called a normal $E_{N}$-function that is associated with the strong negation $N$ if it satisfies the following conditions.

1) $E_{N}(x)=0$ if and only if $x=0$ or $x=1$.
2) $E_{N}(x)=1$ if and only if $x=e$, where $e$ is the equilibrium point of $N$.
3) $E_{N}(x)=E_{N}(N(x))$ for all $x \in[0,1]$.
4) If $y \geq x$ when $x \geq e$, and $y \leq x$ when $x \leq e$, then $E_{N}(x) \geq E_{N}(y)$.
Example 3:

$$
\begin{aligned}
& E_{N}(x) \\
& = \begin{cases}\frac{x \log (x)+(1-x) \log (1-x)}{\log (0.5)}, & \text { if } x \neq 0 \text { and } x \neq 1 \\
0, & \text { if } x=0 \text { or } x=1\end{cases}
\end{aligned}
$$

Evidently, in this case, $N(x)=1-x$, and $e=1 / 2$.
Based on Definition 4, we propose the following definition.
Definition 5: A function $H:[0,1]^{2} \rightarrow[0,1]$ is called a bientropic function that is associated with the strong negation $N$, if it satisfies the following conditions.
$H 1) H(x, y)=H(y, x)$ for all $x, y \in[0,1]$.
H2) $H(x, y)=0$ if and only if $\{0,1\} \cap\{x, y\} \neq \emptyset$.
H3) $H(x, y)=1$ if and only if $x=y=e$, where $e$ is the equilibrium point of $N$.
H4) $H(x, y)=H(N(x), N(y))$.
$H 5) H$ is increasing on $[0, e]^{2}$ and decreasing on $[e, 1]^{2}$. Here, $e \in] 0,1[$ is the only point, such that $N(e)=e$.
Proposition 1: If $E_{N}$ is a normal $E_{N}$-function that is associated with the strong negation $N$, and $C$ is a conjunctive aggregation function with no zero divisors, then

$$
H(x, y)=C\left(E_{N}(x), E_{N}(y)\right) \text { for all } x, y \in[0,1]
$$

is a bientropic function.

Proof: The proof is direct.
Proposition 2: Let $\varphi_{1}$ and $\varphi_{2}$ be two automorphisms of the unit interval; $N$ be any strong negation, such that $N(e)=e$; and $C$ be a conjunctive aggregation function with no zero divisors. Under these conditions

$$
\begin{aligned}
& H(x, y)=C\left(\varphi_{1}^{-1}\left(1-\left|\varphi_{2}(x)-\varphi_{2}(N(x))\right|\right)\right. \\
& \varphi_{1}^{-1}\left(1-\left|\varphi_{2}(y)-\varphi_{2}(N(y))\right|\right)
\end{aligned}
$$

is a bientropic function.
Proof: The proof is direct.
Example 4: 1) If $\varphi_{1}(x)=x^{\frac{1}{d}}$ with $d \geq 1, \varphi_{2}(x)=x$, and $N(x)=1-x$ for all $x \in[0,1]$, then $E_{N}(x)=\varphi_{1}^{-1}(1-$ $|2 x-1|)=\varphi_{1}^{-1}(1-\max (2 x-1,1-2 x))=\varphi_{1}^{-1}(2 \min (1-$ $x, x))=2^{d}(\min (1-x, x))^{d} \quad$ is Kaufmans' normal $E_{N^{-}}$ function. Under these conditions, if we take $C=\min$, we obtain

$$
H(x, y)=\min \left(2^{d}(\min (1-x, x))^{d}, 2^{d}(\min (1-y, y))^{d}\right)
$$

2) If we take $\varphi_{1}(x)=1-(1-x)^{d}$ with $d \geq 1, N(x)=1-x$ and $\varphi_{2}(x)=x$ for all $x \in[0,1]$, the normal $E_{N}$-function that we obtain is from Yager, i.e., $E_{N}(x)=\varphi_{1}^{-1}(1-|2 x-1|)=$ $1-|2 x-1|^{d}$. Under these conditions, if we take $C=\min$, we obtain

$$
H(x, y)=\min \left(1-|2 x-1|^{d}, 1-|2 y-1|^{d}\right)
$$

As mentioned earlier, we seek to establish a connection between generalized bientropic functions and overlap/grouping functions. In order to guarantee desirable properties of the latter, it makes sense to restrict the class of generalized bientropic functions, as in the following definition.

Definition 6: A generalized bientropic function is a mapping, i.e., $G_{E}:[0,1]^{2} \rightarrow[0,1]$, for which there exists $\left.e \in\right] 0,1[$, such that
$\left.G_{E} 1\right) G_{E}(x, y)=G_{E}(y, x)$ for all $x, y \in[0,1] ;$
$\left.G_{E} 2\right) G_{E}(x, y)=0$ if $x=1$ or $y=1$;
$\left.G_{E} 3\right) G_{E}(x, y)=1$ if and only if $x=y=e$;
$\left.G_{E} 4\right) \quad G_{E}$ is decreasing in $[e, 1]^{2}$;
$\left.G_{E} 5\right) G_{E}$ is increasing in $[0, e]^{2}$.
Theorem 4: Every continuous bientropic function that is associated with the strong negation $N$ is a generalized bientropic function with $e$ given by the equilibrium point of $N$.

Proof: The proof is direct.
Observe that the converse of Theorem 4 does not hold.

## V. Connection Between Grouping Functions, Overlap Functions, and Generalized Bientropic Functions

In this section, we connect the concepts of grouping and overlap functions with that of generalized bientropic functions.

First of all observe that the classes of generalized bientropic functions, overlap functions, and grouping functions are disjoint. Note that, if $G_{O}$ is an overlap function, $G_{G}$ is a grouping function and $G_{E}$ is a generalized bientropic function; it follows that $G_{0}(0,1)=G_{E}(0,1)=0$, whereas $G_{G}(0,1)=1$; therefore, a grouping function can never be an overlap function or a generalized bientropic function. On the other side, by definition, there exists $e \in] 0,1\left[\right.$, such that $G_{E}(e, e)=1$ but


Fig. 1. Example of the generalized bientropic function which satisfies (8).
$G_{0}(e, e) \neq 1$ (since $e \neq 1$ ); therefore, in addition, the classes of overlap functions and generalized bientropic functions are disjoint. Nevertheless, we have the following result.

Proposition 3: Let $G_{E}$ be a generalized bientropic function and $G_{O}$ be an overlap function. Then, the function

$$
P(x, y)=G_{O}\left(G_{E}(x, y), G_{E}(x, y)\right)
$$

is also a generalized bientropic function.
Proof: Continuity is clear since we are dealing with a composite of continuous functions. Symmetry of $P$ is also obvious. Now, if $x=1$ or $y=1$, then $G_{E}(x, y)=$ 0 ; therefore, $P(x, y)=G_{E}(x, y)=0$. Moreover, $P(e, e)=$ $G_{O}\left(G_{E}(e, e), G_{E}(e, e)\right)=G_{O}(1,1)=1$. If $P(x, y)=1=$ $G_{O}\left(G_{E}(x, y), G_{E}(x, y)\right)$, we have $G_{E}(x, y)=1$ if and only if $x=y=e$. Finally, the monotonicity conditions follow from the fact that they hold for $G_{E}$, and $G_{O}$ is monotone nondecreasing.

There is a very close relation between generalized bientropic functions and overlap functions, as the following results show.

Theorem 5: Let $G_{E}$ be a generalized bientropic function, such that

$$
\begin{equation*}
G_{E}(x, y)=0 \text { if and only if } x=1 \text { or } y=1 \tag{7}
\end{equation*}
$$

Then, for any strong negation, $N:[0,1] \rightarrow[0,1]$, such that $N(0.5)=0.5$, the mapping

$$
\begin{equation*}
G_{O}(x, y)=G_{E}(N(0.5 \cdot x), N(0.5 \cdot y)) \tag{8}
\end{equation*}
$$

is an overlap function. In addition, reciprocally, let $G_{O}$ be an overlap function, and let $N:[0,1] \rightarrow[0,1]$ be a strong negation. Then, the mapping

$$
\begin{equation*}
G_{E}(x, y)=G_{O}(N(|2 x-1|), N(|2 y-1|)) \tag{9}
\end{equation*}
$$

is a generalized bientropic function.
Proof: It follows from a straight calculation.
Example 5: The mapping (see Fig. 1)
$G_{E}(x, y)=\min (2(1-x), 2(1-y), \max (2 x, \epsilon), \max (2 y, \epsilon))$
with $\epsilon>0$ and $\epsilon<1 / 4$ is a generalized bientropic function that satisfies (7).

Take $N(x)=1-x$ for all $x \in[0,1]$. Then, from (8)

$$
\begin{aligned}
G_{O}(x, y)=\min (x, y, \max (2-x, \epsilon) & \\
& \max (2-y, \epsilon))=\min (x, y)
\end{aligned}
$$

Corollary 2: Let $G_{E}$ be a generalized bientropic function, such that

$$
\begin{equation*}
G_{E}(x, y)=0 \text { if and only if } x=1 \text { or } y=1 \tag{11}
\end{equation*}
$$

Then, for any strong negation, i.e., $N:[0,1] \rightarrow[0,1]$, such that $N(0.5)=0.5$, the mapping

$$
\begin{equation*}
G_{G}(x, y)=N\left(G_{E}(N(0.5 \cdot N(x)), N(0.5 \cdot N(y)))\right) \tag{12}
\end{equation*}
$$

is a grouping function. Reciprocally, let $G_{G}$ be a grouping function. Then, the mapping

$$
\begin{equation*}
G_{E}(x, y)=N\left(G_{G}(|2 x-1|, \mid 2 y-1)\right) \tag{13}
\end{equation*}
$$

is a generalized bientropic function.
Proof: Direct.

## VI. Connection Between Incomparability, Overlap, Grouping, and Generalized Bientropic Functions in Preference Relations

## A. Fuzzy Preference Relations

Let $\mathcal{R} \in \mathcal{F} R(X \times X)$ be a fuzzy preference relation over a set of alternatives, i.e., $X=\left\{x_{1}, \ldots, x_{n}\right\}$ (see [10], [13], [17], [19], [26], and [28]); for each pair of alternatives $x_{i}$ and $x_{j}$, $\mathcal{R}_{i j}=\mathcal{R}\left(x_{i}, x_{j}\right)$ represents a degree of preference of $x_{i}$ over $x_{j}$, namely the degree to which $x_{i}$ is considered as least as good as $x_{j}$ (by definition, $\mathcal{R}_{i i}=1$ or $\mathcal{R}_{i i}$ are not considered).

From a weak preference relation $\mathcal{R}$, in [17] (see also [10] and [30]), the authors derive the following relations.

1) Strict preference, i.e., $\mathcal{P}_{i j}=\mathcal{P}\left(x_{i}, x_{j}\right)$, is a measure of strict preference of $x_{i}$ over $x_{j}$, indicating that $x_{i}$ is (weakly) preferred to $x_{j}$, but $x_{j}$ is not (weakly) preferred to $x_{i}$.
2) Indifference, i.e., $\mathcal{I}_{i j}=\mathcal{I}\left(x_{i}, x_{j}\right)$, is a measure of the simultaneous fulfillment of $\mathcal{R}_{i j}$ and $\mathcal{R}_{j i}$. Roughly speaking, $x_{i}$ and $x_{j}$ are considered equal in the sense that both $x_{i}$ is as good as $x_{j}$ and the other way around.
3) Incomparability, i.e., $\mathcal{J}_{i j}=\mathcal{J}\left(x_{i}, x_{j}\right)$, is a measure of the incomparability of $x_{i}$ and $x_{j}$, which occurs if neither $\mathcal{R}_{i j}$ nor $\mathcal{R}_{j i}$.
Fodor and Roubens axiomatically define these concepts. The three axioms that they present are: independence, monotonicity, and symmetry. In particular, they propose to express the aforementioned relations in terms of t-norms $T_{1}$ and $T$ and a strict negation $N$ :

$$
\begin{align*}
\mathcal{P}_{i j} & =T_{1}\left(\mathcal{R}_{i j}, N\left(\mathcal{R}_{j i}\right)\right) \\
\mathcal{I}_{i j} & =T\left(\mathcal{R}_{i j}, \mathcal{R}_{j i}\right) \\
\mathcal{J}_{i j} & =T\left(N\left(\mathcal{R}_{i j}\right), N\left(\mathcal{R}_{j i}\right)\right) \text { for all } i, j \in\{1, \ldots, n\} \tag{14}
\end{align*}
$$

TABLE I
EXAMPLES OF INDIFFERENCE AND INCOMPARABILITY

|  | Indifference sense Eq.(15) <br> $G_{O}(x, y)$ | Indifference sense Eq.(14) | Incomparability sense Eq.(15) |
| :---: | :---: | :---: | :---: |
| $\min (x, y)$ | Yes | Yes | No |
| $x \cdot y$ | Yes | Yes | No |
| $\min \left(x^{k} y, x y^{k}\right)$ with $\left.k \in\right] 0,1[$ | Yes | No | No |
| $\frac{\sqrt{x y}}{\sqrt{x y+1-x y}}$ | Yes | No | No |
| $1-(\max (x, y))^{k}$ with $k>0$ | No | No | Yes |
| $\frac{\sqrt{(1-x)(1-y)}}{\max (x, y)+\sqrt{(1-x)(1-y)}}$ | No | No | Yes |

Note that, according to the authors' axiomatization, the expressions in (14) are not the only possibilities, even more since associativity is not required; in fact, every monotone, symmetric bivariate function would do, in principle. These considerations lead us to consider the overlap and grouping of two (weak) preference degrees as alternative operations for deriving, respectively, a degree of indifference and a degree of incomparability since they also satisfy the three axioms of Fodor and Roubens. That is, we propose to define indifference and incomparability by

$$
\begin{align*}
\mathcal{I}_{i j} & =G_{O}\left(\mathcal{R}_{i j}, \mathcal{R}_{j i}\right) \\
\mathcal{J}_{i j} & =1-G_{G}\left(\mathcal{R}_{i j}, \mathcal{R}_{j i}\right) \tag{15}
\end{align*}
$$

Observe that expressions in (15) fulfill the independence, monotonicity, and symmetry axioms of Fodor and Roubens, but they are not forcibly obtained from t-norms, since we have not imposed associativity in the definition of overlap functions. There exist hence indifferences in the sense of (14) that are not indifferences in our sense; it is enough to consider any t-norm with divisors of zero. Conversely, there exist indifferences in our sense that are not indifferences in the sense of (14), just by considering any overlap function that is not a t -norm. See Table I.

Taking into account the constructions in Sections III-V, it turns out that the concepts of indifference (overlap) and incomparability (negation of grouping) can be written in terms of generalized bientropic functions. More concretely, we can show the following result.

Corollary 3: Let $\mathcal{R} \in \mathcal{F} R(X \times X), N$ be a strong negation, such that $N(0.5)=0.5$, and let $G_{E}$ be a generalized bientropic function, such that

$$
\begin{equation*}
G_{E}(x, y)=0 \text { if and only if } x=1 \text { or } y=1 \tag{16}
\end{equation*}
$$

Then, if the overlap function $G_{O}$ that is associated with $G_{E}$ by Theorem 5 is such that $G_{O}(x, 1-x) \leq 1 / 2$ for all $x \in[0,1]$, the following holds.

1) $\mathcal{I}_{i j}=G_{O}\left(\mathcal{R}_{i j}, \mathcal{R}_{j i}\right)=G_{E}\left(1-\frac{\mathcal{R}_{i j}}{2}, 1-\frac{\mathcal{R}_{j i}}{2}\right)$.
2) $\mathcal{J}_{i j}=1-G_{G}\left(\mathcal{R}_{i j}, \mathcal{R}_{j i}\right)=G_{E}\left(\frac{1+\mathcal{R}_{i j}}{2}, \frac{1+\mathcal{R}_{j i}}{2}\right)$.

Proof: Just recall Corollary 5.
Note that, from the condition, i.e., $G_{O}(x, 1-x) \leq 1 / 2$, that is imposed on the overlap function, it follows that $\mathcal{I}_{i j}+\mathcal{J}_{i j} \leq 1$.

## B. Grouping and Overlap Functions in Fuzzy Decision Making Using General Relations

In this section, we are going to consider the decision-making problem in a setting in which an expert expresses his or her preferences over a set of alternatives. It is assumed that the set of alternatives is finite:

$$
X=\left\{x_{1}, \ldots, x_{n}\right\} \text { with } n \geq 2
$$

Depending on the nature of alternatives and of the knowledge of the experts about those alternatives, preferences can be expressed in different ways. In this paper, we consider that this expression is done using fuzzy sets (see [8]).

We assume that the starting point is a fuzzy binary preference relation, which is not necessarily normalized:

$$
\mathcal{R}=\left(\begin{array}{cccc}
- & R_{12} & \ldots & R_{1 n}  \tag{17}\\
R_{21} & - & \ldots & R_{2 n} \\
\ldots & \ldots & - & \ldots \\
R_{n 1} & \ldots & \ldots & -
\end{array}\right)
$$

We want to act upon the fuzzy relation $\mathcal{R}$ to obtain an ordering of the alternatives that allows us to make a decision (to choose one of them). Moreover, we want to penalize

1) values of preferences that are close to 0.5 , i.e., situations in which an expert is not sure of whether he/she prefers an alternative against another;
2) possible indifference of the expert in his/her preference of one alternative against another;
3) possible incomparability between two alternatives.

These considerations have led us to propose an algorithm for the construction of the ranking of preference of alternatives, such that it minimizes an expression that is associated with each alternative $x_{i}$ and made up of three terms: the generalized bientropy that is associated with $\mathcal{P}_{i j}$, the indifference between $R_{i j}$ and $R_{j i}$, and the incomparability between both.

Given a fuzzy preference relation, i.e., $\mathcal{R} \in \mathcal{F} S(X \times X)$, we build the strict preference relation $\mathcal{P}$ that is associated with $\mathcal{R}$ by means of the expression that is proposed by Fodor and Roubens as follows:

$$
\begin{equation*}
\mathcal{P}_{i j}=T_{L}\left(\mathcal{R}_{i j}, N\left(\mathcal{R}_{j i}\right)\right) \tag{18}
\end{equation*}
$$

with $T_{L}(x, y)=\max (0, x+y-1)$ (Łukasiewicz t-norm) and $N$ being the standard negation. It is easy to see that in this setting the strict preference relation is given by

$$
\mathcal{P}_{i j}= \begin{cases}R_{i j}-R_{j i}, & \text { if } R_{i j}>R_{j i}  \tag{19}\\ 0, & \text { otherwise }\end{cases}
$$

```
Algorithm 1
Input: \(\mathcal{R} \in \mathcal{F S}(X \times X), G_{E}\) in the conditions of Theorem
    5 and \(G_{O}\) such that \(G_{O}(x, 1-x) \leq \frac{1}{2}\).
    Build \(\mathcal{P}\) using Eq. (18) with \(N(x)=1-x\).
    Build \(\mathcal{P}_{i j}^{*}=f\left(\mathcal{P}_{i j}\right)\) with \(f:[0,1] \rightarrow[0.5,1]\) an increasing
    bijection; that is,
        \(\mathcal{P}_{i j}^{*}=f\left(\mathcal{P}_{i j}\right)= \begin{cases}f\left(R_{i j}-R_{j i}\right) & \text { if } R_{i j}>R_{j i} \\ f(0) & \text { otherwise }\end{cases}\)
    for each \(R_{i j} \in \mathcal{R}\) do
        Build
            \(\begin{aligned} \mathcal{S}\left(R_{i j}\right)= & G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)+\mathcal{I}_{i j}+\mathcal{J}_{i j}= \\ & G_{O}\left(N\left(\left|2 \mathcal{P}_{i j}^{*}-1\right|\right), N\left(\left|2 \mathcal{P}_{i j}^{*}-1\right|\right)\right)+ \\ & G_{O}\left(R_{i j}, R_{j i}\right)+1-G_{G}\left(R_{i j}, R_{j i}\right)\end{aligned}\)
    end for
    for each \(i\) (that is, for each alternative) do
        Calculate
\[
S_{i}=\sum_{i \neq j, j=1}^{n} \mathcal{S}\left(R_{i j}\right)
\]
```


## end for

```
Take: \(x_{\text {selecion }}=\underset{i \in\{1, \ldots, n\}}{\arg \min } S_{i}\)
```

The algorithm that we propose to choose the best alternative is the following (see Algorithm 1).

## C. Justification of Steps in Algorithm 1

1) The transformation from $\mathcal{P}_{i j}$ to $\mathcal{P}_{i j}^{*}$ in Step 2 allows us to ensure that $0.5 \leq \mathcal{P}_{i j}^{*} \leq 1$. Then, by Theorem 5, we have

$$
G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)=0 \text { if and only if } \mathcal{P}_{i j}^{*}=1 .
$$

That is, the minimum of the generalized bientropic function is obtained for $\mathcal{P}_{i j}^{*}=1$. Moreover, we do not consider the case, i.e., $\mathcal{P}_{i j}^{*}=0$. Since $f$ is an increasing bijection, if $\mathcal{P}_{i j}^{*}=1$, from (20), it follows that $R_{i j}=1$ and that $R_{j i}=0$.
2) In $G_{E}$, we take both arguments equal: $G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)$. This is so since in case $R_{i j}<R_{j i}$, it holds that $G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)=$ 1, i.e., we penalize alternative $x_{i}$ if the preference of $x_{i}$ over $x_{j}$ is less than the preference of $x_{j}$ over $x_{i}$.
3) The minimum of

$$
S_{i}=\sum_{j=1}^{n} \mathcal{S}\left(R_{i j}\right)=\sum_{j=1}^{n} G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)+\mathcal{I}_{i j}+\mathcal{J}_{i j}
$$

is attained when all the summands are minimal, i.e., when $G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)$, indifference and incomparability between $R_{i j}$ and $R_{j i}$ are minimal.
4) In step 5 , we select the alternative that is associated with the row of the relation $\mathcal{R}$, such that each of its elements is closer to 1 , and such that indifference and incomparability between the considered element in the relation and
its opposite with respect to the main diagonal are also minimal.
Proposition 4: If, in Steps 2 and 3 of Algorithm 1, we take $f(x)=\frac{1}{2} x+\frac{1}{2}$ and $G_{E}$ that is given by (9), respectively, then
$G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)=$
$\begin{cases}G_{O}\left(N\left(R_{i j}-R_{j i}\right), N\left(R_{i j}-R_{j i}\right)\right), & \text { if } R_{i j}>R_{j i} \\ 1, & \text { otherwise. }\end{cases}$
Proof: The proof is direct.
Proposition 5: The following items hold.
1)

$$
\begin{align*}
\mathcal{I}_{i j}+\mathcal{J}_{i j}= & G_{O}\left(R_{i j}, R_{j i}\right)+1-G_{G}\left(R_{i j}, R_{j i}\right)=0 \\
& \quad \text { if and only if } \\
& \left\{\begin{array}{l}
R_{i j}=0 \text { and } R_{j i}=1 \\
\text { or } \\
R_{i j}=1 \text { and } R_{j i}=0 .
\end{array}\right. \tag{23}
\end{align*}
$$

2) If $R_{i j}=R_{j i}=1$, then $\mathcal{I}_{i j}+\mathcal{J}_{i j}=G_{O}\left(R_{i j}, R_{j i}\right)+1-$ $G_{G}\left(R_{i j}, R_{j i}\right)=1$.
3) If $R_{i j}=R_{j i}=0$, then $\mathcal{I}_{i j}+\mathcal{J}_{i j}=G_{O}\left(R_{i j}, R_{j i}\right)+1-$ $G_{G}\left(R_{i j}, R_{j i}\right)=1$.
Proof: The proof is direct.
Note that, from Item 1, in Proposition 5, if $\mathcal{R}$ is a crisp relation, such that for every $i \neq j$, we have $R_{i j}+R_{j i}=1$, then the sum of the indifference and the incomparability is equal to zero. However, from Items 2 and 3, we have that if the relation is crisp and nonadditive, then the sum of the indifference and the incomparability for the elements not fulfilling the additivity property is equal to 1 .

Corollary 4: In the setting of Algorithm 1, the following items hold.

1) If $R_{i j}=1$ and $R_{j i}=0$, then $\mathcal{S}\left(R_{i j}\right)=0+0+0=0$.
2) If $R_{i j}=0$ and $R_{j i}=1$, then $\mathcal{S}\left(R_{i j}\right)=1+0+0=1$.

Proof: The proof is direct.
Note that Items 1 and 2 of Corollary 4 correspond to the ideal (crisp) case, i.e., our algorithm makes sense when reduced to the crisp case.

Corollary 5: In the setting of Corollary 3

$$
\begin{align*}
\mathcal{S}\left(R_{i j}\right)= & G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)+G_{E}\left(1-\frac{\mathcal{R}_{i j}}{2}, 1-\frac{\mathcal{R}_{j i}}{2}\right) \\
& +G_{E}\left(\frac{1+\mathcal{R}_{i j}}{2}, \frac{1+\mathcal{R}_{j i}}{2}\right) \tag{24}
\end{align*}
$$

This corollary shows that solving a decision-making problem with our algorithm is equivalent to minimizing a function of the generalized bientropy. This fact fully agrees with what happens in most of the image thresholding fuzzy algorithms in image processing [20].

Proof: The proof is direct.
Proposition 6: For the elements of the relation $\mathcal{R} \in \mathcal{F} \mathcal{R}(X \times$ $X$ ), such that $R_{i j}+R_{j i}=1$, with the constructions from (15) and $N(x)=1-x$, we have that $\mathcal{I}_{i j}=\mathcal{J}_{i j}$.

Proof: The proof is direct.

In fact, we can settle a stronger result for reciprocal additive relations that links our developments with the concept of a weak ignorance function that is given in [32] and [33].

Theorem 6: If $\mathcal{R} \in \mathcal{F} R(X \times X)$ is the reciprocal additive and $G_{O}(0.5,0.5)=0.5$, then the mapping

$$
g\left(R_{i j}\right)=\mathcal{I}_{i j}+\mathcal{J}_{i j}=2 G_{O}\left(R_{i j}, 1-R_{i j}\right)
$$

satisfies the following items.

1) $g\left(R_{i j}\right)=g\left(1-R_{i j}\right)$.
2) $g\left(R_{i j}\right)=0$ if and only if $R_{i j}=0$ or $R_{i j}=1$.
3) if $R_{i j}=R_{j i}=\frac{1}{2}$, then $g\left(R_{i j}\right)=1$.

Proof: The proof is direct.
We should stress that in the setting of Theorem 6, the properties of the function $g\left(R_{i j}\right)$ coincide with those demanded for the weak ignorance function (see [5], [32], and [33]) evaluated in $R_{i j}$. Such a function must be understood as the ignorance that is associated with the value $R_{i j}$, which is provided by the expert. It must not be confused with the idea of ignorance that is associated with an event as considered in possibility theory [14]. In our case, it is a function that associates with each of the values that are given by the expert a degree of ignorance that only depends of the value itself. That is, we are not speaking of ignorance that is associated with a proposition.

The following example shows how our algorithm penalizes the preference values close to 0.5 .

Example 6: Let $X=\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\}$ be a set of alternatives. Consider the fuzzy preference relation

$$
\mathcal{R}=\left(\begin{array}{cccccc} 
& x_{1} & x_{2} & x_{3} & x_{4} & x_{5}  \tag{25}\\
x_{1} & - & 0.82 & 0.4 & 0.26 & 0.72 \\
x_{2} & 0.18 & - & 0.19 & 0.53 & 0.46 \\
x_{3} & 0.78 & 0.43 & - & 0.53 & 0.5 \\
x_{4} & 0.6 & 0.47 & 0.58 & - & 0.59 \\
x_{5} & 0.43 & 0.28 & 0.15 & 0.08 & -
\end{array}\right)
$$

We take $f(x)=\frac{1}{2} x+\frac{1}{2}, N(x)=1-x$, and $G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)=$ $\left(1-\left(R_{i j}-R_{j i}\right)\right) \cdot\left(1-\left(R_{i j}-R_{j i}\right)\right)$. We analyze the following cases.

1) $G_{O}(x, y)=\min (x, y)$. Then, we have $\mathcal{I}_{i j}=\min \left(R_{i j}\right.$, $\left.R_{j i}\right)$ and $\mathcal{J}_{i j}=\min \left(1-R_{i j}, 1-R_{j i}\right)$. From Step 5 in Algorithm 1

$$
\begin{array}{r}
x_{1}=\underset{i \in\{1, \ldots, 5\}}{\arg \min }\left\{x_{1}=3.525, x_{2}=4.32, x_{3}=4.47\right. \\
\left.\qquad x_{4}=4.56, x_{5}=4.005\right\}
\end{array}
$$

2) $G_{O}(x, y)=\sqrt{x \cdot y}$. Then, $\mathcal{I}_{i j}=\sqrt{R_{i j} \cdot R_{j i}}$ and $\mathcal{J}_{i j}=$ $\sqrt{\left(1-R_{i j}\right) \cdot\left(1-R_{j i}\right)}$. From Step 5 in Algorithm 1 $x_{3}=\underset{i \in\{1, \ldots, 5\}}{\arg \min }\left\{x_{1}=4.7602, x_{2}=5.1543, x_{3}=5.3017\right.$

$$
\left.x_{4}=5.2874, x_{5}=5.0305\right\}
$$

3) Voting method [15]

$$
\begin{array}{r}
x_{3}=x_{4}=\underset{i \in\{1, \ldots, 5\}}{\arg \min }\left\{x_{1}=2.2, x_{2}=1.36, x_{3}=2.24\right. \\
\left.x_{4}=2.26, x_{5}=0.94\right\}
\end{array}
$$

4) Nondominance method [27]

$$
\begin{array}{r}
x_{3}=\underset{i \in\{1, \ldots, 5\}}{\arg \min }\left\{x_{1}=0.6047, x_{2}=0.36, x_{3}=0.9550\right. \\
\left.x_{4}=0.94, x_{5}=0.2388\right\} .
\end{array}
$$

## Remark:

1) Note that, in Example 6, the voting method chooses the fourth alternative, and the nondominance method chooses the third one. However, our methods pick up the first alternative. The reason for this is that in the fuzzy preference relations, the values in the third and the fourth rows are close to 0.5 ; therefore, we penalize both.
2) Note that for the first two cases, it holds that $\mathcal{I}_{i j}+\mathcal{J}_{i j} \leq 1$.

## D. Learning Fuzzy Preferences From Data

The idea of using fuzzy preference relations for representing different types of uncertainty in machine learning, or more specifically, in pairwise classification, was recently put forward in [22]. In this paper, it is settled that given an instance $x$ to be classified and two candidate classes $C_{i}$ and $C_{j}$, classification knowledge is expressed in terms of a degree of strict preference for $C_{i}$, a degree of strict preference for $C_{j}$, the so-called degree of conflict between $C_{i}$ and $C_{j}$, and the so-called degree of ignorance between classes. Roughly speaking, this concept of conflict in classification corresponds to the concept of indifference in decision making; a positive degree of conflict suggests that the data provide evidence in favor of both classes $C_{i}$ and $C_{j}$, simultaneously. This concept of ignorance between classes, on the other hand, corresponds to the concept of incomparability; a positive degree of ignorance suggests that the data neither provide evidence in favor of $C_{i}$ nor in favor of $C_{j}$. In this section, we consider a generic approach that allows one to derive such degrees from estimated lower and upper bounds on the conditional probability of $C_{i}$ given $C_{i}$ or $C_{j}$.

Consider two classes, i.e., $C_{i}$ and $C_{j}$, and suppose incomplete probabilistic information to be given, namely information about the probability of $C_{i}$ in the form of an interval $[a, b] \subset[0,1]$; more precisely, this means that

$$
a \leq \operatorname{Pr}\left(q \in C_{i} \mid q \in C_{i} \cup C_{j}\right) \leq b
$$

In this case, the weak preference for $C_{i}$ and $C_{j}$, respectively, should of course depend on $a$ and $b$, and a possible definition is

$$
\mathcal{R}_{i j}=\frac{a}{\max (a, 1-b, 1 / 2)}, \quad \mathcal{R}_{j i}=\frac{1-b}{\max (a, 1-b, 1 / 2)}
$$

Regarding the modeling of indifference and incomparability in terms of (15), the following cases can be distinguished.

1a) $a+b \leq 1$, and $a \leq b<1 / 2$ (interval $[a, b]$ to the left of $1 / 2)$.
1b) $a+b \leq 1$, and $a<1 / 2<b$ (interval $[a, b]$ overlapping $1 / 2$ in favor of $C_{j}$ ).
2a) $a+b \geq 1$, and $a<1 / 2<b$ (interval $[a, b]$ overlapping $1 / 2$ in favor of $C_{i}$ ).
2b) $a+b \geq 1$, and $1 / 2<a \leq b$ (interval $[a, b]$ to the right of $1 / 2$ ).

For the weak preferences and, consequently, for the indifference and incomparability relation, we then have

1a) $\mathcal{R}_{i j}<1, \mathcal{R}_{j i}=1, \mathcal{I}_{i j} \geq 0, \mathcal{J}_{i j}=0$;
1b) $\mathcal{R}_{i j}<1, \mathcal{R}_{j i}<1, \mathcal{I}_{i j} \geq 0, \mathcal{J}_{i j} \geq 0$;
2a) $\mathcal{R}_{i j}<1, \mathcal{R}_{j i}<1, \mathcal{I}_{i j} \geq 0, \mathcal{J}_{i j} \geq 0$,
2b) $\mathcal{R}_{i j}=1, \mathcal{R}_{j i}<1, \mathcal{I}_{i j} \geq 0, \mathcal{J}_{i j}=0$.
Roughly speaking, the degree of indifference will depend on how close the interval $[a, b]$ is to the boundary points. The closer it is to 0 or to 1 , the smaller the indifference. Incomparability increases with the length of the interval but is strictly positive only in the cases, where the interval overlaps the middle point $1 / 2$. The interpretation is that, as long as the interval is either fully to the left of $1 / 2$ or fully to the right, there is no doubt about the best decision, since in the first case, one should decide in favor of $C_{j}$, and in the second case, in favor of $C_{i}$.

More concretely, let $G_{O}(x, y)=\sqrt{x y} /(\sqrt{x y}+1-x y)$ and $G_{G}(x, y)=1-G_{O}(1-x, 1-y)$. We then obtain $\mathcal{I}_{i j}=0$ and $\mathcal{J}_{i j}=1$ for $[a, b]=[0,1]$ (the case of maximal incomparability), $\mathcal{I}_{i j}=1$ and $\mathcal{J}_{i j}=0$ for $[a, b]=[1 / 2,1 / 2]$ (the case of maximal indifference), $\mathcal{I}_{i j}=0.55$ and $\mathcal{J}_{i j}=0.27$ for $[a, b]=$ [1/3,2/3] (interval overlapping $1 / 2$ leads to partial indifference and ignorance), $\mathcal{I}_{i j}=0.5$ and $\mathcal{J}_{i j}=0$ for $[a, b]=[1 / 4,1 / 3]$ (interval to the left of $1 / 2$, no incomparability but still some degree of indifference).

Based on this preference structure, predictions can be derived using Algorithm 1 (or the decision rule given in [21] and [22]). As future work, we plan to elaborate on this alternative more closely. In particular, we are interested in the idea of adapting the overlap and grouping functions to the problem at hand, i.e., to learn a most suitable bientropic function from the data. Roughly, the idea is to select one such function from a parametrized family to maximize the predictive performance of the classifier. In this regard, an important advantage of grouping and overlap functions (in comparison to t-norms and t-conorms) deserves mentioning, namely, the convexity of these classes of functions. From a learning point of view, this is a very appealing property, e.g., as it allows one to represent an aggregation function as a convex combination of a class of basis (aggregation) functions. In fact, many machine learning methods make use of this kind of representation.

## VII. Open Problems

In this section, we present a set of interesting open problems that we seek to address in future work.

1) In Algorithm 1, we have introduced the following expression:

$$
\mathcal{S}\left(R_{i j}\right)=G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)+\mathcal{I}_{i j}+\mathcal{J}_{i j} .
$$

The problem that we pose is to analyze the behavior of the algorithm when we take

$$
\mathcal{S}\left(R_{i j}\right)=G_{E}\left(\mathcal{P}_{i j}^{*}, \mathcal{P}_{i j}^{*}\right)+\alpha \mathcal{I}_{i j}+\beta \mathcal{J}_{i j}
$$

with $\alpha$ and $\beta$ being two positive real parameters.
2) Since convex combinations of overlap functions are again overlap functions, we propose to study the advantages
of using such combinations in the aggregation phase of multicriteria decision-making problems.
3) Make an exhaustive comparative study of the advantages/disadvantages of Algorithm 1 against other methods that are developed for the exploitation phase in multiexpert decision-making problems, apart from those that are already considered in Section VI after Algorithm 1.

## VIII. Conclusion

The main contributions and results of this paper can be summarized as follows.

1) The concept of grouping functions, which is a specific type of aggregation function, has been introduced and studied. Roughly speaking, a grouping function measures the degree of excedance of the support of two (mutually exclusive) decision alternatives. In specific cases, its negation can be used to model the notion of incomparability in fuzzy preference structures.
2) Grouping functions complement the existing concept of overlap functions. Because of their properties, the latter naturally qualify for the measurement of the degree of indifference between decision alternatives.
3) Generalized bientropic functions have been introduced as a unifying concept. These functions can be seen as an extension of an entropy function. As such, they provide a measure of noninformation or, say, of the lack of knowledge in connection with the selection between two alternatives.
4) The concepts of overlap and grouping can be built, under suitable conditions, by means of generalized entropy functions.
5) We have advocated the use of grouping and overlap functions in the context of decision making. We propose an algorithm for the exploitation phase that penalizes values close to 0.5 that are given by experts when evaluating their preference of one alternative over another. That is, it penalizes those cases in which experts are not sure of their preferences.
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