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Abstract 

 

How are a firm’s size and market power related to one another? Combining micro-data about 

producers and consumers, we document that while firms mainly grow by selling to more 

customers, their markups are only associated with their average sales per customer. To study the 

macroeconomic implications of these facts, we develop a model of firm dynamics with 

endogenous customer acquisition and variable markups. Relative to a model without customer 

acquisition, our model generates higher concentration at the top, but a lower aggregate markup. 

Our quantitative analysis reveals large welfare and efficiency losses due to (mis)allocation of 

customers across firms. By increasing market concentration among the most productive firms, 

the efficient allocation achieves 11% higher aggregate productivity and 15% higher output. 
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1 Introduction

Conventional macroeconomic models of endogenous markups generate a tight link be-

tween firm size and market power.1 However, a potentially relevant distinction for market

power is that firms can gain market share either because they sell to more customers (exten-

sive margin of demand) or because they sell more per customer (intensive margin of demand).

This poses two natural questions. First, which one of these two factors contributes more to

the growth of firms’ sales? Second, and more importantly, how does firms’ market power

depend on each of these margins of concentration? The answers to these questions have

significant implications for understanding the relationship between market power and con-

centration.

In this paper, we make three contributions. First, we utilize a novel merged dataset

between individual product-level consumption data from the ACNielsen Homescan Panel

and producer-level data from Compustat to uncover the role of the intensive and extensive

margins of demand for concentration and market power. Our empirical analysis reveals that

while firms grow mostly through selling to more customers, their market power—measured

by price-cost markups—is mainly associated with their average sales per customer. Second,

we develop a theoretical framework with endogenous customer acquisition and variable

markups in order to study the implications of these facts for (mis)allocation of customers

across firms, concentration, market power, and welfare. Third, we devise an identification

strategy to measure the magnitude of the distortions in allocation of customers across firms

and quantify the efficiency losses from a novel source of misallocation: the misallocation

of demand. Relative to the efficient allocation, we find that aggregate TFP and output are

10.8% and 14% lower in the equilibrium, respectively. A further decomposition of aggregate

TFP shows that three-quarters of these losses are due to misallocation of demand.

Our analysis begins by answering our motivating questions. Merging the ACNielsen

Homescan Panel and Compustat datasets, we document the following three facts. First, as

firms enter a market and grow, much of their sales growth is explained by an expansion

of their customer bases as opposed to an increase in their average sales per customer. Sec-

ond, firms’ non-production expenses are associated with the acquisition of new customers

but not with their average sales per customer, nor the retention of their existing customers.

Third, markups are not correlated with firms’ number of customers. Instead, they are highly

associated with firms’ average sales per customer. These empirical facts serve as the foun-

dation of the theory that we develop in order to understand the relationship between the

1This is true in a variety of models. See, for instance, Edmond, Midrigan and Xu (2018) for a model with
Kimball demand; Atkeson and Burstein (2008) for a model with nested CES and oligopolistic competition;
and Rotemberg and Woodford (1992) for a model with oligopolistic competition and implicit collusion.
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different sources of firm size and market power.

In our micro-founded model, firms with heterogeneous productivity launch marketing

campaigns to acquire new customers and face a semi-kinked demand schedule (à la Kim-

ball, 1995) from each customer—which implies a higher demand elasticity at higher relative

prices. Hence, while firms hold market power over each customer, the total number of cus-

tomers only shifts their demand (as in Phelps and Winter, 1970). These mechanisms link the

model to our three empirical facts: our model allows firms to grow through both extensive

and intensive margins of demand (first fact), implies an endogenous relationship between

sales and non-production costs (second fact), and creates a comovement between markups

and sales per customer, but not necessarily with the number of customers (third fact).

One of the main implications of endogenous customer acquisition in our model is higher

concentration but lower aggregate market power relative to a model without customer ac-

quisition. The reason for this result is that in our model more productive firms grow mainly

through the extensive margin of demand. Since this margin only shifts the firms’ demand

curves, our model generates higher concentration among the more productive firms with-

out increasing their market power. It is important to note that this arises from firms’ choices

on how to grow. Akin to conventional models of endogenous markups, more productive

firms in our model still have the option to grow by selling more per customer and have

higher markups—which happens to some degree in the equilibrium. Nonetheless, once

we endogenize firms’ choices to grow through both margins, the extent of their growth

through the intensive margin is mitigated by their desire to grow through the extensive

margin. Compared to their counterparts in conventional models, such firms charge lower

markups but make higher profits through their larger bases.

To further study the macroeconomic implications of endogenous customer acquisition,

we also characterize the efficient allocation in our model. We show that under the efficient

allocation, sales per customer are equalized across all firms but the distribution of sales is

even more concentrated at the top of the productivity distribution. This is in contrast to the

efficient allocation in conventional models in which demand is only modeled in the inten-

sive margin. In those models, the planner can only achieve a higher aggregate productivity

by assigning more demand per customer to more productive firms. But the gains from these

types of allocations are small as they distort the allocation of relative demand of weakly

substitutable varieties. In our model, however, the planner does not face this trade-off: she

increases aggregate efficiency by allocating more customers towards more productive firms,

while avoiding relative demand distortions by equalizing the relative demand per customer

across all varieties.

In addition, even though our model implies a lower aggregate markup relative to con-

ventional models, welfare losses are potentially larger. This follows from the observation
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that the endogenous allocation of customers pushes the Pareto frontier of our economy be-

yond what the conventional models would suggest. While the homogeneous allocation of

customers is still feasible in our model, it is no longer exogenously imposed on the planner.

Hence, despite a lower aggregate markup, our model predicts potentially larger welfare

losses as long as the equilibrium allocation of customers is sufficiently distorted. This last

observation unveils a novel source of demand misallocation that emerges in the presence of

endogenous customer acquisition.

Next, we quantify the model in order to provide a measurement of the differences in

the allocation of customers, aggregate productivity and welfare between the equilibrium

and the efficient allocation. One of the key challenges posed by this analysis is the identifi-

cation of model parameters that determines the equilibrium allocation of customers across

firms. Based on the predictions of the model, we provide an identification strategy that

can be implemented with available data on firms’ sales and cost structures. At the core

of this strategy is the contemporaneous comovement between a firm’s sales and its non-

production expenses (conditional on production expenses, for reasons made clear below),

which is indicative of returns to scale in the customer acquisition technology.

With the calibrated model at hand, we conduct two exercises to analyze the micro- and

macroeconomic consequences of endogenous customer acquisition in a model with variable

markups. First, we compare our equilibrium with those obtained in a restricted version of

our model, in which each firm receives an exogenous number of customers. This restriction

has large aggregate consequences. By forcing firms to switch their sales growth strategy,

from expanding their customer base to increase their sales per customer, the top 5% sales

share declines from 50% to 17%, but the aggregate markup increases by 12 percentage points.

By giving more customers to less productive firms (relative to their customer base in our

baseline model), the restricted model features higher entry but much lower aggregate TFP

and output. Thus, our model cautions against using measures of concentration to make

predictions about changes in market power.

Our second quantitative result is that the misallocation of demand has large negative

effects on efficiency and welfare: the consumption equivalent welfare gains of the house-

hold under the efficient allocation is 13.6%, where the majority of this gain is coming from

the efficiency gains in aggregate TFP under the planner’s allocation, quantified at 10.8%

higher than the equilibrium TFP. The planner is able to achieve higher aggregate TFP by

reallocating customers from low productivity firms to the most productive ones—indeed,

in the efficient allocation the top 5% sales share increases by almost 40% and the number

of operating firms declines by 11%. To illustrate the role played by the (mis)allocation of

customers, we reproduce the comparison between the efficient and equilibrium allocations

for different degrees of decreasing returns to advertising. By moving half-way from the cal-
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ibrated model to an economy with constant returns to advertising, differences become less

pronounced: aggregate TFP is “only” 3.2% higher, welfare is 4% higher and the efficient

degree of concentration is 15% higher.

Literature review Our paper is closely related to canonical macroeconomic models of en-

dogenous market power, such as Rotemberg and Woodford (1992), Atkeson and Burstein

(2008), and Edmond, Midrigan and Xu (2018), which predict a positive relationship between

a firm’s market concentration and its ability to exert market power.2 Our contribution to

this literature is twofold. From an empirical perspective, we disentangle sources of market

power and document that the relevant source of market power is sales per customer. From a

theoretical perspective, we provide a theory that links market power to the empirically rel-

evant measure of concentration. By endogenizing the extensive margin of demand in our

framework, our model generates higher concentration and lower aggregate market power

than conventional models. Thus, our model cautions against using measures of concentra-

tion to make predictions about changes in market power.3

Our model builds upon a large body of work that analyzes the consequences of endoge-

nous customer acquisition through marketing or advertising activities (see, e.g., Arkolakis,

2010; Drozd and Nosal, 2012; Sedláček and Sterk, 2017; Perla, 2019), rather than prices.4

This choice is guided by the fact that we find no relationship between markups and the

size of the customer base after controlling for a firm’s average sales per customer. This is

also aligned with Fitzgerald, Haller and Yedid-Levi (2016) and Fitzgerald and Priolo (2018),

who in different settings present model-based and empirical evidence in favor of models

with customer acquisition based on marketing-like activities. In this sense, our paper is

also related to Kaplan and Zoch (2020), who analyze the implications of labor-intensive

expansionary activities of firms. Relative to these papers, we analyze a model with endoge-

nous customer acquisition based on marketing activities and variable markups due to semi-

kinked demand on the intensive margin. We embed this framework in a standard model of

firm dynamics (as in Hopenhayn, 1992) to study the misallocation of demand across firms

by providing a comparison of the equilibrium with the efficient allocation.

Our paper is also related to the literature that analyzes the role of misallocation of pro-

2A similar relationship holds in models used in the international trade literature (see, e.g., Gopinath and
Itskhoki, 2010; Hottman, Redding and Weinstein, 2016; Amiti, Itskhoki and Konings, 2019).

3A similar point has been raised by Syverson (2019), Neiman and Vavra (2019) and Covarrubias, Gutiérrez
and Philippon (2020). For empirical analysis of the relationship between concentration and market power,
see De Loecker, Eeckhout and Unger (2020), Crouzet and Eberly (2019) and Autor, Dorn, Katz, Patterson and
Van Reenen (2020).

4See, e.g., Phelps and Winter (1970); Bils (1989); Rotemberg and Woodford (1999); Ravn, Schmitt-Grohé and
Uribe (2006); Nakamura and Steinsson (2011); Dinlersoz and Yorukoglu (2012); Gourio and Rudanko (2014);
Foster, Haltiwanger and Syverson (2015); Cabral (2016); Gilchrist, Schoenle, Sim and Zakrajšek (2017); Hong
(2017); Paciello, Pozzi and Trachter (2018); Bornstein (2018).
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duction inputs across firms in affecting aggregate TFP (see the seminal work by Restuc-

cia and Rogerson, 2008; Hsieh and Klenow, 2009). The literature has focused on multiple

sources of misallocation: endogenous market power (Edmond et al., 2018; Peters, 2019), in-

formation frictions (David, Hopenhayn and Venkateswaran, 2016), adjustment costs (Asker,

Collard-Wexler and De Loecker, 2014) financial frictions (Buera, Kaboski and Shin, 2011;

Midrigan and Xu, 2014), and the interaction between frictions and the input-output struc-

ture of production (Baqaee and Farhi, 2019; Bigio and La’O, 2020). Instead, we quantify the

contribution of the misallocation of customers to aggregate productivity.

Layout The paper is organized as follows. Section 2 describes the data and conducts the

empirical analysis. Section 3 presents the model, and characterizes both the equilibrium

and efficient allocation. Section 4 presents the calibration strategy and results. Section 5

compares the baseline model with a restricted model to illustrate the role of endogenous

customer acquisition. Section 6 quantifies efficiency losses. Section 7 discusses the assump-

tions of the model and the implications for measurement of markups. Finally, Section 8

concludes.

2 Empirical Analyses

To guide our empirical analyses, consider the following exact decomposition of log sales of

firm i, ln Si:

ln Si = ln mi + ln (piD(pi)) (2.1)

where mi is the number of customers firm i faces, pi is the price of product firm i sells,

and D(pi) is the quantity purchased by each customer. Standard models in macro and

international economics literature focus on the piD(pi) part of Si and abstract away from

differences in the size of the customer base, mi, across firms.

With micro-level data, we document three new facts that shed light on the importance of

mi in understanding: (1) how firms grow over time, (2) how they distribute their expenses,

and (3) how they charge their price-cost markups. To summarize, we find that:

Fact 1. As firms enter and grow, much of their sales growth arises from the acquisition of new cus-

tomers (mi) as opposed to the increase in sales per each customer (piD(pi)).

Fact 2. The acquisition of new customers (mi) is associated with the firm’s non-production expenses,

whereas sales per customer (piD(pi)) are not.

Fact 3. Unlike standard models that link markups and market share, markups are only correlated with

average sales per customer (piD(pi)) and are unrelated to the number of customers (mi).
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Our theoretical analysis in Section 3 integrates all three new empirical facts to under-

stand the implications of customer acquisition for misallocation, market concentration and

welfare.

2.1 Data Description

We build up a detailed customer-firm-matched dataset to decompose firms’ sales into dif-

ferences in the size of their customer base and differences in sales per customer, and analyze

each margin related to firms’ growth, cost structure, and markups.

To identify the number of customers each firm faces, we use the ACNielsen Homescan

Panel, which was made available by the Kilts Marketing Data Center at the University of

Chicago Booth School of Business. The data contain approximately 4.5 million barcode-

level product sales recorded from an average of 55,000 households per year in the United

States. A barcode, a unique universal product code (UPC) allocated to each product, is

used to scan and store product information. Nielsen samples households and provides in-

home scanners to make those sampled households record their purchases of products with

barcodes. Each household is assigned a sample weight—or a projection factor—by Nielsen

based on ten demographic variables to make the sample nationally representative.5 The

data assigns a broad product group for each product, such as pet food and school supplies,

and record information on which retailer each household visited to purchase products at

a given point of time. Nielsen claims that the Homescan Panel covers approximately 30

percent of all household expenditures on goods in the consumer price index (CPI) basket.

The data we use covers the period of 2004-2016.

Next we merge the Nielsen database with GS1 US Data Hub to group products by the

producing firm and bring in other firm-level information. GS1 is the business entity that

provides barcodes to firms. Their data record the firm name for each UPC available in

Nielsen data and allow us to link customer information with its producer information. The

definition of a firm is based on the unit that purchased barcodes from the GS1; firms in our

data include both manufacturers and retailers.

We also make use of firm-level balance sheet information from Compustat to analyze

firms’ cost structures.6 Compustat includes panel data on publicly traded firms since 1960.

5The ten demographic variables are: household size, household income, head of household age, race,
Hispanic origin, male head education, female head education, head of household occupation, the presence of
children, and Nielsen county size.

6We match the Nielsen-GS1 database with the Compustat database, similar to what has been done in Ar-
gente, Lee and Moreira (2018). We use the “reclink” STATA software command based on company name after
standardizing it with the “std_compname” command (Wasi and Flaaen 2015). Once Stata reports the match-
ing rate for each observation, we keep those having higher than .99 matching rate. We manually check the
company name for every observation and drop those that look suspicious.
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With the caveat that it only covers publicly listed firms, it constitutes the main source of

data for firm-level analysis in the US and has been used by the recent literature on price-

cost markups (see, for example, De Loecker et al., 2020; Edmond et al., 2018; Traina, 2019).

Throughout the analysis, we focus on two measures of a firm’s costs from Compustat. From

an accounting perspective, a firm’s costs associated with the running of the firm are cap-

tured in the Operating Expense (OPEX), which is divided into the Cost of Goods Sold

(COGS, production costs) and Selling, General, and Administrative Expenses (SGA, non-

production costs). According to Compustat, COGS is “all expenses that are directly related to

the cost of merchandise purchased or the cost of goods manufactured that are withdrawn from fin-

ished goods inventory and sold to customers”. It records costs attributable to the production of

the goods sold by a firm, and typical categories are the cost of labor and intermediate inputs

used in production. On the other hand, SGA is “all commercial expenses of operation (such as

expenses not directly related to product production) incurred in the regular course of business...”. It

includes the costs incurred to sell and deliver products and services and the costs to man-

age the company, and typical categories are advertising, delivery, marketing, research, and

development, among others.

Table 1 presents summary statistics of the customer-firm matched data. Nielsen-GS1

data reveals that much of the firm-group-year sales arises from the number of customers,

not from average sales per customer. More than 500,000 customers spend only approxi-

mately $10 for each product group and firm per year on average. Among the total number

of customers firms face in product group g, approximately half of them are newly purchas-

ing the products every year. Also, the Nielsen-Compustat data present a large heterogeneity

in firms’ cost structure despite its smaller sample size relative to the Nielsen-GS1 data. Doc-

umenting the SGA-to-OPEX ratio shows that the non-production cost is approximately 30%

of the total cost on average and is an important component of firms’ total cost. Although we

only have 332 firms in the Nielsen-Compustat matched data, they cover close to one-fourth

of total sales in Nielsen. Appendix A provides a description of the cleaning procedure along

with a more detailed description of the data.

2.2 Empirical Facts

2.2.1 Firm Sales Growth

We show that the acquisition of new customers is of first-order importance for firm sales

growth. As firms enter the economy, there are two ways for them to increase their sales

based on Equation (2.1); they can either raise sales for each customer or increase the total

number of customers they face. To quantify the importance of each margin for firm sales

8



Variable N Mean SD p10 p50 p90

Panel A: Nielsen-GS1, Firm-Product Group-Year Variables

Sigt 557,820 6,708.16 64,961.12 3.97 126.08 5,170.55

pigtD(pigt) 557,820 10.03 20.14 1.96 5.88 19.50

migt 557,820 500.79 2,789.82 0.82 19.83 639.87

mNew
igt 557,820 250.34 988.95 0.48 16.03 424.89

mOld
igt 557,820 250.45 1,963.09 0.00 1.60 194.18

Panel B: Nielsen-Compustat, Firm-Year Variables

SGAit 2,101 2,009.17 4,993.82 7.63 299.09 4,882.24

COGSit 2,299 7,147.11 18,558.75 17.17 1,123.66 17,251.26

OPEXit 2,299 9,147.10 21,337.48 25.72 1,620.66 24,212.49

Capitalit 1,658 2,541.30 8,045.80 2.17 232.01 5,947.71

SGA-to-OPEXit 2,101 0.30 0.20 0.08 0.27 0.58

Sales-to-COGSit 2,299 1.79 1.06 1.14 1.49 2.61

Table 1: Summary Statistics

Notes: The Nielsen-GS1 data in Panel A has 40,418 firms and 109 product groups in the period of 2005-2016.
Sigt is sales of firm i in product group g and time t, pigtD(pigt) is sales per customer, migt is number of cus-

tomers, mNew
igt is new customers in year t, and mOld

igt is customers who purchase the products consecutively

in year t − 1 and t (migt = mNew
igt + mOld

igt ). Sigt is in thousand US dollar, and migt, mNew
igt , and mOld

igt are in

thousands of customers. All Nielsen variables are projection-factor adjusted. The Nielsen-Compustat data in
Panel B has 332 firms in the period of 2005-2016. All cost-side variables are in millions US dollar. We adapt
perpetual inventory method following Traina (2019) and use Gross and NET Capital (PPEGT and PPENT) and
deflate investment with NIPA’s non-residential fixed investment good deflator to measure the capital; other
Compustat variables are deflated with the GDP deflator.

growth, we estimate the following equation:

ln Sit =
8

∑
a=1

δa1(ageit = a) + λi + λt + εit,

where Sit is sales, and its components, of firm i in year t, ageit is the number of years firm

i stayed in the economy after the first entry in year t, and λi and λt are the firm and year

fixed effects, respectively (see Argente, Lee and Moreira (2019) for a similar analysis of the

life cycle of individual products). δa are the parameters of interest that measure the average

sales and its components for each firm age group by using the variations within the firm

and year. To capture firm entry, we only consider those firms that appear for the first time
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after a benchmark period between 2004 and 2007.7

0
.5

1

0 2 4 6 8
Firm Age

ln S ln pD(p)

ln m

Figure 1: Decomposition of Firm Sales Growth by Firm Age

Notes: This figure plots the average firm sales, sales per customers, and number of customers for each firm age
based on Equation (2.2.1), which include the firm and year fixed effects. The blue circle line denotes average
log sales. The red diamond line denotes average log sales per customer. The green triangle line denotes the
average log number of customers as a dependent variable. There is 40,442 observations and 9,990 firms that
newly enter the economy starting from the year 2008 in the Nielsen-GS1 data. All estimates are normalized
based on age 0. All variables are projection-factor adjusted.

Regardless of the firm age, firm sales growth is mostly attributed to the increase in the

number of customers, not to the increase in sales per customer. Figure 1 plots the average

log sales as a function of firm age (δa) and exactly decomposes it into the average log number

of customers and the average log sales per customers. At age 1, differences in the number

of customers explain approximately 78% of differences in sales, whereas sales per customer

explain approximately 22% of sales. Although the importance of the number of customers

decreases as firms get older, on average it still explains approximately 70% of sales for the

maximum firm age observed in the data. The results are generally robust to using only

those firms that appear at least 3 or 5 consecutive years or using average monthly sales, as

shown in Appendix B.

In addition to decomposing firms’ sales growth over time, we show that the underlying

source of variation in firm-group-year sales in the cross-section of all firms in the Nielsen

dataset is the variation in the number of customers (migt), rather than sales per customer

7There is a large increase in the number of households and firms in the Nielsen Homescan Panel data
in the years 2006 and 2007. We choose the years 2004-2007 as the benchmark period to make the analysis
conservative. The maximum firm age is eight since we use all years available in the Nielsen-GS1 data, 2004-
2016.

10



(pigtD(pigt)). Following Equation (2.1), Table 2 decomposes the variance of log sales into

log sales per customer, the log number of customers, and the covariance between these

two components of sales. The number of customers accounts for approximately 80% of the

variation of sales across firms, the sales per customer accounts for approximately 11% of the

variance, and the covariance account for the rest.

Vari(lnSigt) Vari(lnpigtD(pigt)) Vari(lnmigt) 2Covi(lnpigtD(pigt), lnmigt)
7.5807 0.8672 6.1146 0.5989

Table 2: Decomposing the Variance of Sales

Notes: Sigt is sales, pigtD(pigt) is sales per customers, and migt is the number of customers. We use 557,820 firm-
group-year-level observations in Nielsen-GS1 data. Sales and the number of customers are projection-factor
adjusted.

2.2.2 Non-production Costs

Given the importance of the number of customers in firm sales growth, a natural question

arises: can firms affect the speed of growth of their customer base? One natural candidate

that could explain differences in firms’ number of customers is their non-production ex-

penses, such as advertising and marketing costs. Here, we provide empirical evidence that

shows that non-production costs are associated with the number of new customers firms

face.

As a first step, we establish that the non-production expenses have a semi-variable na-

ture and are correlated with firms’ sales in the short-run. Previous studies that examined

the non-production cost of firms (SGA) made a polar opposite assumption on the variable

nature of this cost. For instance, in measuring price-cost markups, Traina (2019) includes

non-production costs as variable costs, whereas De Loecker et al. (2020) interprets non-

production costs as fixed costs. We empirically assess the plausibility of these assumptions

by analyzing the correlation between sales and the non-production costs. In particular, to

ease the concerns related to omitted variables, we include firm and year fixed effects and

compare the co-movement of non-production costs and sales with the co-movement of other

costs that in the literature are commonly assumed to be variable and fixed in the short-run:

production costs and capital.

We estimate the following equation:

∆ ln(Costit) = β∆ ln Sit + λi + λt + εit, (2.2)

where Costit denotes SGA expenditure (non-production costs), COGS (production costs),

or capital expenditure of firm i in quarter t. λi and λt are firm and quarter fixed effects,
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respectively. The coefficient β measures the co-movement of different types of costs with

sales. Since almost all costs become variable costs in the long-run, we use quarterly data

from Compustat, which is the shortest time-frequency available. Thus, our analysis can

be interpreted as providing a lower bound for the degree of variability of different costs

at longer horizons. In addition, we measure the co-movement with small changes in sales

across two consecutive quarters to ease concerns about one-time changes in fixed costs that

could be correlated with sales.

-.
1

-.
0

5
0

.0
5

.1

-.1 -.05 0 .05 .1
Δln(S)

Δ ln(SGA) Δ ln(COGS) Δ ln(Capital)

Figure 2: The Semi-variable Nature of SGA

Notes: The figure shows the binned scatter plot of the correlation between quarterly change in log sales and
quarterly change in: i) log SGA, ii) log COGS, and iii) log capital for firms in the quarterly Compustat dataset.
We also plot the best linear fit for each variable. The correlations control for year and firm fixed effects. We
restrict the sample to observations with a change in the log of sales was between -0.1 and +0.1 (the 25th and
75th percentiles of the quarterly change of log sales is -8% and 11%, respectively). There are 17,168 firms in
1964-2016 used in this analysis.

We find that non-production costs exhibit significant co-movement with sales in the

short-run. According to this metric, non-production costs appear to be more variable rela-

tive to changes in the capital stock and less variable relative to production costs. Figure 2

reports the binned scatter plot of changes in sales against changes if firm’s costs for a range

of ∆ ln Si,t between -10% and 10%, which are approximately the 25th and 75th percentiles

of the ∆ ln Sit distribution.8 Consistent with the view in the literature (e.g., Edmond et al.

2018; De Loecker et al. 2020), sales exhibit the largest co-movement with production costs

8Table C.2 in the Online Appendix presents the regression results and Figure C.4 plots the results for the
entire range of ∆ ln Sit. All of them show very similar patterns on the variability of different types of costs.
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(β = 0.894; SE 0.008), and the lowest co-movement with investment (β = 0.081; SE 0.008).9

Non-production costs exhibit intermediate levels of co-movement with sales (β = 0.450; SE

0.010).

Throughout our analysis, we focus on the variable component of SGA that is associ-

ated with firms’ sales in the short-run. The semi-variable nature of SGA suggests that non-

production costs consist of both a variable and a fixed component. The variable costs in-

clude advertising and marketing expenses that can increase firms’ annual customer bases.

The fixed costs could contain other components, such as Research and Development (R&D)

expenses, that affect firm behavior in the long-run. In fact, similar to capital expenditures,

R&D costs exhibit weak correlation with short-run sales, as shown in Appendix B.

Given the positive correlation between a firm’s non-production costs and total sales,

we next exactly decompose this correlation into two different components by leveraging

the Nielsen-Compustat matched data: the correlation of non-production costs with (i) the

number of customers and (ii) sales per customers. For this, we estimate the following spec-

ification:

ln Sigt = γ1 ln SGAit + X
′
itγ2 + λig + λst + λgt + εigt,

where Sigt is sales and its components of product group g that firm i sells in year t, X
′
it

is

a vector of firm-time-level control variables, λig are firm-group fixed effects, λst are 2-digit

SIC-year fixed effects, and λgt are group-year fixed effects. We allow for both product-

group fixed effects and firm-SIC-code fixed effects to compare products within fine product

categories. The vector of controls X
′
it

includes lagged total sales and lagged total number

of customers, which allow us to compare firms with similar sizes and customer bases. The

coefficient of interest is γ1, which exactly decomposes the correlation between total sales

and SGA into the correlations of each component of sales and SGA.

As shown in Table 3, almost all of the correlation of sales and non-production costs arises

from the correlation of the non-production costs with the number of new customers, not with

the sales per customer or the number of existing customers. Column (1) confirms the results

shown in Figure 2 in a different specification and sample, and columns (2) and (3) decom-

pose the results in column (1). Approximately 95% (0.090/0.095) of the correlation between

sales and SGA is attributed to the correlation between the number of customers and SGA.

Columns (4) and (5) further decompose the number of customers into the number of new

customers and old customers. While there is a strong correlation between SGA expenses

9The empirical estimates are close to what is in simple theoretical models. For example, in the simplest
model with competitive markets and Cobb-Douglas production function, the slope of equation Equation (2.2)
for (production) labor costs should be equal to one. If capital is assumed to be fixed in the short-run, then the
slope for the user cost of capital is mechanically equal to zero.
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Decomposition of ln S ln m: New vs. Old

(1) (2) (3) (4) (5)

ln S ln pD(p) ln m ln mNew ln mOld

ln SGAit 0.095∗∗∗ 0.005 0.090∗∗∗ 0.095∗∗∗ 0.016
(0.036) (0.014) (0.028) (0.032) (0.027)

Observations 13131 13131 13131 13131 13131
R2 0.962 0.909 0.965 0.943 0.961
Firm-year Controls X X X X X

Group-year FE X X X X X

SIC-year FE X X X X X

Group-firm FE X X X X X

Table 3: Sales and SGA: Decomposition

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; standard errors are two-way clustered at the firm and product
group level. S is sales, pD(p) is sales per customers, m is number of customers, mNew is number of new
customers, and mOld is number of old customers. New customers are defined as the customers who do not
purchase firm i’s products in group g at time t − 1 but start to purchase those products at time t, whereas
old customers are the customers who consecutively purchase firm i’s products in group g in both t − 1 and t
(m = mNew + mOld). SIC is a two-digit SIC code, and all Nielsen variables are projection-factor adjusted.

and the number of new customers, the regression coefficient for old customers is neither

economically nor statistically significant. These results show that the non-production costs

of firms are associated with the acquisition of new customers, rather than maintaining the

existing customer base.

2.2.3 Price-Cost Markups

Armed with the empirical evidence showing that big firms in the economy mostly arise

from the endogenous acquisition of new customers, we revisit the predictions of a large

class of models that relate a firm’s size with its market power (see, e.g., Rotemberg and

Woodford, 1992; Atkeson and Burstein, 2008; Edmond et al., 2018). Canonical models with

endogenous markups predict that markups are a function of the market share of firms,

implying that large firms charge higher markups. We revisit the link between the firm-level

markups and market share by estimating the following regression equation:

ln Markupit = α1 ln pD(p)it + α2 ln mit + λt + λs + εit,

where Markupit is price-cost markup of firm i at time t, which is measured as Sales-to-COGS

ratio following previous studies (see, e.g., Traina (2019) and De Loecker et al. (2020)).10 The

10Price-cost markups can be recovered as the output elasticity with respect to COGS divided by the COGS
share of Sales from the firm’s first-order condition with respect to COGS (see e.g., De Loecker et al., 2020).
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sector-year fixed effects λs,t absorb all the variation at the sector-year-level, which allow us

to interpret a firm’s sales as its market share.

ln Markup

(1) (2) (3) (4) (5)
ln pD(p)it 0.092∗∗∗ 0.091∗∗∗ 0.060∗∗∗ 0.059∗∗∗ 0.060∗∗

(0.033) (0.033) (0.022) (0.022) (0.024)

ln mit -0.002 -0.002 0.002 0.002 0.003
(0.006) (0.006) (0.007) (0.007) (0.007)

Observations 2433 2433 2433 2433 2433
R2 0.046 0.047 0.311 0.313 0.338
Year FE X X

SIC FE X X

SIC-year FE X

Table 4: Markups, Sales per Customer, and Number of Customers

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; standard errors are clustered at the firm-level. The markups are
measured as sales-to-COGS ratio. SIC is a two-digit SIC code, and all Nielsen variables are projection-factor
adjusted.

We find that firms’ markups are highly correlated with their sales per customer but are

unrelated to their number of customers, as reported in Table 4. Results are robust to in-

cluding different combinations of year and sector fixed effects. Appendix B presents the

regression results by using firms’ sales instead of the number of customers, and the greater

importance of sales per customer in explaining markups remains. Given the inclusion of

industry-time fixed effects, we can interpret our results as showing that firms that charge

higher markups have a higher market share in terms of sales per customer, and not a higher

market share in terms of the number of customers. That is, the relevant notion of market

share is based on sales per customer.

3 Model

Time is discrete and is indexed by t ∈ {0, 1, 2, . . . }. The economy consists of a representative

household with a unit measure of individual members denoted by j ∈ [0, 1] and a measure

of firms that operate in a representative industry and produce weakly substitutable goods.

If the output elasticity is constant across industries and time, then the Sales-to-COGS ratio identifies all the
variation in markups. If instead the output elasticity is assumed to be industry-, or time-, or industry-time-
specific, then the industry-, time-, or industry-time fixed effects included in the regression absorb all the
variation in the output elasticity, and the Sales-to-COGS ratio identifies the variation in markups.
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We index firms by i ∈ Nt, where Nt is the set, and with a slight abuse of notation, the

measure of producing firms at time t.

3.1 Households

At any given time, the representative household supplies labor to the firms in a competitive

labor market and forms demand for the varieties produced by firms taking their prices as

given. In particular, each member of the household is matched to, and forms demand for,

one and only one variety at each given time. We let mi,t denote both the measure and the

set of matches for variety i, and write j ∈ mi,t when member j is matched to variety i.

Preferences The household members jointly maximize their utility using a Kimball aggre-

gator for aggregating their consumption utility. They solve:

max
{Ct,Lt,(ci,j,t)

i∈Nt
j∈mi,t

}

∞

∑
t=0

βt

[

C
1−γ
t

1 − γ
− ξ

L
1+ψ
t

1 + ψ

]

(3.1)

s.t.
∫ Nt

0

∫ 1

0
1{j∈mi,t}Υ

(
ci,j,t

Ct

)

djdi = 1

∫ Nt

0

∫ 1

0
1{j∈mi,t}pi,tci,j,tdjdi ≤ WtLt +

∫ Nt

0
Πi,tdi − Tt

Here, ci,j,t is the consumption of household member j from variety i, pi,t is the price of

variety i, Ct is the household’s aggregate consumption, Lt is total labor supplied by the

household, Wt is the wage, Πi,t is the profit of firm i and Tt is an aggregate lump-sum tax.

Moreover, the function Υ(.) is strictly increasing and strictly concave with Υ(1) = 1.11

Demand for Varieties The first property of the demand is that all the members that are

matched to a particular variety i choose to have the same level of consumption from that

variety, whereas the members that are not matched to i consume zero:

ci,j,t

Ct
=







Υ′−1
(

pi,t

PtDt

)

j ∈ mi,t

0 j /∈ mi,t

Here,

Dt ≡

[∫

i∈Nt

∫ 1

0
1{j∈mi,t}

ci,j,t

Ct
Υ′
(

ci,j,t

Ct

)

djdi

]−1

11In the case of the CES aggregator, Υ(x) = x1−σ−1
, where σ is the elasticity of substitution across varieties.
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is an aggregate demand index and Pt is price of the aggregate consumption good, which,

henceforth, we normalize to one.12 Therefore, the household’s total demand for variety i

is proportional to the number of its matches and is characterized by the following demand

function:

ci,t ≡
∫ 1

0
1{j∈mi,t}ci,j,tdj = mi,tqi,tCt (3.2)

qi,t ≡ Υ′−1

(
pi,t

PtDt

)

(3.3)

where ci,t is total demand for variety i, and qi,t is the relative demand per match of variety

i. The expression for total demand in Equation (3.2) maps our theory of demand to the

starting point of our empirical analysis in Equation (2.1), where we decomposed the sales

of a firm to the number of customers times the sales of firms per customer. In our model,

the same decomposition holds:

ln(Si,t) = ln mi,t + ln pi,tΥ
′
(

pi,t

Dt

)

+ ln Ct.

Elasticities and Super-elasticities of Demand Following Edmond et al. (2018), we use the

aggregator function from Klenow and Willis (2016) for our quantitative analysis:

Υ(q) = 1 + (σ − 1)e
1
η η

σ
η −1

[

Γ

(
σ

η
,

1

η

)

− Γ

(

σ

η
,

q
η
σ

η

)]

where Γ(., .) is the incomplete Gamma function.13 Implementing this functional form in

Equation (3.3), we can derive the following expression for the relative demand per match

for firm i at time t:

qi,t =

[

1 − η ln

(
pi,t

Dt(1 − σ−1)

)] σ
η

(3.4)

Moreover, this specification for Υ(.) is a generalization of the CES case with parameters

12In the special case where the aggregator is CES, this demand index takes a value of 1/(1− σ−1); however,
with the generalized Kimball aggregator this quantity is not necessarily a constant. Moreover, one could
characterize the equations that pin down Pt and Dt in terms of prices rather than quantities. These equations
are:

∫ Nt

0
mi,tΥ

(

Υ′−1

(
pi,t

PtDt

))

di = 1

∫ Nt

0
mi,t

pi,t

Pt
Υ′−1

(
pi,t

PtDt

)

di = 1

which jointly determine Pt and Dt.
13Γ(s, x) ≡

∫ ∞

x ts−1e−tdt.
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σ > 1 and η ≥ 0 that vary the elasticity and super-elasticity of demand. Formally, these

quantities are given by

εi,t ≡ −
∂ ln(ci,t)

∂ ln(pi,t)
= σq

− η
σ

i,t , εε
i,t ≡ −

∂ ln(ε(qi,t))

∂ ln(pi,t)
= ηq

− η
σ

i,t .

Here, εi,t is the expression for the elasticity of demand and shows that under the Klenow

and Willis (2016) specification, demand elasticity is a decreasing function of the relative de-

mand per match. Intuitively, Kimball demand is a smoothed version of a kinked demand

curve (Dotsey and King, 2005; Basu, 2005) where the relative demand is more elastic to the

price at higher relative prices. In the special case when the super-elasticity of demand ap-

proaches zero (η → 0), we are back to the standard case of the CES aggregator with σ being

the constant elasticity of substitution across varieties.14

Dynamics of Matches We assume that every household member at each given period is

matched to one and only one operating firm.15 Two processes in the model cause separation:

(1) at the end of each period, customers of exiting firms separate and become available

for new matches, and (2) customers of incumbent firms separate at an exogenous rate of

δ ∈ [0, 1].

Firms launch marketing campaigns to attract new customers from the pool of newly

separated consumers. In particular, we assume that operating firm i at time t posts ai,t ≥ 0

ads to acquire new customers. Every available member then draws one ad from the pool

of all available ads and is matched to the firm that they draw. Therefore, the number of

new matches for firm i at t is proportional to the number of ads that they posted, but it is

normalized by the total number of ads and the pool of available members at any given time.

Hence, firm i’s customer base evolves according to:

mi,t ≤ (1 − δ)mi,t−1 +
ai,t

Pm,t
, (3.5)

where the inequality captures the notion that there is free disposal of matches should the

firm choose to exercise that option. We interpret Pm,t as the cost of a match. It is the number

of ads that a firm needs to post to get one new customer and is determined so that the

14It is also straightforward to show that when η → 0 the relative demand function in Equation (3.4) ap-
proaches to the familiar CES demand function. To see this note that with η → 0, Dt(1 − σ−1) = 1 and

ln(qi,t) = lim
η→0

σ

η
ln(1 − η ln(pi,t)) = −σ ln(pi,t).

15This implies that while advertising changes the distribution of customers across firms in an industry, it
does not increase the total number of household members that buy from that industry.
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matching market clears:

Pm,t =

∫ Nt

0 ai,tdi

1 − (1 − δ)
∫ Nt

0 mi,t−1di
.

This expression shows that the cost of a match decreases with the total number of separated

members and increases with the total number of posted ads by all firms.

Labor Supply The household’s labor supply is characterized by the following standard

intra-temporal Euler equation: ξL
ψ
t = WtC

−γ
t .

3.2 Firms

On the firm side, we assume a structure with endogenous entry and exit, with the follow-

ing timeline of events—as summarized in Figure 3. At the beginning of each period, a set

of potential entrants are born with an initial productivity and decide whether to enter or

not. Incumbents also draw a new productivity in the beginning of each period and decide

whether to stay or exit. After entry and exit decisions are made, all firms pay an overhead

cost of operation, decide on marketing campaigns, set prices and produce to meet demand.

In the rest of this section, we provide a detailed description of these decisions.

Entry and Exit Decisions At each period t, a measure λ of potential entrants are born each

with an initial productivity zi,t drawn from a log-normal distribution:

ln(zi,t) ∼ N (z̄ent, σ2
z ). (3.6)

We let Λt denote the set of these potential entrants at t. Incumbents, firms that entered the

economy at least one period ago, also draw new productivities according to the following

AR(1) process: 16

ln(zi,t) = ρ ln(zi,t−1) + ǫi,t, ǫi,t ∼ N (0, σ2
z ) (3.7)

With new productivities drawn, each incumbent or potential entrant then decides whether

or not to stay in the economy or dropout. We refer to this decision by 1i,t ∈ {0, 1}, with 1

being an indicator for entering or staying. Finally, of all the firms who decided to stay, each

draws a Bernoulli survival shock, νi,t, that is 1 with probability ν ∈ [0, 1], and drop out if

νi,t = 0. We assume νi,t is i.i.d. across firms and time.
16It is important to note that, following Clementi and Palazzo (2016) and Ottonello and Winberry (2018),

we allow for the mean of incumbents’ productivity distribution—normalized to 0—to be different than that
of entrants, z̄ent. This introduces a natural trend in firms’ productivity based on their age and allows us to
account for differences in size across age-groups, as reported in the Business DYnamics Statistics (BDS).
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Figure 3: Timing of Events
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Notes: The figure shows the timing of firms’ decisions in the model.

Marketing, Pricing and Production Decisions Firms who stay or enter the economy pay

an overhead cost of χ > 0 in units of labor at each period, which allows them to market and

produce their product using labor. In particular, firms can use labor to produce ads using

technology

ai,t = l
φ
i,s,t ≥ 0,

where li,s,t denotes the amount of labor allocated to marketing. The firm’s customer base

then evolves according to the law of motion for matches per Equation (3.5), where mi,t−1 ≡ 0

for operating firms that entered at time t.

Furthermore, for a given number of matches, a firm’s demand is given by Equation (3.2).

Firms take this demand schedule as given and choose the price that maximizes their profit.

They then produce to meet their realized demand using technology

yi,t = zi,tl
α
i,p,t,

where zi,t is the firms’ productivity, and li,p,t is the labor demand of the firm for production.

Firms’ Problem Given an initial level of productivity and customer base, firm i’s problem

is given by

vt(mi,t−1, zi,t) (3.8)

≡ max
(pi,τ ,li,s,τ ,li,p,τ ,1i,τ)

∞
τ=t

Et

∞

∑
τ=t

(βν)τ−t

(
τ

∏
h=t

1i,h

)(
Cτ

Ct

)−γ




 pi,τyi,τ
︸ ︷︷ ︸

Total sales

− Wτ li,p,τ
︸ ︷︷ ︸

COGS

− Wτ(li,s,τ + χ)
︸ ︷︷ ︸

SGA costs






subject to
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yi,τ = mi,τqi,τCτ = zi,τ lα
i,p,τ (3.9)

qi,τ =

[

1 − η ln

(
pi,τ

Dτ(1 − σ−1)

)] σ
η

(3.10)

mi,τ ≤ (1 − δ)mi,τ−1 +
l
φ
i,s,τ

Pm,τ
, li,s,t ≥ 0. (3.11)

That is, firm i maximizes the expected discounted stream of its profits subject to Equa-

tion (3.9) that requires firm to meet its demand given its choice of a price by producing

enough, Equation (3.10) that specifies demand per match under the Klenow and Willis

(2016) specification for the Kimball aggregator, and Equation (3.11) that captures the law

of motion for the number of firm’s matches and the non-negativity of labor allocated to-

wards marketing.

3.3 Characterization of Firms’ Decisions

In this section, we characterize the firms’ optimal decisions rules for pricing, marketing and

entry/exit.

Prices and Markups For a firm that has decided to operate in a given period, and for a

given choice of marketing that determines its number of matches in that period, its pricing

decision has a static nature. Formally, the firm chooses to charge an optimal markup over

its marginal cost of production:

pi,t =
εi,t

εi,t − 1
︸ ︷︷ ︸

markup

× α−1 Wtli,p,t

yi,t
︸ ︷︷ ︸

marginal cost

. (3.12)

This expression shows that the common proportionality relationship derived between the

labor share and markup in conventional models also holds in our model, which verifies our

measurement of markups in the data.

It is also important to note that εi,t, the firm’s elasticity of demand, itself is a function of

demand per match in Equation (3.4) and varies with the firm’s pricing choice. Therefore, as

long as η is not zero, the optimal markup of the firm varies with its marginal cost, in regards

to which we can derive the following result.

Lemma 1. Firms with higher marginal costs charge higher prices and lower markups. Formally, let

µi,t denote a firm’s markup and mci,t denote its marginal cost. Then, the elasticities of markups and
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prices to marginal costs are:

d ln

(
pi,t

Dt

)

=
1

1 + ησ−1εi,t(µi,t − 1)
d ln

(
mci,t

Dt

)

(3.13)

d ln(µi,t) = −
ησ−1εi,t(µi,t − 1)

1 + ησ−1εi,t(µi,t − 1)
d ln

(
mci,t

Dt

)

(3.14)

Proof. See Appendix C.1.

Equation (3.13), which is also known as the incomplete pass-through property of Kimball

demand (see, e.g., Gopinath and Itskhoki, 2010; Amiti et al., 2019), shows that for a one per-

cent increase in marginal cost, the relative price also increases but by less than one percent.

The intuition for this result is that firms with higher marginal costs have to charge higher

relative prices to make a positive margin, but since at higher prices demand is more elastic,

their optimal markups are lower—this is in particular in contrast to a CES demand system,

which requires the elasticity of demand to be constant all across the firms’ demand curves.

We are now ready to prove the following proposition that links the model to our empir-

ical fact in Table 4.

Proposition 1. Firms with higher sales per customer charge higher markups. Formally,

d ln(µi,t) = ησ−1µi,t(µi,t − 1)d ln

(
pi,tqi,t

Dt

)

(3.15)

Proof. See Appendix C.2.

While the relationship outlined by Proposition 1 is independent of firms’ customer base,

the relationship between markups and total sales depends on how firms’ customer bases

covary with markups. Definite statements about this relationship require characterizing

the optimal marketing strategies of firms; however, the results above are enough to make

comparisons across firms with the same size and productivity:

Corollary 1. Conditional on the same level of total sales and productivity, firms with a larger cus-

tomer base charge lower markups (only because they face higher marginal costs).

Proof. See Appendix C.3.

Corollary 1 follows from the fact that once we fix productivity and total sales, firms with

a larger number of customers should be selling less per customer. This highlights the main

departure of our paper from the literature on variable markups where customer acquisition

is not modeled explicitly. These models often implicitly assume that customers are ho-

mogeneously distributed across firms (i.e., a representative consumer buys from all firms).
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Hence, in those models, larger firms are larger because of their higher sales per customer,

which creates an unbreakable link between markups and size as long as variable elasticities

are assumed. However, in our model, firms can be big either because they sell more per

customer—hence, charging higher markups—or because of having a larger number of cus-

tomers, which translates into lower markups once we control for productivity and sales per

customer.

Marketing Strategies A key feature of our model is that firms internalize the decision of

generating new matches and can spend resources to do so. For this decision, while the

marginal cost of generating a match is determined by the amount of labor that the firm

needs to utilize to find a new customer, its benefit is closely linked to the firm’s market

power and the amount of relative demand per match. The following proposition formulates

the optimality condition for firms’ marketing decision in terms of this cost-benefit analysis.

Proposition 2. The optimal marketing strategy of a firm is characterized by

φ−1 Wtli,s,t

mi,t − (1 − δ)mi,t−1
︸ ︷︷ ︸

marginal cost of a match

= Et

∞

∑
τ=t

[

(ν(1 − δ))τ−t
τ

∏
h=t

1i,τ

]

︸ ︷︷ ︸

probability of match survival

βτ−t

(
Cτ

Ct

)−γ

(pi,τ − mci,τ) qi,τCτ

︸ ︷︷ ︸

discounted (gross) marginal profit per match

.

(3.16)

Proof. See Appendix C.4.

Equation (3.16) shows that the marginal benefit of a acquiring one more customer is

linked to the net present value of the gross profits that the firm will earn from that customer

for the duration of the match.

It follows from Proposition 1 that the marginal profits generated by a new customer

are increasing in the markup of the firm. Therefore, firms that charge higher markups (or

expect to charge higher markups on average for the duration of a match) anticipate a higher

return on investing in their customer base. Hence, our model predicts a positive relationship

between markups and the size of firms’ customer bases. This can be more easily seen for

the special case with δ = 1, in which case the customer base mi,t is given by

mi,t =
[(1 − µ−1

i,t )pi,tqi,t]
1

φ−1−1

∫

i∈Nt
[(1 − µ−1

i,t )pi,tqi,t]
1

φ−1−1 di

,

where the numerator is increasing in the firm’s markup by Proposition 1.
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Entry and Exit Policies A potential entrant enters the economy and an incumbent decides

to stay if their value, specified in Equation (3.8) is positive: vt(mi,t−1, zi,t) ≥ 0. It can be

shown that firms’ value functions are increasing in their productivity and hence, for any

given level of m−1, there is a threshold productivity z∗(m−1) such that firms with higher

productivity than z∗(m−1) stay or enter the economy.

3.4 Equilibrium

We are now ready to define an equilibrium concept for this economy under monopolistic

competition.

Definition A monopolistically competitive equilibrium for this economy is

(a) an allocation for the households {(ci,j,t)j∈[0,1], Ct, Lt}t≥0,

(b) a set of exit decisions for potential entrants and incumbents {(1i,t)i∈Λt∪Nt−1
}t≥0,

(c) an allocation for operating firms {(pi,t, yi,t, mi,t, li,p,t, li,s,t)i∈Nt
}t≥0,

(d) a sequence of aggregate prices {Wt, Pm,t}t≥0 and a sequence of sets {Nt}t≥0

such that

1. given (c) and (d), household’s allocation in (a) solves their problem in Equation (3.1),

2. given (a) and (d), firms’ allocations in (b) and (c) solve their problems in Equation (3.8),

3. labor and matching markets clear:

Lt =
∫

i∈Nt

(li,p,t + li,s,t + χ)di

1 =
∫

i∈Nt

mi,tdi

4. the set of operating firms, Nt, follows

Nt = {i ∈ Λt ∪ Nt−1 : 1i,tνi,t = 1}, N−1 given.

Solution Method We solve the model globally by combining collocation methods and

nonstochastic simulation (see Young, 2010) to approximate the distribution of firms. Ap-

pendix D provides a description of the recursive formulation of the firm’s problem and the

computational algorithm that finds the steady state of this economy.
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3.5 Efficient Allocation

Given an initial distribution of productivity in the economy, the social planner of this econ-

omy maximizes the household’s lifetime utility by choosing: (1) which incumbent firms

should exit and which potential entrants should enter at each period, (2) how many cus-

tomers each operating firm should get—which can be achieved either by depreciating their

base if the firm has too many customers or by launching marketing campaigns if the firm

needs to grow—and (3) and how much each operating firm should produce. A formal state-

ment of the Planner’s problem is included in Appendix C.5.

Given the planner’s problem, our objective here is to characterize the efficient allocation,

especially for the distribution of customers across firms,which is unique to our setting rel-

ative to other models of variable markups. A second source of inefficiency that emerges in

our model is the war-of-attrition nature of advertisement that leads to overuse of labor for

marketing in the equilibrium. In order to focus on the misallocation of customers, we will

abstract away from this second source of inefficiency by assuming that the social planner

has to spend the same amount of aggregate labor for matches as in the equilibrium. The

following Lemma shows that this assumption is without loss of generality for the optimal

distribution of customers.

Lemma 2. Any desired distribution of matches across a set of operating firms can be achieved by

any strictly positive level of aggregate labor allocated towards advertisement.

Proof. See Appendix C.6.

This result follows from the fact that returns to marketing are fully relative in labor

allocated towards posting ads. Moreover, since any distribution of matches can be imple-

mented by any given amount of aggregate labor, Lemma 2 also implies that all distributions

of matches have the same cost for the planner. Therefore, one can assume without loss of

generality that the planner exercises the free disposal of matches in the beginning of every

period and re-matches all members based on firms’ new productivities.

To characterize the efficient allocation, there are two margins that need to be considered.

First, fixing the set of operating firms, we characterize the optimal allocation of demand in

terms of how many customers each operating firm should get and how much they should

produce. Second, we characterize the optimal entry and exit rule that determines the sets of

operating firms over time.

Optimal Allocation of Demand Here, we characterize the efficient allocation of customers

and demand for a given set of operating firms.
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Proposition 3. Fix a choice for the set of operating firms. Then, under the efficient allocation

q∗i,t = 1, m∗
i,t =

z
1

1−α

i,t
∫

i∈Nt
z

1
1−α

i,t di
.

Proof. See Appendix C.7.

Proposition 3 shows how our model breaks the link between size and misallocation. The

planner would like all matched members to have the same level of consumption from the

varieties that they are matched to and capitalize on the higher efficiency of more productive

firms by giving them more matches. In other words, it is efficient for all operating firms to

have equalized sales per match, with more productive firms having more matches. This is in

contrast to the equilibrium, in which more productive firms have higher sales per customer

and more customers than other firms (but potentially fewer matches than what is efficient).

Our result in Proposition 3 is also at odds with the trade-off that the social planner faces

in the conventional models where all firms are assumed to serve the representative con-

sumer. On one hand, the social planner would like more productive firms to produce more

to create more aggregate consumption. On the other hand, dispersed relative consumption of

different varieties is inefficient due to the weak substitutability of goods. In those models,

since mi,t is exogenous, the social planner has to balance these two forces only by choos-

ing the distribution of qi,t. In our model, the social planner equalizes relative consumption

across all matched members and increases the aggregate consumption of the economy by

giving more customers to more productive firms.

Recognizing the endogeneity of the allocation of matches has two important macroe-

conomic implications. First, the Pareto frontier of the economy is broader than what is

implied by conventional models—since the social planner in our model always has the op-

tion to replicate the homogeneous allocation of matches. Second, the magnitude of losses

from misallocation, and the distance of the equilibrium allocation from this new frontier,

depends on how effective the equilibrium matching technology is in replicating the effi-

cient allocation of customers rather than the efficient allocation of sales per customer, as is

the case in the conventional model.

Implications for the Number of Firms Here, we derive the planner’s policy for entry/exit

of firms.

Proposition 4. Let G∗
t (zi,t) denote the social value of a firm with productivity zi,t at time t. Then,
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this value is given by

G∗
t (zi,t) ≡ max

{(1∗i,τ)τ≥t}
Et

∞

∑
τ=t

(βν)τ−t

(
τ

∏
h=t

1∗i,h

)(
C∗

τ

C∗
t

)−γ




m∗

i,τC∗
τ

︸ ︷︷ ︸

Total sales

− m∗
i,τW∗

τ L∗
p,τ

︸ ︷︷ ︸

COGS

− W∗
τ χ

︸︷︷︸

SGA costs




 ,

where (C∗
τ , L∗

p,τ, W∗
τ )τ≥t are the aggregate consumption, aggregate labor allocated to production and

the decentralized wage under the planner’s solution and m∗
i,t is the optimal number of matches given

to a firm with productivity z∗i,t.

Proof. See Appendix C.8.

It then follows that the planner only keeps a firm if this value is strictly positive. An

important observation here is that the social value of a firm is strictly decreasing in m∗
i,t

which is much more sensitive to zi,t than in the equilibrium. In our model, the planner wants

a significant amount of concentration of matches at the top of the productivity distribution.

Relative to the conventional model, in our model, firms with lower productivity have lower

social value because it is optimal for them to serve fewer customers under the efficient

allocation.

3.6 Aggregation

Given a set of operating firms Nt and an allocation of production inputs (li,p,t)i∈Nt
across

these firms, we can recast the characterization of the aggregate output and production labor

of this economy in the form of an an aggregated production function as well as an aggregate

markup that characterizes the wedge between the aggregate marginal product of labor and

the wage—which is equal to the marginal rate of substitution once we impose the optimal

labor supply condition of the household. In the rest of this section, we derive these aggre-

gate objects and derive decomposition results that allow us to compare the equilibrium and

efficient allocations.

Aggregate Production Function We start by deriving the aggregate production function

of this economy, which can be obtained by defining the total production labor as the aggregate

amount of labor allocated towards production:

Lp,t ≡
∫

i∈Nt

li,p,tdi =
∫

i∈Nt

(
Ctmi,tqi,t

zi,t

)α−1

di, (3.17)

where the second equality uses Equation (3.9) that requires the firm to hire enough labor to

produce and meet its total demand.
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Defining the aggregate output of this economy as Yt ≡ Ct—since all aggregate output is

consumed by the household—and rearranging Equation (3.17), we arrive at the aggregate

production function of this economy expressed as

Yt = ZtL
α
p,t, (3.18)

where Zt, the aggregate TFP, is derived as

Zt ≡

[
∫

i∈Nt

(
zi,t

qi,tmi,t

)−α−1

di

]−α

. (3.19)

Aggregate Markup Given an allocation of production inputs and prices among a set of

operating firms (li,p,t, pi,t)i∈Nt
, we define the aggregate markup, Mt, as the wedge between

the aggregate marginal product of labor and its marginal cost—the wage Wt. Formally,

having derived the aggregate production function in Equation (3.18), the aggregate markup

is defined as

Mt ≡
∂Yt/∂Lp,t

Wt
= α−1 Yt

WtLp,t
(3.20)

We can also define the firm level markup as the analog of this wedge for firm i:

µi,t ≡ α−1 pi,tyi,t

Wtli,p,t
,

which corresponds to the equilibrium relationship between the markup and the labor share

in Equation (3.12)—with the exception that here we are defining this wedge for an arbitrary

allocation of inputs and prices. By cross-multiplying this equation, integrating over i and

dividing it by Equation (3.20), we can then derive that the aggregate markup is the produc-

tion cost-weighted average of firm level markups—an expression akin to the one derived in

Edmond et al. (2018):

Mt =
∫

i∈Nt

ωi,tµi,tdi, (3.21)

where

ωi,t ≡
Wtli,p,t

∫

i∈Nt
Wtli,p,t

is the production cost share of firm i or, as referred to by Baqaee and Farhi (2019), the cost-

based Domar weight of firm i.

Decompositions The following proposition shows that for small perturbations around the

equilibrium allocation, we can write the welfare losses of the households as a function of

28



changes in the aggregate TFP in Equation (3.19) and changes in labor supply.

Proposition 5. For small perturbations around the equilibrium allocation, the welfare losses of the

household at a given time t, up to a first order approximation, is given by

∆Ut

Uc,tCt
︸ ︷︷ ︸

∆Welfare (C.E.)

≈ ∆ ln(Zt)
︸ ︷︷ ︸

∆TFP

+ α(1 −M−1
t )∆ ln(Lp,t)

︸ ︷︷ ︸

∆Losses from Aggregate Markup

− αM−1
t








χ
Nt

Lp,t
∆ ln(Nt)

︸ ︷︷ ︸

∆Losses from Entry/Exit

+
Ls,t

Lp,t
∆ ln(Ls,t)

︸ ︷︷ ︸

∆Losses from Advertising








(3.22)

where Zt is the aggregate TFP in Equation (3.19), Mt is the equilibrium aggregate (cost-weighted)

markup in Equation (3.21), Lp,t and Ls,t are the aggregate amounts of labor allocated towards pro-

duction and advertising, and Nt is the equilibrium measure of operating firms.

Proof. See Appendix C.9.

Equation (3.22) decomposes the consumption equivalent welfare changes of the house-

hold around the equilibrium allocation to four separate terms: (1) allocative and distribu-

tional changes that lead to changes in aggregate TFP, (2) losses due to underutilization of

labor in the equilibrium that arise from aggregate market power—and demonstrates itself

as a wedge between the marginal product of labor and the marginal rate of substitution

between consumption and leisure, (3) changes in labor supply that are allocated towards

the overhead costs of operating firms, and (4) changes in labor supply that are allocated

towards advertising in the equilibrium.

Proposition 5 lays out the road map for the rest of our analysis. As we move on to the

quantitative part of this study, our main objective is to quantify the importance of the first

three channels, holding the fourth channel fixed.17

4 Quantitative Analysis

To quantify the implications of customer acquisition for the efficiency losses from market

power, we calibrate the steady state of the model by matching, via the Simulated Method of

Moments, several micro- and macro-moments related to firm dynamics in the US economy

in 2012.

17As we discussed in deriving the efficient allocation, since advertising is relative and hence a pure war-of-
attrition in our model, all labor that is allocated towards advertising is inefficient from a social perspective.
While fixing the amount of labor allocated towards advertising across different allocations is a choice on our
part and could be easily relaxed, it constitutes a clean benchmark that allows us to focus on quantifying the
main channel of interest in our analysis, the misallocation of demand across firms.
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4.1 Calibration Strategy

The most relevant parameters to calibrate are the size of fixed overhead costs χ and the

elasticity of the matching function φ. Both parameters affect not only the overall size of SGA

relative to total costs, but also the composition within SGA between its variable and fixed

components.18 As we show in Appendix B.1, the average COGS-to-OPEX ratio exhibits a

significant size profile, based on firms’ sales. Therefore, it is important to also have a good

fit of the sales distribution in the economy. Ideally, we would combine aggregate data on the

size distribution of firms with aggregate data on firms’ cost structure. The fact that the latter

is only available for a subset of firms from Compustat poses a challenge, which we attempt

to solve in the following way. Whenever possible, we calibrate the model to the aggregate

US economy in 2012 by matching moments from the Business Dynamics Statistics (BDS)

and Statistics of US Businesses (SUSB) provided by the Census Bureau. When matching

moments regarding firms’ costs, we apply a filter in the simulated data to account for the

selection into Compustat based on size and age.

Fixed Parameters We set the model period to one year. Panel A of Table 5 presents the set

of parameters that are externally fixed. We set the subjective discount factor β to match an

annual interest rate of 4%. The elasticity of intertemporal substitution γ is set to 2. We set

the inverse of the Frisch elasticity of labor supply to ψ = 1 and the labor coefficient in the

production function to α = 0.64. During the calibration exercise, we normalize the measure

of potential entrants λ and the disutility of labor supply ξ to generate a steady-state output

of Y = 1 and wage of W = 1.

We set the retention rate of customers to 1 − δ = 0.72, which corresponds to the repur-

chase probability in the Nielsen-GS1 matched dataset in 2012.19 Although we use Nielsen-

GS1 matched data, which is limited to the consumer packaged goods sector, the repur-

chasing probability is similar in other industries based on evidence from the marketing

literature. For example, the repurchase probability is 0.7 in the automotive industry based

on survey data used in Mittal and Kamakura (2001). According to Bolton, Kannan and

Bramlett (2000), the loyalty program member share is 0.693 and the cancellation probability

is 0.187 for the financial service industry. Finally, Bornstein (2018) estimates using Nielsen

18Note that our model does not impose the existence of a variable SGA component, nor the fact that firms

need to spend resources to acquire customers. This is because limφ→0 l
φ
i,s,t = 1 and limφ→0 Wli,s,t = 0. Thus,

our model nests the case of pure fixed SGA costs and exogenous customer acquisition as a special case.
19More specifically, define Salesi,g,t as the total expenditure of (projection-factor adjusted) households who

purchase products made by firm i in group g at time t. Define the probability of repurchasing firm’s products

as si,g,t =
Salesi,g,t−1,t

Salei,g,t−1
, where Salei,g,t−1,t is the total expenditure of (projection-factor adjusted) households who

purchase products made by firm i in group g in both periods t − 1 and t. Then, we take a weighted average of
si,g,t across firms and groups, where the weights are the expenditure in firm-group bins across all years.
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data an annual retention probability of 0.85 for the top two largest firms in each product cat-

egory. If we also restricted the sample to the top two firms, our retention measure increases

to 0.84.

Calibrated Parameters We jointly calibrate the remaining 8 parameters by the simulated

method of moments.20 These parameters can be grouped in three sets, those shaping firms’

cost structure (φ and χ), their demand (σ, and η), and their life cycle and shock structure

(ρz, σz, z̄ent and ν). Although these parameters are jointly identified by the set of moments

chosen, below we provide a discussion of which moment should intuitively be more rele-

vant to identify each parameter. We formalize this discussion in Appendix E by analyzing

the local elasticities of model moments with respect to each parameter and the sensitivity

measure developed by Andrews, Gentzkow and Shapiro (2017).

To calibrate the overhead cost χ, we target the cross-sectional average COGS-to-OPEX

ratio from Compustat. The model counterpart of this ratio for firm i is

Wtli,p,t

Wtli,p,t + Wt (li,s,t + χ)
≡

COGSi,t

COGSi,t + SGAi,t
.

Intuitively, a larger fixed cost χ, ceteris paribus, should increase a firm’s total costs and drive

down this ratio.

To identify the elasticity φ, we exploit the observed relationship between SGA and sales

in Compustat. The following proposition illustrates the source of identification in the spe-

cial case of the model with δ = 1, which admits a closed-form solution of the firm’s optimal

spending in customer acquisition.

Proposition 6. Suppose δ = 1. Then, the total SGAi,t expenses of a firm can be decomposed into a

fixed (SGAFi,t) and a variable (SGAVi,t) component:

SGAi,t = SGAFi,t + SGAVi,t (4.1)

= Wtχ + φSalesi,t −
φ

α
COGSi,t

Proof. See Appendix C.10.

Equation (4.1) is obtained from the firm’s optimality condition regarding customer ac-

20More specifically, we calibrate the model by choosing a set of parameters P that minimizes the SMM
objective function

(
mm (P)

md
− 1

)′

W

(
mm (P)

md
− 1

)

,

where mm and md are a vector of model simulated moments and data moments, respectively, and W is a
diagonal matrix. Appendix D.2 provides the computational details of the calibration exercise.
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quisition. The firm acquires customers up to the point where the marginal cost of an addi-

tional customer equals the marginal benefit, which equals profits from those marginal sales.

In this special case, φ is identified by the relationship between SGAi,t expenses and sales,

conditional on COGSi,t and time fixed-effects. For the general case, Appendix E shows a

high sensitivity of φ to the same relationship. Thus, we calibrate φ to match the coefficient

on Salesi,t from an OLS regression of Equation (4.1) using data from Compustat. In the

model, we compute both moments after accounting for selection into Compustat with two

filters based on firms’ age and size. That is, to compute these moments we restrict the sim-

ulated sample of firms to those that are at least 7 years old, as in Ottonello and Winberry

(2018), and have sales above 19% of the average sales in the simulated economy (which cor-

responds to the ratio of the 5th percentile of the sales distribution in Compustat to average

sales in SUSB).21

To calibrate the parameters shaping firms’ demand, we set the elasticity of substitution

σ to match a COGS-weighted average markup of 1.25 computed from Compustat. This

follows from the aggregation result that shows that the relevant aggregate markup corre-

sponds to the production cost-weighted average markup. Second, following Edmond et al.

(2018), the super-elasticity of demand η is pinned down by the relationship between a firm’s

relative revenue productivity of labor and its relative sales. In a model without customer

acquisition, the revenue productivity of labor pi,tyi,t/Wtli,p,t is proportional to the produc-

tion markup µi,t. The following proposition shows that a similar relationship holds in a

special case of the model.22 Appendix E shows that the super-elasticity η is sensitive to this

relationship in the general model as well.

Proposition 7. Suppose δ = 1. Then, a firm’s revenue productivity of labor is given by

pi,tyi,t

Wt(li,p,t + li,s,t)
=

µi,t

α + φ(µi,t − 1)

which is strictly increasing in the production markup µi,t if and only if α > φ.

Proof. See Appendix C.11.

When η = 0, markups and the revenue productivity of labor are constant and indepen-

dent of sales. When η > 0, both markups and sales are increasing in productivity. There-

fore, the relationship between labor productivity and sales is informative about η, holding

the other parameters fixed. We summarize this relationship with the regression coefficient

21Average firm sales in the 2012 US economy were USD5.7 million (SUSB) and the 5th percentile of the sales
distribution in Compustat was USD1.06 million.

22The inverse of this relationship—a firm’s labor share—is the inverse-markup-weighted average of the
returns to scale in different uses of labor. A similar relationship appears in Kaplan and Zoch (2020).
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of a sales-weighted OLS regression of relative revenue productivity of labor on relative sales

of 0.036 for firms with relative sales greater than 1, as reported by Edmond et al. (2018) and

computed using aggregate data from SUSB.23

The parameter of the AR(1) productivity process for incumbent firms, ρz and σz, are set to

match a standard deviation of annual employment growth of 0.415 from Elsby and Michaels

(2013) and the unweighted distribution of within-industry relative sales from Edmond et al.

(2018). The mean of the productivity distribution of entrants z̄ent is set to match the fact that

old firms (those older than 11 years) are on average six times larger in terms of employment

than 1-year old firms (BDS). The exogenous separation probability ν is calibrated to match

an average exit rate of 7.3% (BDS).

Results The set of calibrated parameters is shown in Panel B of Table 5. The process for

the productivity shock is quite persistent and volatile, although in line with estimates from

Lee and Mukoyama (2015). The calibrated elasticity and super-elasticity of demand are

6.49 and 4.95, respectively, which are close to values used and estimated in the literature

(see e.g., Gopinath and Itskhoki (2010); Nakamura and Zerom (2010)). Finally, note that the

calibrated value for the elasticity of the matching function φ = 0.533 is close to a model-

generated elasticity of 0.474. This similarity lends support to the identification argument

provided in Proposition 6.

Table 6 and Figure 4 show the targeted moments and their model counterparts. Over-

all, the model closely matches the targets. The model is able to reproduce the average cost

structure very well, but it slightly under-predicts the relationship between SGA and sales.

The model matches well the cost-weighted average production markup, and is able to gen-

erate a similar relationship between revenue productivity of labor and sales. Figure 4 shows

that the model approximates well the sales distribution of firms. For example, in the data

33% of firms have sales that are lower than 10% of the average sales in the economy and 1%

of firms have sales that are larger than 10 times the average sales. In the model, these shares

are 25% and 1.5%. The Figure also shows that the model is able to replicate the relative

size of old firms, 6.07 in the data and 6.4 in the model. In Appendix E, we show the data

and model relationships between labor productivity and SGA with sales, and the average

COGS-to-OPEX ratio by firm age and size. Although in the calibration exercise we targeted

23In our definition of model revenue productivity of labor, we include the variable component of SGA (ls)
but not the fixed component of SGA (χ). The former is due to the fact that the SUSB reports information on the
total wage bill across firms in a size group, without distinguishing between types of labor. The decision not to
include χ is due to the fact that part of overhead costs are, in reality, not associated with labor costs (e.g., rent)
and thus not included in the wage bill reported by SUSB. Ideally, we would use data on the subcomponents
of SGA expenses in Compustat to compute the share of labor costs within SGA expenses. Unfortunately, a full
disaggregation of SGA is not available. To alleviate concerns about this choice, note that we target a moment
based on a sample of relatively large firms (those with relative sales greater than 1), for which arguably the
fixed overhead cost represents a smaller fraction of total costs.
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Table 5: Model Parameters

Parameter Description Value

Panel A: Fixed Parameters

β Annual discount factor 0.960

γ Elast. of intertemporal substitution 2.000

ψ Frisch elasticity 1.000

α Decreasing returns to scale 0.640

δ Prob. of losing customer 0.280

Panel B: Calibrated Parameters

φ Elasticity matching function 0.533

χ Overhead cost 0.307

σ Avg. elasticity of substitution 6.490

η Superelasticity 4.956

ν Exog. survival probability 0.964

ρz Persistence of productivity shock 0.973

σz SD of productivity shock 0.218

z̄ent Mean productivity of entrants -1.453

λ Mass of entrants 0.137

ξ Disutility of labor supply 1.981

Notes: This table shows the calibration of the model. Panel A contains parameters chosen externally. Panel B
contains parameters internally calibrated to match moments presented in Table 6 and Figure 4.

specific moments of these relationships, the model matches the data patterns more broadly.

4.2 Model Validation

Before proceeding with the main quantitative analysis, we provide over-identifying tests

of the calibrated model regarding its ability to match relevant untargeted moments. First,

we show that the model is able to generate firm dynamics similar to those observed in the

data. Second, we test the model’s predictions regarding the co-movement between a firm’s

production markup, sales per customer and the size of the customer base.

Firm Dynamics Figure 5 shows two model moments that were not explicitly targeted

during the calibration exercise: the average exit rate by age and the average employment

growth by age. As Panel A shows, the average exit rate is decreasing in the firm’s age, as

in the data (see e.g., Haltiwanger, Jarmin and Miranda, 2013). The fact that entrants enter

the economy with lower average productivity and no customer base makes young firms
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Table 6: Targeted Moments

Moment Data Model

Slope SGA on sales 0.492 0.474

Avg. COGS-to-OPEX ratio 0.660 0.669

Avg. cost-weighted production markup 1.250 1.275

Slope labor prod. on sales 0.036 0.033

Avg. exit rate 0.073 0.071

SD. employment growth 0.416 0.447

Notes: This table shows the set of moments targeted in the calibration of the model. Slope SGA on Sales refers
to the OLS coefficient of the regression SGAi,t = βSalesi,t + ψCOGSi,t + εi,t. Avg. COGS-to-OPEX ratio refers
to cross-firm average of the ratio. Avg. cost-weighted production markup corresponds to the COGS-weighted
average markup from Edmond et al. (2018). These moments were computed using data from Compustat in
2012. Slope labor prod. on sales corresponds to the OLS coefficient of the sales-weighted regression of relative
revenue labor productivity on relative sales from Edmond et al. (2018), restricting the sample of firms with
relative sales above one. This moment was computed using data from the SUSB in 2012. The average exit rate
was obtained from the BDS in 2012. The standard deviation of annual employment growth for continuing
establishments is obtained from Elsby and Michaels (2013). Growth rate of variable x is computed as in Davis
and Haltiwanger (1992): (xi,t − xi,t−1)/0.5(xi,t + xi,t−1). The last column shows the model counterparts of each
moment, which was obtained by simulating a panel of firms and computing each moment with the simulated
data. In the model, we account for selection into Compustat by restricting the simulated sample of firms to
those that are at least 7 years old and have sales above 19% of the average sales in the simulated economy
(which corresponds to the ratio of the 5th percentile of the sales distribution in Compustat to the average sales
in SUSB).

Figure 4: Model Fit: Firm Size

(a) Distribution of Sales (b) Avg. Size by Age

Notes: This figure shows moments targeted in the calibration of the model. Panel (a) shows the model fit
of the distribution of relative sales. The distribution of relative sales is obtained from the SUSB in 2012. Panel
(b) shows the model fit of average employment, relative to 1 year-old firms, by firm age. Average firm em-
ployment by age group was obtained from BDS in 2012. In the calibration exercise, we only target the relative
size of firms older than 10 years.
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more likely to exit due to the presence of overhead costs. As firms grow larger, their larger

customer base and higher productivity allows them to absorb negative productivity shocks

without forcing them to exit. It is important to note that in the firm dynamics literature, the

decreasing profile of the average exit rate by age is typically used as a target to calibrate the

size of the overhead cost χ. Here, we took another route by matching the observed struc-

ture of firms’ costs. The fact that the model is able to match well the profile of exit rates

provides additional support to the modeling and split of the firm’s cost structure. Panel B

plots a decreasing average employment growth as a function of firms’ age. Both patterns

are consistent with the empirical evidence in Haltiwanger et al. (2013). For example, the

average net employment growth rate of 1-2 years old and 7-8 years old continuing firms is

close to 12% and 2.5%, respectively. In the model, the average employment growth rates

(computed as in Davis, Haltiwanger, Schuh et al. (1998)) for 2- and 7-years old firms are

12.5% and 2.1%, respectively.

Figure 5: Exit and Growth by Age

(a) Exit Rate by Age (b) Avg. Growth by Age

Drivers of Firm Growth We have previously documented that, in the data, the major

source of cross-firm differences in sales is the size of their customer bases. Here, we verify

the extent to which the model is able to quantitatively match this fact. Table 7 compares

the variance decomposition of log sales in the model with the decomposition from the data.

In the data, differences in log average sales per customer explain 11.4% of the variance of

log sales. The model closely matches this fact, with a fraction of 15.2%. Also, in the model

the largest contributor to the dispersion in log sales is the variance of the log number of

customers, as in the data. However, since differences across firms are ultimately only driven

by productivity shocks, the model over-predicts the size of the covariance term.
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Table 7: Sources of Dispersion in Sales across Firms

Var(ln sales per customer) Var(ln n. of customers) Covariance

Data 11.44 80.66 7.90

Model 15.17 47.54 37.29

Notes: This tables provides a variance decomposition of firms’ log sales. The first column report the
variance of the log sales per customer, var (ln pi,tΥ

′(pi,t/Dt)). The second column report the variance of
the log number of customers, var (ln mi,t). The last column report the covariance between both terms,
cov (ln mi,t, ln pi,tΥ

′(pi,t/Dt)). The first row reports the results obtained from the Nielsen Homescan Panel.
Sales and the number of customers are adjusted with household sample weights. The second row reports the
results obtained from model simulated data.

Relatedly, we have shown that, despite not being the main driver of sales growth, aver-

age sales per customer are the main source of market power (see Table 2.2.3). In this section,

we show that our model is able to reproduce this fact quantitatively despite not being a

direct target in the calibration. For this, we regress simulated firms’ markups on sales per

customer, the size of their customer bases and time fixed effects

ln(µi,t) = θ0 ln

(

pi,tΥ
′
(

pi,t

Dt

))

+ θ1 ln mi,t + κt + εi,t.

Table 8 presents the results. The data show a statistically significant relationship between

markups and sales per customer, and an economically and statistically insignificant rela-

tionship between markups and the size of the customer base. The model matches these

facts fairly well. The model predicts that a 1% increase in the average sales per customer

is associated with a 0.11% increase in markups. This point estimate barely lies outside the

95% confidence interval estimated in the data. On the other hand, a 1% increase in the cus-

tomer base, increases markups by only 0.02%. The only reason why this coefficient is not 0

in the simulated data is the nonlinear nature of the relationship between these variables. If

we instead conditioned on a flexible function of sales per customer, then a firm’s number of

customers should have no predictive power for markups, as in the data.

5 The Role of Endogenous Customer Acquisition

The goal of this Section is to investigate the role played by endogenous customer acquisi-

tion, both in directly shaping a firm’s optimal choices and indirectly determining the aggre-

gate properties of the equilibrium. To do so, we compare the allocations and equilibrium

of the calibrated model (labeled as “Baseline” from here on) with an alternative model in

which each period firms receive a fixed number of total customers without having to spend
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Table 8: Sources of Dispersion in Sales and Markups

ln Markupi,t

Data Model

ln sales per customeri,t 0.059∗∗∗ 0.111

(0.022)

ln n. of customersi,t 0.002 0.022

(0.007)

Observations 2433

R2 0.313 0.869

Year FE X X

SIC FE X

Notes: This table reports the results of an OLS regression of a firm’s log markup (ln(µi,t)) on log sales per
customer (ln (pi,tΥ

′ (pi,t/Dt))) and log size of the customer base (ln mi,t). Column (1) reproduces the empirical
estimates from Table 4. Column (2) reports estimates based on model-simulated data. The model-simulated
panel is restricted to mimic selection into Compustat (see Section 4 for details). In the model, we do not
include SIC FE as we model a single “representative” industry.

any resources (labeled as “Restricted” from here on).

Implications for Concentration Figure 6 plots the firm dynamics for two firms that start

with zero customer base and productivities equal to the 50th and 99th percentile of the pro-

ductivity distribution of entrants. After these initial draws, productivity follows the AR(1)

process without any further shocks. Panel A shows that firms front load their efforts to ac-

quire customers when young and that spending in li,s,t is higher for more productive firms.

Panel B shows that the sales of the more productive firm are larger than the ones of the less

productive firm, increase over time due to a larger stock of customers and finally decrease

due to mean-reverting productivity. How do firms increase their sales? Panels C and D

plot the dynamics of the number of customers and sales per customer, respectively. Both

firms build their customer base gradually over time due to decreasing returns to spending

in customer acquisition. On the other hand, sales per customer are higher when firms are

younger, due to mean reverting productivity and decreasing returns in production. Thus,

over time, firms shift their sales strategy from selling more to few customers, to selling less

to more customers.

How does endogenous customer acquisition affect these dynamics? Relative to the model

with exogenous customer base, the more productive firm is able to achieve higher sales

by selling less per customer, but accumulating more than twice as many customers in the

first year. Since more productive firms charge lower prices, but higher markups, profits

per marginal customer are increasing in productivity, which induces the more productive
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firm to accumulate customers more rapidly. Given a fixed stock of customers, this can only

be possible if firms with lower productivity accumulate fewer customers, relative to the

model with exogenous customer base. Thus, relative to that model, endogenous customer

acquisition increases the dispersion of customer bases and decreases the dispersion of sales

per customer. Table 9 shows that the former effect dominates and overall concentration of

sales increases—while in the restricted model, the 5% of the largest firms concentrate 17%

of sales, in our baseline model they concentrate 50% of sales.

Figure 6: Average Firm Dynamics

(a) li,s,t (b) pi,tyi,t

(c) mi,t (d) qi,t

Notes: This figure plots the firm dynamics of two new firms that start with zero customer base and produc-
tivities equal to the 50th and 99th percentile of the distribution of productivities among entrants. After this
initial draw, firms follow the AR(1) productivity process without any further shock. Solid lines correspond to
the “baseline” model. Dashed lines correspond to the “restricted” model with an exogenous customer base
(mi,t = 1/Nt). For the latter, we compute the general equilibrium using the calibrated parameters of the
baseline model. Panels (a)-(d) plot the evolution of labor devoted to customer acquisition (li,s,t), sales (pi,tyi,t),
customer base (mi,t) and output per customer (qi,t), respectively.

Implications for Market Power Table 9 shows that despite higher concentration, the base-

line model features a lower aggregate markup, 1.26 as opposed to 1.38 in the restricted

model. To understand the sources of this difference, Figure 7 shows the histogram of

markups and the scatter plot between markups and relative employment (the weights used
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in the construction of the aggregate markup) across models. These figures illustrate two

forces. On one hand, in the model with endogenous customer acquisition the distribution

of markups is more concentrated. That is, high productivity firms charge lower markups

relative to firms with similar productivity in the restricted model. On the other hand, in our

model those high productivity firms account for a larger fraction of total employment.

Figure 7: Customer Acquisition and Market Power

(a) Distribution of Markups (b) Avg. Size by Age

Notes: Panel (a) plots the distribution of production markups in the baseline and restricted models. Panel
(b) shows the scatter plot of relative employment (li,s,t/(Ls,t/Nt)) and production markups µi,t. The restricted
model refers to the model with an exogenous customer base (mi,t = 1/Nt).

The following decomposition of the difference in aggregate markups, which follows

from Equation (3.21), quantifies each force:

ln(Mt)− ln(MR
t )

︸ ︷︷ ︸

−9.71%

≈
∫

i∈Nt

(ωi,t − ωR
i,t) ln(µi,t)di

︸ ︷︷ ︸

∆ Distribution: 9.00%

+
∫

i∈NR
t

ωR
i,t

(

ln(µi,t)− ln(µR
i,t)
)

di

︸ ︷︷ ︸

∆ Market power: -18.71%

,

where the superscript R denotes distributions and allocations in the restricted model.24 The

first term (denoted “∆ Distribution”) captures the contribution of differences in the distribu-

tion of relative employment across firms and keeps firms’ markups fixed at their level in the

baseline model. The second term (denoted “∆ Market power”) captures the contribution of

differences in markups across models and keeps the distribution of relative employment

fixed at the distribution in the restricted model. As more productive firms charge higher

markups, switching the distribution of relative employment from the restricted to the base-

line model would increase the average markup by 9pp. However, the contribution of lower

24While the equation presents the decomposition based on its approximation for expositional purposes, the
numbers we present are computed based on the original exact decomposition.

40



markups in the baseline model reduces the aggregate markup by 18.7pp, so the aggregate

markup ends up being smaller by 9.71pp. Thus, why does the baseline model feature much

higher concentration but a lower aggregate markup? This is because in the baseline model

firms grow through larger customer bases mi,t, rather than higher average sales per cus-

tomer pi,tqi,t, which reduces their market power.

Aggregate Implications Endogenous customer acquisition, by allowing consumers to be

concentrated among high productivity firms, affects aggregate outcomes beyond market

power. First, it allocates more of the economy’s resources to more productive firms, which

reflects itself in higher aggregate TFP. The way to measure this is through the cost-weighted

TFP across firms (see Baqaee and Farhi, 2019; Edmond et al., 2018). Table 9 shows that

shutting down endogenous customer acquisition in our model reduces aggregate TFP by 28

percent. This is because in the baseline model more productive firms concentrate a higher

share of production costs.

The distinction in our model between sales per customer and the number of customers

also matters for aggregate output. In our model, more productive firms are big because of

a larger customer base, which means that they are not restricted by their choke quantities

that restrict consumption per customer and produce for a larger share of the population.

We find that by imposing an exogenous customer base reduces output by 24 percent. An-

other implication is related to the number of operating firms in equilibrium. The flip side

of the fact that in our model large firms have a larger customer base is that mechanically

smaller firms sell to fewer customer, which reduces their profits and brings them closer to

the exit threshold. Therefore, when we restrict customer bases to be equal across firms, the

equilibrium number of firms increases by 65 percent. This additional inflow of firms comes

from less productive firms that can now generate positive discounted profits due to a larger

(exogenous) customer base.

Finally, Table 9 shows that in the restricted model aggregate employment is 8 percent

larger that in the baseline model (despite the fact that there is no spending in customer

acquisition in the former). Part of this difference stems from the larger number of firms

that requires larger spending in overhead costs. The table shows that aggregate production

labor is also 6.3 percent larger. This is the result of income effects that increases labor supply

due to lower aggregate consumption.

6 Quantifying the Efficient Allocation

The objective of this section is twofold. First, we present and compare the difference be-

tween the equilibrium and efficient allocations and quantify the gains under the efficient
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Table 9: Aggregate Effects of Customer Acquisition

Baseline Restricted

Model Model

TFP -27.9

Output -23.9

Number of firms 65.1

Employment 7.9

Production 6.3

Agg. markup 1.26 1.38

Top 5% sales share 0.50 0.17

Notes: The table reports equilibrium aggregates in the baseline and restricted versions of the model. The
restricted model refers to the model with an exogenous customer base (mi,t = 1/Nt). The second column
reports percentage differences with respect to aggregates in the baseline model, with the exception of the
aggregate markup and the top 5% sales share, which are reported in levels.

allocation of customers and resources. In doing so, we also revisit our ex-ante decompo-

sition of welfare in Proposition 5 and quantify the contribution of the three channels (TFP,

Aggregate Markups and Overhead cost of Entry/Exit). Second, in order to isolate the role of

endogenous customer acquisition, we repeat our first exercise for counterfactual values of

φ—the parameter that governs the proximity of the equilibrium allocation of customers to

the Pareto frontier—and study how welfare losses change once the equilibrium distribution

of customers gets closer to the efficient allocation.

Gains in Welfare We start by quantifying the three channels of welfare gains from Propo-

sition 5 in our calibrated model:

∆Ut

Uc,tCt
︸ ︷︷ ︸

∆Welfare (C.E.) = 13.6%

≈ ∆ ln(Zt)
︸ ︷︷ ︸

TFP gains = 10.8%

−αM−1
t χ

Nt

Lp,t
∆ ln(Nt)

︸ ︷︷ ︸

Gains from Entry/Exit = 1.6%

+α(1 −M−1
t )∆ ln(Lp,t)

︸ ︷︷ ︸

Losses from Underutilization of Labor = 0.78%

There are two main takeaways from this decomposition: (1) the consumption equivalent

welfare gains of the household under the efficient allocation is substantial and quantified

at 13.6%, (2) the majority of this gain is coming from the efficiency gains in aggregate TFP

under the planner’s allocation, quantified at 10.8% higher than the equilibrium TFP. In addi-

tion to this substantial gain in TFP, the planner is also able to generate 1.6% higher welfare

by reducing the amount of labor allocated towards the overhead cost of operating firms,

and 0.78% higher welfare by correcting for the underutilization of labor due to aggregate
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market power.

Moreover, the ‘Baseline’ column in Table 10 presents the implied changes in other quan-

tities that arise from these gains. Stemming from higher TFP and higher labor allocated

towards production, output is 14.6% higher under the efficient allocation but the number of

firms is 11.3% lower and the concentration of sales among the top 5% largest firms is 39.2%

larger than in the equilibrium. In addition to the calibrated model, Table 10 also presents

similar results for two counterfactual values of φ. In the remainder of this section, we dive

into dissecting these changes and study the underlying forces that shape these gains.

Table 10: Comparison with Efficient Allocation

Endogenous mi,t

φ = 0.25 Baseline φ = 0.75

TFP 24.1 10.8 3.2

Output 27.5 14.6 7.7

Number of firms -41.9 -11.3 -2.6

Employment -5.0 2.1 4.4

Production 5.3 6.0 7.0

Welfare 37.9 13.6 4.0

Agg. markup -27.8 -22.8 -19.1

Top 5% sales share 88.8 39.2 15.5

Notes: The table compares aggregate variables between the social planner’s allocation and the equilibrium
allocation. Differences are reported as percent deviations from equilibrium allocations. Three comparisons
are presented by varying the value of φ, while keeping the remaining parameters fixed at the values in the
baseline calibration.

Dissecting the Gains in TFP To dissect the increase in aggregate productivity, we con-

sider the decomposition of TFP derived in Baqaee and Farhi (2019) and separate the al-

locative efficiency gains from technological change. The only subtle difference here is that in

our comparison technological change only happens due to the compositional changes in

the productivity distribution across the two allocations. Therefore, for us, technological

change is a manifestation of the different entry and exit policy that the planner adopts for

the economy. Formally, let Z(Nt,At) denote the aggregate productivity implied by the set

of operating firms Nt with an allocation rule At ≡ (li,p,t)i∈Nt
among them. Then, we can

decompose the difference in TFPs across two allocations as

ln

(
Z(N∗

t ,A∗
t )

Z(Nt,At)

)

︸ ︷︷ ︸

∆ TFP = 10.8%

= ln

(
Z(Nt,A∗

t )

Z(Nt,At)

)

︸ ︷︷ ︸

∆ Allocative Efficiency = 7.8%

+ ln

(
Z(N∗

t ,A∗
t )

Z(Nt,A∗
t )

)

︸ ︷︷ ︸

∆ Entry/Exit Efficiency = 3.0%

(6.1)
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The first terms on the right hand side of Equation (6.1) shows that, keeping the set of

operating firms fixed, almost 75% of the efficiency gains under the planner’s allocations are

due to reallocation. This is in fact the most important consequence of endogenous customer

acquisition: having the ability to reallocate customers across firms, the planner shifts the

distribution of customers towards the top of the productivity distribution.

It is important to note that the notion of shifting demand towards more productive firms

is not new to our setting. Even in a model without customer acquisition, the planner would

prefer to do this to some extent. However, in canonical models the planner faces a stronger

trade-off: on one hand, shifting demand towards more productive firms increases allocative

efficiency and allows for a higher level of aggregate consumption. On the other hand, since

in canonical models the planner has to shift demand through relative consumption, qi,t,

higher concentration of demand across more productive firms comes with the inevitable

cost of distorting the distribution of relative consumption due to the weak substitutability

of goods. As a result, efficiency gains from reallocation are not large because the cost of

distorting relative consumption is too high.

However, this trade-off for the planner is non-existent in our model because here the

planner can equalize—and in fact does equalize—relative consumption across all varieties

(q∗i,t = 1), but allocates a larger number of customers towards more productive firms (m∗
i,t ∝

z
1

1−α

i,t ). Another consequence of reallocating customers towards more productive firms is a

39.2% increase in concentration of sales among the top 5% of firms. In our model, since more

customers only shift firms’ demand without increasing their market power, higher concen-

tration of customers across more productive firms is efficient to the point that marginal costs

of production are equalized across all firms.25

Finally, while the optimal allocation of resources accounts for around 75% of the change

in aggregate TFP, the remaining 25% is explained by sheer compositional changes in the

distribution of productivity. Under the efficient allocation, the planner is more selective in

allowing firms to enter and ends up choosing a higher productivity cutoff for entry and

exit of firms. A more selective policy increases productivity because it increases the average

productivity of firms that operate in the economy, but it comes at the cost of having fewer

operating firms—since the planner does not control the measure of potential entrants that

are born in every period. This last observation brings us to the next substantial difference

between our model and the conventional models.

The Optimal Number of Firms To study the forces at work here, we start by reviewing

the usual costs and benefits of having more firms in the economy and then add the new

25In fact, as α → 1, the concentration of customers across firms becomes larger and in the limit all customers
would be allocated towards the most productive firm.
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mechanism that comes to play in our model. In conventional models, the optimal number

of firms are affected by the interaction of three forces: decreasing returns to scale, love

for variety and aggregate overhead costs. On one side, with decreasing returns to scale

at the firm level, having more firms increases the aggregate efficiency of the economy by

allowing for higher aggregate returns to scale. Moreover, with love for variety, even fixing

the average output produced by a larger set of firms, the household enjoys the resultant

aggregated output more and hence the economy experience a higher productivity.26 While

these forces form the benefits of a higher number of firms, the cost is usually modeled either

as a fixed entry cost for every firm or a stream of overhead costs over time, both of which

lead to an optimal finite number firms in the equilibrium.

Our model shares all these forces with the conventional models but has an additional

force which is the allocation of customers across firms. While in conventional models, in

order to increase aggregate returns to scale, the planner would have to bring in more firms

through the bottom of the productivity distribution by lowering the entry productivity cut-

off, in our model, the planner can achieve the same objective by allocating customers to-

wards firms at the top of the productivity distribution. Moreover, since love for variety only

matters through demand per customer (q), the higher concentration of customers at the top

of the productivity distribution does not lead to a lower aggregate productivity through this

channel. Hence, with this additional tool, our planner is able to achieve a higher returns to

scale without having to pay for the overhead costs of more firms, which leads to a lower

number of firms in the equilibrium and increases the welfare of the household by 1.6% as

shown in Equation (6).

Aggregate Labor Supply Two forces work in opposite directions in affecting the differ-

ences of aggregate labor supply between the efficient and equilibrium allocations. On one

hand, the more selective policy of the planner for entry and exit reduces the amount of la-

bor required for financing the overhead costs of operating firms. On the other hand, labor is

underutilized for the purposes of production in the equilibrium due to the market power of

firms. The ‘Baseline’ column of Table 10 shows that while labor allocated towards produc-

tion goes up by 6% under the efficient allocation, which together with the higher aggregate

TFP contributes towards the 14.6% increase in output, the aggregate labor only goes up by

2.1% as it is mitigated by the lower use of labor in financing the entry cost of firms.

26Both of these forces can be summarized by the following simple example inspired by Edmond et al. (2018):
consider an economy with N firms indexed by i, where every firm produces with yi = lα

i and aggregate output

is given by a CES Y = [
∫ N

0 yθ−1

i di]θ . For given amount of aggregate labor, L, every firms gets to produce

yi = (L/N)α and the aggregate output is given by Y = Nθ−αL. Now if we shut down love for variety (θ = 1),
productivity is N1−α indicating higher returns to scale with larger N. If we shut down decreasing returns
to scale (α = 1), productivity is Nθ−1 indicating higher productivity due to love for variety with larger N.
Finally, if we shut down both channels, aggregate productivity is independent of N.
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It is also worth mentioning that while aggregate production labor goes up for all three

values of φ in Table 10, it is not always the case that aggregate labor supply is higher under

the efficient allocation. For the counterfactual value of φ = 0.25, there is so much less entry

under the efficient allocation that aggregate labor falls by 5.0% while the production labor

goes up by 5.3%.

The Role of Returns to Scale in Marketing While for the planner the only relevant margin

in allocating customers is returns to scale in production, it is important to note that the

efficiency gains from reallocation of customers depends on the returns to scale for customer

acquisition, φ. A larger returns to scale in customer acquisition would imply that more

productive firms would invest more in customer acquisition, which is desirable from the

perspective of the efficient allocation. Figure 8 shows the scatter plot of firms’ productivity

and output for both the equilibrium and social planner’s allocation for three different values

of φ (low, calibrated and high). The figure show that it is indeed the case that with a larger

φ the equilibrium allocation of customers is closer to that of the planner.

Figure 8: Comparison Efficient Allocation of Customers

(a) Low φ (b) Baseline (c) High φ

Notes: This figure shows a scatter plot between relative productivity zi,t/z̄ and relative output yi,t/ȳ, for both
the equilibrium and the social planner’s allocation. We present three plots by varying the value of φ, while
keeping the remaining parameters fixed at the values in the baseline calibration. Low φ corresponds to 0.25,
baseline to 0.53, and high to 0.75.

Moreover, the φ = 0.25 and φ = 0.75 columns of Table 10 show how the allocation of

customers is solely responsible for the large efficiency gains under the planner’s allocation.

By simply allowing φ to be larger, the equilibrium welfare losses drop from 38% in the case

of φ = 0.25 to only 4% with φ = 0.75. When φ is larger, in the equilibrium, more productive

firms grow mainly through acquiring more customers (higher m) rather than selling more
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per customer (higher q). As a result, they produce for more customers but sell less per

customer, which also implies that they charge lower markups as they face higher marginal

costs. Hence, aggregate TFP, output and concentration increase, but aggregate markups

decrease and the economy gets closer to the efficient allocation.

7 Discussion

Before concluding our paper, here we discuss the implications of our model for the mea-

surement of markups and our main model assumptions.

Implications for Measurement of Markups Our last fact in the empirical section is based

on the assumption that markups are proportional to the Sales-to-COGS ratio at the firm

level. There has been a recent debate on the validity of measuring markups through this

method if SGA expenses are variable (see Traina, 2019; De Loecker et al., 2020). How-

ever, even if SGA is fully variable, an additional factor that matters for the measurement

of markups is whether those costs are associated with the production process of the firm.

In particular, in our model, SGA expenses are semi-variable but the measurement of

markups through the Sales-to-COGS ratio is still valid (as shown in Equation (3.12)). This

is because of the fact that advertisement, while using labor as an input, does not contribute

to the production process of the firm and it just increases demand. All production costs

that are relevant for markups measurement are variable costs; however, in our model not

all variable costs are production costs. Therefore, our measurement of markups in Section

2, that is based on the methodology of Hall (1988) and De Loecker and Warzynsik (2012) is

appropriate.

Mechanisms for Customer Acquisition One of our main assumptions in the model is that

customer acquisition at the firm level is independent of firm’s price (as in, e.g., Arkolakis,

2010; Drozd and Nosal, 2012; Sedláček and Sterk, 2017). In particular, in our model customer

acquisition can have the interpretation of a process through which potential customers be-

come “aware” of the product or firm (as modeled by Perla, 2019). Once they are aware of

the product, the price affects their demand only in the intensive margin and it does not af-

fect their decision to leave the firm. This is in contrast with a branch of the literature that

models customer acquisition through dynamic pricing. Our departure from this literature

is mainly motivated by our third documented fact that markups are not correlated with the

size of firms’ customer bases conditional on sales per customer. Fitzgerald et al. (2016) also

present evidence for this mechanism. They conclude that firms do not manipulate prices

to shift demand by documenting that after firms enter into a new market their markups
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remain the same while quantities grow.

The Relative Nature of Marketing In our model, we have made the assumption that ad-

vertising is relative (as in Drozd and Nosal, 2012). This assumption implies that advertising

does not increase the total number of matches generated within an industry and only affects

the allocation of customers across firms. There are two aspects to this assumption. The first

aspect is that the total number of customers available to an industry is fixed. This ensures

that independent of how much firms spend on advertising within an industry they cannot

create new customers. We think this is a reasonable assumption because there is only a fixed

number of potential individuals within the economy that can be matched to products (see

e.g. Arkolakis, 2010; Perla, 2019).

Moreover, a second aspect of our approach is that conditional on this constraint, all cus-

tomers that are available are matches to one firm. This is in contrast to search models which

assume that some agents can remain unmatched in the labor market, which is underneath

the notion of unemployment in those models. However, we believe in the case of product

markets, our assumption is reasonable in the sense that everyone who desires a product

will find at least one seller that produces it.

Finally, the assumption that consumers are only matched to a single firm is not very

restrictive. For instance, in the Nielsen database, within a product group-year, the median

household consumes products produced only by one firm. This assumption becomes even

more appropriate for durable goods. Furthermore, from a pure modeling perspective, even

if consumers are matched to several firms, one can treat every match as a separate member

and instead increase the measure of household members. However, this quantity is normal-

ized to a unit measure in our model, which renders this assumption to be without loss of

generality in our setup.27

8 Conclusion

Recent evidence suggests that concentration, market power and profit rates have increased

in the U.S. over the past few decades. In this paper, we revisit the role of the extensive

and intensive margins of demand in firms’ market share and market power. Using a novel

dataset that merges information from the consumer and producer side, we document that

while firms’ sales grow mainly through acquiring more customers, their market power is

only correlated with their sales per customer. Moreover, we find that firms’ non-production

27It is also important to note that in our characterization of the efficient allocation, even the planner is
subject to these restrictions: she cannot create new customers and she cannot match one customer to more
than one firm. This ensures that our measurement of welfare gains does not hinge on more relaxed feasibility
constraints for the planner and only comes from reallocation of customers.
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costs are associated with their customer acquisition but not customer retention or sales per

customer.

Guided by these empirical findings, we develop and quantify a model that micro-founds

the relationship between market power and concentration in the extensive and intensive

margins. In our micro-founded model, while firms hold market power over each customer,

the total number of customers acts as a demand shifter. The model provides a new per-

spective on the relationship between firm size and market power. Firms that are big due to

a larger customer base, have lower market power relative to equally big firms with higher

sales per customer. Our model predicts higher concentration than conventional models, but

lower aggregate market power. Nonetheless, we find substantive welfare gains under the

efficient allocation that stems from the new Pareto frontier of the economy under endoge-

nous customer acquisition.

Our analysis sheds light on the effectiveness of policies that target concentration, profits

and market power. In particular, in our model a certain degree of market power is desirable,

as it compensates more productive firms for their investment in customer acquisition and

improves the allocation of demand. Moreover, higher profits of larger firms are partly due to

the returns on their past investment in their customer base. Thus, policies that target larger

firms disproportionately may have adverse effects through the misallocation of customers.

If more productive firms are taxed for their larger sales due to larger customer bases, on

the margin they will sell to fewer customers at lower prices but higher markups—both of

which are inefficient from a social perspective.
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APPENDIX FOR ONLINE PUBLICATION

A Further data description

A.1 The Coverage of the Nielsen-Compustat Sample

There are approximately 300 firms identified in Compustat that can be matched with the
Nielsen data in 2004-2016. Although the number of firms we matched is small, they account
for a significant fraction of total sales, number of UPCs, and observations in the Nielsen
Homescan Panel data, as shown in Table A.1.

Sales (b) # of UPCs (k) # of Obs. (m)
Nielsen-Compustat Sample 94.5 114.9 12.1
Nielsen Sample 421.2 698.9 51.6
Share (%) 22.4 16.4 23.5

Table A.1: The Coverage of the Nielsen-Compustat Sample

Note: Sales is the projection-factor weighted sales in Nielsen data and is denoted in billions US dollars. # of
UPCs is in thousand UPCs, and # of Obs. is in millions of observations. All variables are annual averages.

A.2 Compustat Variables

This section describes the cleaning process to generate the Compustat dataset used in this
paper. The cleaning of Compustat follows the previous studies that use the same data to
analyze the cost of production over time (De Loecker et al. 2020; Traina 2019).

We download and construct the following variables from Compustat:

• Global company key (mnemonic gvkey): Compustat’s firm id.

• Cusip: identifier for “a specific security issue of a company.”

• Year (mnemonic fyear): the fiscal year.

• ISO country code, incorporation (mnemonic FIC): indicates the country in which a com-
pany was incorporated.

• Selling, general and administrative expense (mnemonic XSGA): the SG&A sums “all com-
mercial expenses of operation (such as, expenses not directly related to product pro-
duction) incurred in the regular course of business pertaining to the securing of oper-
ating income.”

• Costs of goods sold (mnemonic COGS): the COGS sums all “expenses that are directly
related to the cost of merchandise purchased or the cost of goods manufactured that
are withdrawn from finished goods inventory and sold to customers.”

• Operating expenses, total (mnemonic XOPR): OPEX represents the sum of COGS, SG&A
and other operating expenses.
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• Sales (net) (mnemonic SALE): this variable represents gross sales, for which “cash dis-
counts, trade discounts, and returned sales and allowances for which credit is given
to customer” are discounted from the final value.

• Assets, total (mnemonic AT).

• Acquisitions (mnemonic AQC): this variable constitutes the costs relating to aqcuisition
of another firm.

• Capital: we calculate capital in two ways. First, we simply set capital to be equal
to the gross property, plant and equipment value (mnemonic PPEGT) deflated by the
investment goods deflator from NIPA’s nonresidential fixed investment good defla-
tor (line 9). For our second measurement of capital, we use the perpetual inventory
method—we set the first observation of each firm to be equal to the gross property,
plant and equipment value and for susbsequent years we add the difference from
netPPEt (mnemonic PPENT) and netPPEt−1. We also deflate the difference in PPENT

by the investment goods deflator from NIPA’s nonresidential fixed investment good
deflator.

• interest rate on capital, rt: we define rt = (it − πt) +δ, where it is the effective federal
funds rate downloaded from FRED, πt is the inflation (consumer prices) downloaded
from FRED and δ is the depreciation rate, which we set at 12 %.

• Advertising (mnemonic XAD): this variable contains the cost of media advertising and
promotional expenses.

• Company’s initial public offering date (mnemonic IPODATE).

• Age: given that the initial public offering date was missing for a large portion of our
dataset, we calculated age as the fiscal year of a given observation minus the first
year that we observe a firm in the dataset. According to Compustat, a firm enters the
dataset after it starts providing consistent accessible annual reports trading on a U.S.
exchange market, i.e. after its IPO. Following Haltiwanger et al. (2013), we exclude
the first fifteen years of the dataset for all analyses using age and we group together
firms older than sixteen years, because we do not know for certain a firm’s IPO date
for firms that were in the Compustat data since the first year.

We used NIPA Table 1.1.9. GDP deflator (line 1) to generate the real value for the vari-
ables sale, COGS, XOPR, XSGA, XAD and AT.

A.3 Compustat Data Cleaning
Sample Selection We downloaded the dataset “Compustat Annual Updates: Fundamen-
tals Annual,” from Wharton Research Data Services, from Jan 1950 to Dec 2016. The follow-
ing options were chosen:

• Consolidated level: C (consolidated)

• Industry format: INDL (industrial)

• Data format: STD (standardized)

• Population source: D (domestic)
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• Currency: USD

• Company status: active and inactive

The raw dataset contains 436,891 observations for 33,327 firms. Next, we took the following
steps for the cleaning process:

1. To select American companies, we filtered the dataset for companies with Foreign
Incorporation Code (FIC) equal to “USA.”

2. We replace industry variables (sic and naics) by their historical values whenever the
historical value is not missing.

3. We drop utilities (sic value in the range [4900, 4999]) because their prices are very
regulated and financials (sic value in the range [6000,6999]) because their balance
sheets are exceptionally different than the other firms in the analysis.

4. To ensure quality of the data, we drop missing or non-positive observations for sales,
COGS, OPEX, sic 2-digit code, gross PPE, net PPE, and assets. We also exclude obser-
vations in which acquisitions are more than 5% of the total assets of a firm.

5. A portion of the data missing for sales, COGS, OPEX, and capital in between years for
firms. We input these values using a linear interpolation, but we do not interpolate for
gaps longer than two years. This exercise inputs data for 4.6% of our sample.

Our final dataset contains 242,155 observations for 20,252 firms.

Combine Computstat, BEA IO table, and Worldscope data We combine the Compustat
data with the BEA input-output data and the Worldscope data by taking the following steps,
in order:

1. We merged NAICS codes to each of the IOCode industries, as provided by the BEA.
2. We improved the number of missing NAICS codes in Compustat by using a concor-

dance table from the SIC industry codes to NAICS (our data is not missing SIC codes).
3. We merged the input-output data to Compustat using the NAICS code in a best merge

case scenario, i.e. we first attempt to merge it on the 6-digit industries, for those that
fail to merge we attempt the merge on the 5-digit industries, etc.

4. Finally, we merged the Compustat to WorldScope using the Cusip id.

A.4 SGA and COGS components

We document the components of SGA and COGS.
Selling, General and Administrative Expense (SGA): According to Compustat, SG&A

“represents all commercial expenses of operation (such as, expenses not directly related to
product production) incurred in the regular course of business pertaining to the securing of
operating income.” The following expenses are allocated as components of SGA:

• Accounting expense

• Advertising expense

• Amortization of research and development costs

• Bad debt expense (provision for doubtful accounts)

57



• Commissions

• Corporate expense

• Delivery expenses

• Directors’ fees and remuneration

• Engineering expense

• Extractive industries’ lease rentals or expense, delay rentals, exploration expense, re-
search and development expense, and geological and geophysical expenses, drilling
program marketing expenses, and carrying charges on nonproducing properties

• Financial service industries’ labor, occupancy and equipment, and related expenses

• Foreign currency adjustments when included by the company

• Freight-out expense

• Indirect costs when a separate Cost of Goods Sold figure is given

• Labor and related expenses (including salary, pension, retirement, profit sharing, pro-
vision for bonus and stock options, employee insurance, and other employee benefits
when reported below a gross profit figure)

• Legal expense

• Marketing expense

• Operating expenses when a separate Cost of Goods Sold figure is given and no Selling,
General, and Administrative Expense figure is reported

• Parent company charges for administrative services

• Recovery of allowance for losses

• Research and development companies’ company-sponsored research and develop-
ment

• Research and development expense

• Research revenue that is less that 50% of total revenues for 2 years

• Restaurants’ preopening and closing costs

• Retail companies’ preopening and closing costs and rent expense

• Severance pay (when reported as a component of Selling, General and Administrative
Expenses)

• State income tax when included by the company

• Strike expense

• Stock-based compensation when reported below a gross profit figure

Costs of Goods Sold (COGS): According to Compustat, COGS “represents all expenses
that are directly related to the cost of merchandise purchased or the cost of goods manu-
factured that are withdrawn from finished goods inventory and sold to customers.” Some
firms report a breakdown of COGS, while others do not. For nonmanufacturing companies
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that do not report a breakdown, the total operating costs is considered as the COGS. How-
ever, in the case that a breakdown is provided, then the following expenses are considered
components of COGS:

• Agricultural, aircraft, automotive, radio and television manufacturers’ amortization
of tools and dies

• Airlines’ mutual aid agreements

• Amortization of deferred costs (i.e., start-up costs)

• Amortization of software costs and amortization of capitalized software costs

• Amortization of tools and dies where the useful life is two years or less

• Banks’ interest expense on deposit

• Cooperatives’ patronage dividends

• Customer-sponsored research and development expense for research and develop-
ment companies

• Departmental costs

• Direct costs (when a separate Selling, General, and Administrative figure is reported)

• Direct labor

• Distribution and editorial expenses

• Expenses associated with sales-related income from software development

• Expenses of equity method joint ventures if reported as operating expenses

• Extractive industries’ lease and mineral rights charged off and development costs
written off

• Freight-in

• Heat, light, and power

• Improvements to leased property

• Insurance and safety

• Labor and related expenses reported above a gross profit figure (including salary, pen-
sion, retirement, profit sharing, provision for bonus and stock options, and other em-
ployee benefits)

• Land developers’ investment real estate expense

• Lease expense

• Licenses

• Maintenance and repairs

• Operating expenses

• Real estate investment trusts’ advisory fees

• Reimbursement for out of pocket expenses when reported as part of Cost of Goods
Sold on the Income Statement
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• Rent and royalty expense

• Restaurants’ franchise fees

• Salary expense

• Stock based compensation when no gross profit figure is reported or when it is re-
ported above a gross profit figure

• Supplies

• Taxes other than income taxes

• Terminals and traffic

• Transportation

• Warehouse expense

• Write-downs of oil and gas properties

Note that SGA and COGS share a few components; Compustat allocate them according
to how firms report these variables.

B Additional Empirical Results

B.1 SGA and firm heterogeneity

This section analyzes the potential characteristics associated with firms’ non-production
costs to understand the underlying firm heterogeneity. We focus on two characteristics of
firms, size and age, since these two are the most notably known to influence firm-level
outcomes in macroeconomics literature (see, e.g., Hopenhayn, Neira and Singhania, 2018;
Autor et al., 2020). We use the following regression specification to study the correlation of
non-production costs with firm size and age:

yit =
10

∑
m=1

αm1(size groupit = m) +
9

∑
a=1

αa1(age groupit = a) + αs + αt + εit

where i is firm and t is year. yit is the SGA-to-OPEX ratio, αs is 1-digit SIC sector fixed effect,
and αt is year fixed effect. Our primary interest is αm and αa, which measure the average
SGA-to-OPEX ratio for each size or age group conditional on the other firm characteristic.
There are 10 size groups based on the decile of the distribution of firms’ market share in each
year and 9 age groups (0, 1-2, 3-4, 5-6, 7-8, 9-10, 11-12, 13-15, 16+) following Haltiwanger et
al. (2013).28 The sector and year fixed effects are included to analyze the average SGA-to-
OPEX within each sector and each year.

We find that small firms have substantially larger non-production expenses compared
to large firms, as presented in Figure C.1. Figure C.1a shows that smallest firms spend more
than 30% of their expenses on non-production, while the largest firms spend approximately

28Following Haltiwanger et al. (2013), we exclude the first fifteen years of the dataset for all analyses using
age, and we group firms older than sixteen years, because we do not know for certain a firm’s IPO date for
firms that were in the Compustat data since the beginning of the sample.
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Figure C.1: SGA Share of OPEX: Size vs. Age
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Notes: Figure C.1a plots the size profiles of the COGS-to-OPEX ratio (αm) and Figure C.1b plots the age profiles
of the SGA-to-OPEX ratio (αa) by estimating equation B.1. The baseline group is the largest group or the
oldest group; we plot the average SGA-to-OPEX for the baseline group and add the estimated coefficient of
indicator variable for each of the other groups. The size groups are based on the decile of the distribution of
firms’ market share in each year and the age groups are (0, 1-2, 3-4, 5-6, 7-8, 9-10, 11-12, 13-15, 16+) following
Haltiwanger et al. (2013). In Figure C.1a, the dotted orange line plots the size group fixed effects without the
inclusion of the age group fixed effects in the regression, and the solid purple line plots the size group fixed
effects with the inclusion of the age group fixed effects. Similarly, in Figure C.1b, the dotted orange line plots
the age group fixed effects without the inclusion of the size group fixed effects in the regression, and the solid
purple line plots the age group fixed effects with the inclusion of the size group fixed effects.

20 percent points less than the smallest firms. Although there is a similarly large hetero-
geneity of non-production expenses across firm ages, it is largely driven by the firm size
heterogeneity; conditioning on firm size group fixed effects, Figure C.1b shows that there is
a negligible difference in the share of non-production expenses across old and young firms.

B.2 Robustness

This section document additional results to confirm our main empirical findings with dif-
ferent specifications.

B.2.1 Firm Sales Growth Decomposition

One concern in Figure 1 is that some firms might only appear temporarily in our data not
because of their actual behavior but due to the sampling error. For example, it could be
that households in our sample do not happen to purchase a firm’s product even though
the product was purchased outside of the sample. In this case, the average value of sales,
number of customers, and sales per customer of young firms in our analyses might be con-
founded with those of old firms.

To address the concern of the sampling error, Figure C.2 uses only those firms that ap-
pear at least three or five consecutive years. The results still show that the number of cus-
tomers is a primary factor that generates an increase in firms’ sales over time. There is a
steeper increase in sales in the firm’s early-stage than our baseline results in Figure 1. The
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results are intuitive since firms that survive for several years are likely to generate more
sales at the beginning relative to firms that could not survive. Overall, the robustness re-
sults suggest that the sampling errors are not the first-order concerns in our analyses.

Figure C.2: Decomposition of Firm Sales Growth by Firm Age

0
.5

1
1

.5
A

g
e

 F
E

0 2 4 6 8
firm age

ln S ln pD(p)

ln m

(a) Survive 3 Consecutive Years
0

.5
1

1
.5

2
A

g
e

 F
E

0 2 4 6 8
firm age

ln S ln pD(p)

ln m

(b) Survive 5 Consecutive Years

Notes: Figures C.2a and Figure C.2b replicate Figure 1 by using the firms that appear at least 3 and 5 consec-
utive years, respectively. There are 32,242 number of observations and 6,400 firms used in Figures C.2a and
19,603 number of observations and 2,997 firm used in Figure C.2b.

Another concern is that firms might sell their products in a different number of months
over different years. For example, some firms might enter in late November or December
but sell their products over many months of the subsequent years. To adjust the differences,
we calculate the average monthly sales over a year per firm and redo the decomposition
exercise in Figure C.3. There is a smaller increase in firms’ sales at age 1, suggesting that
some firms enter the late month of the initial year. The relative importance of the number of
customers in explaining sales remain the same, explaining approximately 70% of sales on
average.

B.2.2 Semi-variable Nature of SGA

Table C.2 presents the regression results that correspond to Figure 2. The semi-variable
nature of SGA is clear in this Table with and without fixed effects. We also show that R&D
is more variable than capital but is not as variable as SGA.

Figure C.4 replicates Figure 2 using the full sample. Still, the SGA is more variable than
COGS and less variable than SGA.

Figure C.5 presents the cross-correlation, which further supports the short-run variabil-
ity of SGA. Although there is a strong contemporaneous correlation of SGA and sales, SGA
is generally not correlated with the forward or backward sales.
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Figure C.3: Decomposition of Firm Sales Growth by Firm Age
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Notes: Figure C.3 replicates Figure 1 by using average monthly sales per firm and year.

Table C.2: The Semi-variable Nature of SGA

(1) (2) (3) (4) (5) (6) (7) (8)
∆ln(COGS) ∆ln(COGS) ∆ln(SGA) ∆ln(SGA) ∆ln(Capital) ∆ln(Capital) ∆ln(R&D) ∆ln(R&D)

∆log(Sales) 0.920∗∗∗ 0.894∗∗∗ 0.473∗∗∗ 0.405∗∗∗ 0.133∗∗∗ 0.081∗∗∗ 0.278∗∗∗ 0.200∗∗∗

(0.008) (0.008) (0.009) (0.010) (0.008) (0.008) (0.028) (0.031)

R2 0.055 0.162 0.011 0.103 0.002 0.155 0.002 0.083
Year FE No Yes No Yes No Yes No Yes
Firm FE No Yes No Yes No Yes No Yes
N 293962 292739 292785 291547 134743 133745 69845 69363

Notes: The dependent variables are the quarterly change in log COGS, SGA and Capital. The estimation
method used in all columns is OLS. Standard errors (in parentheses) are clustered at the firm level.
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Figure C.4: The Semi-variable Nature of SGA
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Notes: The figure shows the binned scatter plot of the correlation between quarterly change in log sales and
quarterly change in: i) log capital, ii) log COGS, and iii) log SGA, for firms in the quarterly Compustat dataset.
We also plot the best linear fit for each variable. The correlations control for firm and quarter fixed effects.

Figure C.5: Cross-correlation
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(b) Full Sample

Notes: Figure C.5a uses the trimmed sample presented in the main body of the paper, and Figure C.5b uses
the full sample. 95% confidence intervals are presented for every estimate. Figure C.5a replicates the column
(4) in Table C.2 at quarter = 0.
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B.2.3 Markups, Sales per customers, and Sales

Table C.3 replicate Table 4 by replacing the number of customers with the sales. We replace
the number of customers with sales so that our independent variables have the same unit.
Since there are firms that generate a minimal amount of sales in the Nielsen data, Table C.4
considers the same analyses by excluding observations that have annual firm sales of less
than 1 million USD. For the robustness checks, Table C.5 and C.6 consider the sample that
has more than 2 and 0.5 million USD, respectively.

Regardless of controlling sales and using different samples, our results still show a
strong correlation between markups and sales per customer. Consistent with previous stud-
ies, we observe a positive correlation between markups and sales, but this correlation is
weaker than the one between markups and sales per customer. Our analysis suggests the
importance of the sales per customer in understanding the firm-level markups.

Table C.3: Markups, Nielsen Sales, and Nielsen Sales per Customer

(1) (2) (3) (4) (5)
ln pD(p)it 0.094∗∗∗ 0.093∗∗∗ 0.058∗∗ 0.056∗∗ 0.057∗∗

(0.031) (0.032) (0.023) (0.023) (0.025)

ln Sit -0.002 -0.002 0.002 0.002 0.003
(0.006) (0.006) (0.007) (0.007) (0.007)

Observations 2433 2433 2433 2433 2433
R2 0.046 0.047 0.311 0.313 0.338
Year FE X X

SIC FE X X

SIC-year FE X

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; standard errors are clustered at the firm-level. The markups are
measured as sales-to-COGS ratio. SIC is a two-digit SIC code, and all Nielsen variables are projection-factor
adjusted.
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Table C.4: Markups, Nielsen Sales, and Nielsen Sales per Customer, > 1 million sales

(1) (2) (3) (4) (5)
ln pD(p)it 0.142∗∗∗ 0.143∗∗∗ 0.103∗∗∗ 0.104∗∗∗ 0.105∗∗∗

(0.043) (0.044) (0.029) (0.029) (0.033)

ln Sit 0.017∗ 0.017∗ 0.019∗∗ 0.020∗∗ 0.020∗∗

(0.009) (0.009) (0.009) (0.009) (0.009)
Observations 1741 1741 1741 1741 1741
R2 0.104 0.106 0.422 0.423 0.449
Year FE X X

SIC FE X X

SIC-year FE X

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; standard errors are clustered at the firm-level. The markups
are measured as sales-to-COGS ratio. SIC is a two-digit SIC code, and all Nielsen variables are projection-
factor adjusted. Only firm-year bins that have more than one million sales are used in the analyses to exclude
exceptionally small firms.

Table C.5: Markups, Nielsen Sales, and Nielsen Sales per Customer, > 2 million sales

(1) (2) (3) (4) (5)
ln pD(p)it 0.143∗∗∗ 0.147∗∗∗ 0.099∗∗∗ 0.101∗∗∗ 0.105∗∗∗

(0.047) (0.048) (0.032) (0.032) (0.036)

ln Sit 0.023∗∗ 0.023∗∗ 0.025∗∗∗ 0.025∗∗∗ 0.026∗∗∗

(0.010) (0.010) (0.009) (0.009) (0.010)
Observations 1600 1600 1600 1600 1600
R2 0.108 0.112 0.443 0.445 0.469
Year FE X X

SIC FE X X

SIC-year FE X

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; standard errors are clustered at the firm-level. The markups
are measured as sales-to-COGS ratio. SIC is a two-digit SIC code, and all Nielsen variables are projection-
factor adjusted. Only firm-year bins that have more than two million sales are used in the analyses to exclude
exceptionally small firms.
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Table C.6: Markups, Nielsen Sales, and Nielsen Sales per Customer, > .5 million sales

(1) (2) (3) (4) (5)
ln pD(p)it 0.136∗∗∗ 0.136∗∗∗ 0.094∗∗∗ 0.093∗∗∗ 0.094∗∗∗

(0.040) (0.041) (0.026) (0.027) (0.029)

ln Sit 0.016∗ 0.016∗ 0.017∗∗ 0.017∗∗ 0.017∗∗

(0.008) (0.008) (0.007) (0.007) (0.008)
Observations 1872 1872 1872 1872 1872
R2 0.099 0.100 0.414 0.415 0.437
Year FE X X

SIC FE X X

SIC-year FE X

Notes: * p < 0.10, ** p < 0.05, *** p < 0.01; standard errors are clustered at the firm-level. The markups are
measured as sales-to-COGS ratio. SIC is a two-digit SIC code, and all Nielsen variables are projection-factor
adjusted. Only firm-year bins that have more than one-half million sales are used in the analyses to exclude
exceptionally small firms.
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C Derivations and Proofs

C.1 Lemma 1

Proof. We start from the expression for the optimal price of the firm:

ln

(
pi,t

Dt

)

= ln(εi,t)− ln(εi,t − 1) + ln

(
mci,t

Dt

)

(C.1)

where

εi,t = −
∂ ln(qi,t)

∂ ln(pi,t)
=

σ

1 − η ln(pi,t) + η ln(Dt(1 − σ−1))
(C.2)

Where the last equality in Equation (C.2) follows from the expression of demand per match
in Equation (3.4). Differentiating Equation (C.1) we have:

d ln

(
pi,t

Dt

)

= (1 − µi,t)d ln(εi,t) + d ln

(
mci,t

Dt

)

=
1

1 + ησ−1εi,t(µi,t − 1)
d ln

(
mci,t

Dt

)

where µi,t ≡
εi,t

εi,t−1 is the firm’s markup. It follows that

d ln(µi,t) = d ln(pi,t)− d ln(mci,t) = −
ησ−1εi,t(µi,t − 1)

1 + ησ−1εi,t(µi,t − 1)
d ln

(
mci,t

Dt

)

C.2 Proposition 1

Proof. Consider the sales per match of firm i normalized by the demand index Dt, pi,tqi,t/Dt.
Differentiating the log of this quantity, we have:

d ln

(
pi,tqi,t

Dt

)

= (1 − εi,t)d ln

(
pi,t

Dt

)

= −
εi,t − 1

1 + ησ−1εi,t(µi,t − 1)
d ln

(
mci,t

Dt

)

Therefore, combining this with Equation (3.14), we have

d ln(µi,t) = ησ−1µi,t(µi,t − 1)d ln

(
pi,tqi,t

Dt

)
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C.3 Corollary 1

Proof. We show this by differentiating the markup of the firm while keeping the total level
of firms’ sales constant. The latter implies that

0 = d ln(pi,tyi,t) = d ln(pi,tqi,t) + d ln(mi,t) ⇒ d ln(pi,tqi,t) = −d ln(mi,t)

Now, plugging this into Equation (3.15) we have

d ln(µi,t) = −ησ−1µi,t(µi,t − 1)d ln

(
mi,t

Dt

)

Notice that in deriving this we have only used the elasticity of markup with respect to the
marginal cost of the firm, keeping its productivity within a period fixed. Therefore, this
result only depends on the fact that, keeping sales and productivity fixed, firms with higher
customer-base have higher marginal costs and hence by Lemma 1 lower markups.

C.4 Proposition 2

Proof. This relationship is obtained directly from the first order condition of the firms’ prob-
lem with respect to mi,t. For the rest of the proof, we derive this first order condition.

We start by showing that the firm’s customer acquisition constraint always binds (mean-
ing that the firm never disposes their existing customers). To show this, note that it cannot

be the case that li,s,t > 0 but mi,t < (1 − δ)mi,t−1 +
l
φ
i,s,t

Pm,t
since the firm can keep the same

mi,t with a lower li,s,t. So if mi,t < (1 − δ)mi,t−1 +
l
φ
i,s,t

Pm,t
then optimality requires that li,s,t = 0.

Now suppose li,s,t = 0 but mi,t < (1 − δ)mi,t−1. Note that in this case, the slope of the firm’s
profit with respect to mi,t is given by

∂

∂mi,t
(pi,tyi,t − Wtli,p,t) = (pi,t − mci,t)

yi,t

mi,t
> 0,

where the last equality follows from the fact that for any choice of qi,t > 0, the firm’s markup
is always strictly larger than 1 and hence pi,t > mci,t. Thus, the firm’s profit is strictly
increasing in mi,t and since mi,t < (1 − δ)mi,t−1, then the firm can increase its mi,t at no
cost and gain more profits at time t. Moreover, this will not affect firms’ profits in the future
since the firms can always dispose of the increase in mi,t in the next period at no cost. Hence,

optimality requires that mi,t = (1 − δ)mi,t−1 +
l
φ
i,s,t

Pm,t
.

Now, in writing firm i’s problem at time t, replace li,p,τ = (yi,τ/zi,τ)
α−1

, yi,τ = mi,τqi,τCτ,

and li,s,τ = P
φ−1

m,τ (mi,τ − (1 − δ)mi,τ−1)
φ−1

to obtain the problem as
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max
{pi,τ ,mi,τ ,qi,τ}τ≥t

Et ∑
τ≥t

(βν)τ−tC
−γ
τ

(
τ

∏
h=t

1i,h

)

×

[

pi,τmi,τqi,τCτ − Wτ

(
mi,τqi,τCτ

zi,τ

)α−1

− WτP
φ−1

m,τ (mi,τ − (1 − δ)mi,τ−1)
φ−1

− Wτχ

]

s.t. qi,τ =

[

1 − η

(
pi,τ

Dτ(1 − σ−1)

)] σ
η

Now, if 1i,t = 0, then li,s,t = 0; however, conditional on 1i,t = 1, the FOC with respect to mi,t

is

0 =1i,t(pi,t − α−1 Wtli,p,t

yi,t
)qi,tCt − 1i,tφ

−1 Wtli,s,t

mi,t − (1 − δ)mi,t−1

+βν(1 − δ)Et

[(
Ct+1

Ct

)−γ

1i,t+1φ−1 Wt+1li,s,t+1

mi,t+1 − (1 − δ)mi,t

]

replacing mi,t = α−1 Wtli,p,t

yi,t
and iterating the FOC forward gives us the expression of interest.

C.5 Planner’s Problem

Proof. The Planner’s problem for this economy is given by

max{

(ci,j,t)j∈[0,1],(1i,t)i∈Nt−1∪Λt
,

(δi,t,mi,t,li,p,t,li,s,t)i∈Nt
,Ct

}

t≥0

∞

∑
t=0

βt

[

C
1−γ
t

1 − γ
− ξ

L
1+ψ
t

1 + ψ

]

(C.3)
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subject to

∫ 1

0
1{j∈mi,t}ci,j,tdj = zi,tl

α
i,p,t, ∀i ∈ Nt, (C.4)

∫

i∈Nt

∫ 1

0
1{j∈mi,t}Υ

(
ci,j,t

Ct

)

djdi = 1 (C.5)

∫

i∈Nt

(li,p,t + li,s,t + χ)di = Lt (C.6)
∫

i∈Nt

mi,tdi = 1 (C.7)

Nt = {i ∈ Nt−1 ∪ Λt : 1i,tνi,t = 1}, N−1 given. (C.8)

mi,t − (1 − δi,t)mi,t−1

1 −
∫

i∈Nt
(1 − δi,t)mi,t−1

=
l
φ
i,s,t

∫

i∈Nt
l
φ
i,s,tdi

, ∀i ∈ Nt, (C.9)

δi,t ∈ [δ, 1], li,s,t ≥ 0, ∀i ∈ Nt, (C.10)
∫

i∈Nt

li,s,tdi = L̄s,t > 0 (C.11)

Here Equation (C.4) requires that for every firm, their supply meets their allocated demand,
Equation (C.5) is the Kimball aggregator that implicitly defines Ct given the planner allo-
cation of demand, Equation (C.6) requires that labor supply meets demand for labor from
production, advertisement and overhead costs, Equation (C.7) requires that the matching
market clears, Equation (C.8) is the law of motion for the set of operating firms given an
entry/exit policy by the planner, Equation (C.9) determines firm i’s evolution of matches
given an allocation for marketing, Equation (C.10) requires the non-negativity of labor for
marketing and the constraint that while the planner can separate matches from firms the
separation rate should be at least δ, and finally Equation (C.11) requires that the planner
at least spends L̄s,t on advertisement. This last constraint is for an arbitrary but a strictly
positive L̄s,t—in Lemma 2 we show that the level of this quantity does not matter for the
optimal distribution of matches, which is also well-defined in the limit when L̄s,t → 0.

C.6 Lemma 2

Proof. We do this by construction. Suppose at any given time t, a choice for Nt is fixed.
Suppose now that the planner desires to allocate matches according to a rule

A : (i → m∗
i,t)i∈Nt

Note that this can be any arbitrary allocation of matches as long as it is feasible:

m∗
i,t ≥ 0, ∀i ∈ Nt
∫

i∈Nt

m∗
i,tdi = 1

To show that the allocation A is implementable on Nt for any given level of L̄s,t, we need
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to show that (1) it is generated by a choice of (δ ≤ δi,t ≤ 1, li,s,t ≥ 0)i∈Nt
, and (2) it is feasible

∫

i∈Nt
li,s,tdi = L̄s,t.

We show this by construction. In particular, consider the choice:



δ∗i,t = 1, l∗i,s,t = L̄s,t

m
∗φ−1

i,t
∫

i∈Nt
m

∗φ−1

i,t di





i∈Nt

That is, first, let the planner separate all the matches from their corresponding firms
(δ∗i,t = 1) and then reallocate them based on A. It follows that conditions (1) and (2) from
above hold by construction. Now to verify that these values implement A, observe that

mi,t ≡ (1 − δi,t)mi,t−1 +

(

1 −
∫

i∈Nt

(1 − δi,t)mi,t−1di

)
l
∗φ
i,s,t

∫

i∈Nt
l
∗φ
i,s,tdi

= m∗
i,t

C.7 Proposition 3

Proof. The results in this Proposition follow from the first order conditions of the planner’s
problem in Equation (C.3), fixing the planner’s other choices at an arbitrary allocation. In
the remainder of this proof, we characterize these first order conditions.

Formally, for i and t, let βtηc,i,tdi be the shadow cost on Equation (C.4); for t, let βtηΥ,t,
βtηL,t and βtηm,t be the shadow costs on Equation (C.5), Equation (C.6) and Equation (C.7)

respectively. Moreover, similar to the equilibrium allocation, let us define qi,j,t ≡
ci,j,t

Ct
. It is

straight forward to show that for j /∈ mi,t, qi,j,t = 0. So from here on forward we only refer
to qi,j,t when j ∈ mi,t.

Now, the first order conditions with respect to qi,j,t are:

ηc,i,tCt = Υ′(qi,j,t)ηΥ,t, ∀j ∈ mi,t (C.12)

It immediately follows that all households that are matched to a variety consume the same
amount:

qi,j,t = qi,t, ∀j ∈ mi,t (C.13)

Replacing this result in Equation (C.4) and Equation (C.5) and taking the first order condi-
tion with respect to mi,t, we have:

ηc,i,tqi,tCt + ηm,t = Υ(qi,t)ηΥ,t (C.14)

Notice that in deriving this first order condition, we have ignored the constraint in Equa-
tion (C.9). The reason that we can do this goes back to Lemma 2 which states any choice of
(mi,t)i∈Nt

can be implemented without any loss of generality. Therefore, we can ignore the
constraint in Equation (C.9) and then use Lemma 2 to show that it is satisfied.
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Now replacing Equation (C.13) in Equation (C.12), multiplying it by qi,t and subtracting
it from Equation (C.14), we have:

ηm,t =
[
Υ(qi,t)− qi,tΥ

′(qi,t)
]

ηΥ,t

Now, since ηΥ,t 6= 0,29 it follows that

Υ(qi,t)− qi,tΥ
′(qi,t) =

ηm,t

ηΥ,t
, ∀i ∈ Nt

Notice that the left hand side of this equation is only a function of qi,t and it is strictly
monotonic in qi,t > 0.30 Moreover, the right hand side of the equation is only a function of
time t shadow costs and is independent of i. Hence,

∃!q∗t s.t. qi,t = q∗t ∀i ∈ Nt

Replacing this last equation into Equation (C.5) we have:

∫

i∈Nt

mi,tΥ(q
∗
t )di = 1 ⇒ Υ(q∗t ) = 1 ⇒ q∗t = 1.

where the second statement uses the market clearing for matches in Equation (C.7) and the
last statement uses the strict monotonicity of Υ(x) and the fact that Υ(1) = 1.

Given that the social planner sets qi,t = 1 for all firms, it implies that firms’ production
will differ under the efficient allocation only through different number of customers. Now
to determine the optimal level of production, we only need to consider the FOC with respect
to li,p,t:

αηc,i,tzi,tl
α−1
i,p,t = ηL,t

Divide this equation by the first order condition for mi,t in Equation (C.12) to get

zi,tl
α−1
i,p,t = Ct

ηL,t

ηΥ,t

Solving for li,p,t from this equation and replacing it Equation (C.4) we have

∫

j∈mi,t

ci,j,tdj = mi,tCt = zi,t

(
Ct

zi,t

ηL,t

ηΥ,t

) α
α−1

⇒ mi,t =

(
zi,t

Ct

) 1
1−α
(

ηL,t

ηΥ,t

) α
α−1

29To see why, suppose not. Then by Equation (C.12), either Ct = 0 which is clearly not optimal since
marginal utility approaches infinity as Ct → 0, or ηc,i,t = 0 which means that the household can freely supply
infinite labor to firm i at t, which is also a contradiction since it violates the positive disutility of the labor
supply.

30Observe that Dx[Υ(x)− Υ′(x)x] = −Υ′′(x)x > 0.
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Finally, imposing the market clearing for matches in Equation (C.7) we get

mi,t =
z

1
1−α

i,t
∫

i∈Nt
z

1
1−α

i,t di
, ∀i ∈ Nt

C.8 Proposition 4

Proof. A few observations are useful in proving this Proposition. First, Lemma 2 allows us
to ignore constraints in Equation (C.9), and Equation (C.10), solve for the optimal allocation
of matches and use the results of the Lemma 2 to characterize the allocation of marketing
labor that satisfy these constraints. Second, since the planner’s strategy in Lemma 2 is to
always fully depreciate matches at the beginning of every period, the planner’s entry and
exit decision for a firm does not depend on mi,t−1 and it is not relevant for the planner’s
decisions. Hence, the only distribution that we need to keep track of over time for the
efficient allocation is the distribution of zi,t.

Now, to characterize this distribution, define nt(z) as the density of operating firms at
time t that have productivity less than z. Now consider an entry/exit policy for the planner
at time t denoted by 1t(z) which takes the value of 1 if the planner pays the overhead of
a firm with productivity z at time t—hence allowing the firm to be an operating firm at t.
Then, nt(z) is given by:

nt(z) = 1t(z)
∫

z−1∈R+

f (z|z−1)(λΓ(z−1) + νnt−1(z−1))dz−1 (C.15)

Here f (z|z−1) denotes the conditional density of z|z−1, which is governed by an AR(1)
per Equation (3.7) and Γ(.) is the CDF of the productivity distribution of the entrants from
Equation (3.6).

Equation (C.15) merely shows that the density of firms at time t with productivity z
comes either from entrants in the last period who transitioned to z or operating firms that
survived their exogenous exit shock and then transitioned to z. The planner can only decide
whether it wants to keep these firms or not, but conditional on keeping them at time t their
density is determined exogenously by the law of motion for the productivities.

The final step is to derive the aggregate production function of this economy using the
results in Proposition 3. Using a similar approach for deriving Equation (3.19) we know
that

Lp,t ≡
∫

i∈Nt

li,p,tdi

= Cα−1

t

∫

i∈Nt

(
m∗

i,tq
∗
i,t

zi,t

)α−1

di

= Cα−1

t

(∫

z∈R+

z
1

1−α nt(z)dz

) α−1
α
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where the first equation is the definition of aggregate labor allocated towards production,
the second equation uses firm i’s production function and third equation plugs in the opti-
mal allocation of q and m from Proposition 3. Hence, the aggregate production function of
this economy can be written as:

Ct =

[∫

z∈R+

z
1

1−α nt(z)dz

]1−α

Lα
p,t

Now, given these observations about the planner’s problem, and plugging in the results
from Lemma 2 and Proposition 3, we can re-write the planner’s problem as choosing Ct, Lt,
Lp,t and an entry/exit policy to maximize the life-time utility of the household subject to (1)
aggregate production function, (2) aggregate labor supply condition, and (3) law of motion
for the distribution of productivity. Formally, the planner’s revised problem is

max
{Ct,Lt,Lp,t,1t(z)z∈R+}t≥0

∞

∑
t=0

βt

[

C
1−γ
t

1 − γ
− ξ

L
1+ψ
t

1 + ψ

]

s.t. Ct =

[∫

z∈R+

z
1

1−α nt(z)dz

]1−α

Lα
p,t

Lt = χ
∫

z∈R+

nt(z)dz + Lp,t + L̄s,t

nt(z) = 1t(z)
∫

z−1∈R+

f (z|z−1)(λΓ(z−1) + νnt−1(z−1))dz−1, ∀z ∈ R+

n−1(z) given.

Now, for any t let βtηC,t, βtηL,t and βtηn,t(z) be the Lagrange multipliers on the constraints
in Equations (C.8), (C.8) and (C.8) respectively. The implied first order conditions for Ct, Lt

and Lp,t are

C
∗−γ
t = ηC,t, ξL

∗ψ
t = ηL,t, α

C∗
t

L∗
p,t

ηC,t = ηL,t

Combining these first order conditions, we arrive at the standard condition that the plan-
ner sets the marginal rate of substitution between consumption and leisure equal to the
marginal product of labor (which we define as the wage in the decentralized version of this
economy):

W∗
t ≡

ξL
∗ψ
t

C
∗−γ
t
︸ ︷︷ ︸

MRS

= α
C∗

t

L∗
p,t

︸ ︷︷ ︸

MPN

Finally, since the entry and exit decision is a discrete choice, we have to compare the shadow
cost/benefit of keeping a productivity type—setting 1i,t(z) = 1—with the shadow cost/benefit
of letting them exit—setting 1i,t(z) = 0.31 Now, note that conditional on keeping a type, the

31One could allow the planner to keep a fraction of firms with productivity z but since the measure of each
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FOC with respect to nt(z) > 0 is

ηn,t(z) = (1 − α)m∗
t (z)C

∗
t ηC,t − χηL,t + βν

∫

z′∈R+

1t+1(z) f (z′|z)ηn,t+1(z)dz

where m∗
t (z) ≡ z

1
1−α

∫

z∈R+
z

1
1−α nt(z)dz

is the number of customers that a firm with productivity

z will get conditional on being kept in the economy as derived in Proposition 3. Now,
dividing this equation by ηC,t, replacing αC∗

t = W∗
t L∗

p,t and plugging in W∗
t = ηL,t/ηC,t and

ηC,t = C
∗−γ
t we arrive at:

ηn,t(z)

ηC,t
= m∗

t (z)C
∗
t − m∗

t (z)W
∗
t L∗

p,t − W∗
t χ + βν

(
C∗

t+1

C∗
t

)−γ ∫

z′∈R+

f (z′|z)1t+1(z)
ηn,t+1(z)

ηC,t+1
dz

While this characterizes the shadow cost/benefit of the firm, in units of consumption, con-
ditional on being kept, note that the planner can always set this to zero by making the firm
exit the economy—meaning that this benefit/cost is bounded below by zero. Hence, the

social value of the firm, Gt∗ , can be defined as G∗
t (z) ≡ max1t(z)

ηn,t(z)
ηC,t

1t(z), and be written

recursively as:

G∗
t (z) = max

1t(z)
1t(z)

{

m∗
t (z)C

∗
t − m∗

t (z)W
∗
t L∗

p,t − W∗
t χ + βν

(
C∗

t+1

C∗
t

)−γ

E[G∗
t+1(z

′)|z]

}

Iterating this forward, and re-writing this in sequential form for firm i gives us the expres-
sion in the proposition.

C.9 Proposition 5

Proof. Let (Ct, Lp,t, Ls,t, Lt, Nt)t≥0 denote the equilibrium allocation. A log-linearization of

U(Ct, Lt) =
C

1−γ
t

1−γ − ξ
L

1+ψ
t

1+ψ around this allocation gives:

∆U(Ct, Lt) = C
1−γ
t ∆ ln(Ct)− ξL

ψ
t Lp,t(∆ ln(Lp,t) +

Ls,t

Lp,t
∆ ln(Ls,t) + χ

Nt

Lp,t
∆ ln(Nt)) +O(‖.‖2)

Now, divide by Uc,tCt = C
1−γ
t and use the household’s optimal labor supply condition

ξ
L

ψ
p,t

C
−γ
t

= Wt to get

∆U(Ct, Lt)

Uc,tCt
= ∆ ln(Ct)−

WtLp,t

Ct
(∆ ln(Lp,t) +

Ls,t

Lp,t
∆ ln(Ls,t) + χ

Nt

Lp,t
∆ ln(Nt)) +O(‖.‖2)

Finally, using the aggregate production function in Equation (3.18), replace ∆ ln(Ct) =
∆ ln(Zt) + α∆ ln(Lp,t), and using the definition of the aggregate markup in Equation (3.21)

type is infinitesimal, assuming that the planner either keeps every type or lets all of that type go is without
loss of generality.
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replace the labor share in terms of the cost-weighted markup —
WtLp,t

Ct
= α

Mt
— to get

∆U(Ct, Lt)

Uc,tCt
≈ ∆ ln(Zt) + α(1 −M−1

t )∆ ln(Lp,t)− αM−1
t (

Ls,t

Lp,t
∆ ln(Ls,t) + χ

Nt

Lp,t
∆ ln(Nt))

C.10 Proposition 6

Proof. Recall from Equation (3.12) the relationship between a firm’s production labor share
and markup is given by:

Wtli,p,t

pi,tyi,t
=

α

µi,t

Moreover, assuming δ = 1, we can use the characterization of the firm’s optimal marketing
strategy in Equation (3.16) to write their marketing labor share of an operating firm as

φ−1 Wtli,s,t

mi,t
= (pi,t − mci,t)qi,tCt ⇔

Wtli,s,t

pi,tyi,t
= φ(1 − µ−1

i,t )

Combining these two equations we get that

Wtli,s,t = φpi,tyi,t − φα−1Wtli,p,t

Now notice that

SGAi,t ≡ Wtχ + Wtli,s,t = SGAFt
︸ ︷︷ ︸

=Wtχ

+ φSalesi,t
︸ ︷︷ ︸
=pi,tyi,t

−
φ

α
COGSi,t
︸ ︷︷ ︸

=Wtli,p,t

C.11 Proposition 7

Proof. This can be derived from combining Equations (C.10) and (C.10):

Wt(li,p,t + li,s,t)

pi,tyi,t
= αµ−1

i,t + φ(1 − µ−1
i,t )

Notice that this is strictly decreasing in µi,t if and only if α > φ. Hence, the firm’s revenue
productivity of labor, the inverse of the equation above, is increasing in µi,t if and only if
α > φ.
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D Computational Appendix

In this section, we present the details of the computation algorithm that solves and cali-
brates the model. We first describe the recursive representation of firm’s problem. Then, we
describe the law of motion of firms and characterize the stationary distribution. Next, we
describe the algorithm that solves the model, and the algorithm used in the calibration.

D.1 Solution Method
Firm’s Recursive Problem In period t, a firm that decided to operate with a customer base
of m−1 and productivity z solves the following dynamic programming problem:

vt(m−1, z) ≡ max
ls,lp,p

{

py − Wtlp − Wt(ls + χ) + βν
Uc,t+1

Uc,t
E
[
Vt+1(m, z′)|z

]
}

s.t. q =

[

1 − η ln

(
p

Dt(1 − σ−1)

)] σ
η

y = mqCt = zlα
p

m = (1 − δ)m−1 +
l
φ
s

Pm,t
,

where Vt(m−1, z) ≡ max{0, vt(m−1, z)} denotes the endogenous exit choice.

Stationary Distribution Let Nt : M × Z → [0, 1] denote the cdf of incumbent firms mea-
sured after the realization of idiosyncratic productivity shocks, but before exit decisions are
made. The law of motion of the distribution of firms is given by:

Nt(m, z′) =
∫

M×Z
F(z′|z)1{m∗(m−1,z)≤}ν1{v(m−1,z)≥0}dN (m−1, z)

+ λ
∫

M×Z
F(z′|z)1{m∗(0,z)≤m}1{v(0,z)≥0}dΓ(z),

where F(z′|z) is the Markov chain given by the AR(1) productivity process, Γ is the pro-
ductivity distribution of potential entrants and m∗(m−1, z) denotes the optimal policy for
customer acquisition.

Solution Algorithm In steady state consumption is constant, so that stochastic discount
factor Uc,t+1/Uc,t = 1. The algorithm for the numerical solution of the steady state of the
model is as follows:

Step 0: Set up a grid for firm’s state S = M × Z. We choose 15 collocation points in each
dimension. For Z, we use the 0.0001 and 0.9999 percentiles of the ergodic distribution
of the AR(1) productivity process as the grid bounds. For M, the lower bound of
the grid is 0 and the upper bound is chosen so that the largest customer base in the
solution of any version of the model is smaller than the bound. Given these bounds,
we construct power grids to concentrate grid points at lower values for m−1 and z.

Step 1: Guess values for C, W̃ ≡ W/(CD) and Pm.
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Step 2: Solve firm’s problem given (C, W̃, Pm) by scaling the value function by 1/(CD)
(this reduces the number of aggregate variables we need to solve for by one). We
solve this problem by using projection methods to approximate both the value func-
tion vt(m−1, z) and its expected value E [Vt+1(m, z′)|z] . We approximate these func-
tions with the tensor product of a linear spline in the z dimension and a cubic spline
in the m−1 dimension. We follow a two-step procedure to compute optimal policies.
First, for a given candidate m, we compute q, ls and lp by solving the nonlinear FOC
for q and using the production function and the law of motion of matches. Second,
to optimize the value function with respect to m, we use the golden search method.
Having approximated these values and guessed a vector of spline’s coefficients, we
combine an iteration procedure and a Newton solver to find the coefficient of the ba-
sis function. To compute the expectation in E [Vt+1(m, z′)|z], we rely on the following
approximation

E
[
Vt(m, z′)|z

]
=

50

∑
i=1

ωiVt (m, exp(ρ ln z + εi)) .

To construct the nodes εi, we generate an equi-distant grid of 50 points from 0.0001 to
0.9999 and invert the cdf of the N (0, σ2

z ) distribution. To construct the weights ωi, we
discretize the normal distribution with a histogram centered around the nodes.

Step 3: To approximate the ergodic distribution of firms, we construct a finer grid with 100
and 500 points in the m−1 and z direction, respectively. Then, we solve the firm’s
problem once on the new grid using the approximation to the value functions from
the previous step.

To find the ergodic distribution, we rely on the non-stochastic simulation approach
by Young (2010). This method approximates the distribution of firms on a histogram
based on the finer grid. Since both optimal policies and productivity shocks are al-
lowed to vary continuously, we assign values of m and z that do not fall on points
in the grid in the following way. Let s ≡ (m−1, z) denote a firm’s state. Then, the
transition matrix for a firm’s customer base can be constructed as:

QM(s, m′(s)) =

[

1m′(s)∈[mj−1,mj]

m′(s)− mj

mj − mj−1
+ 1m′(s)∈[mj,mj+1]

mj+1 − y′(s)

mj+1 − mj

]

(D.1)

for all states s in the grid. That is, the transition matrix allocates firms in the histogram
based on the proximity of the optimal policy to each point in the finer grid. The tran-
sition matrix for productivity shocks is approximated as QZ = ∑

200
i=1 ωiQz,i, where Qz,i

is similarly constructed as in Equation (D.1) for z′(s) = exp(ρ ln z + εi). The overall
transition matrix is then given by Q = QZ ⊗ QM. Finally, the distribution of firms is
obtained by iterating until convergence the approximation to the law of motion

N = Q′
(

ν1v(s)≥0N + λ1v(s)≥0Γ
)

,

where Γ is an approximation of the distribution of entrants on the finer grid.

Step 4: Compute aggregate variable X from firms’ vectorized policies x(s) as X = (ν1v(s)≥0N +
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λ1v(s)≥0Γ)′x(s). Compute the residual vector

1 =
∫ N

0
midi, 1 =

∫ N

0
miΥ(qi)di, and 1 =

W

ξCγLψ .

If the distance is small, stop. Otherwise, update (C, W̃, Pm) with a Newton method a
go to Step 2.

D.2 Estimation routine

We estimate the parameters of the model via the Simulated Method of Moments (SMM).
More specifically, we choose a set of parameters P that minimizes the SMM objective func-
tion (

mm (P)

md
− 1

)′

W

(
mm (P)

md
− 1

)

,

where mm and md are a vector of model simulated moments and data moments, respec-
tively, and W is a diagonal matrix. To compute the model simulated moments we follow
these steps:

Step 1: Given a vector of parameters P , we find the steady state of model. For this, we
slightly modify the previous algorithm. Since in the estimation we normalize aggre-
gate output Y = 1 and the wage W = 1 with the free parameters (λ, ξ), we need to
solve for only one aggregate variable Pm.

Step 2: Simulate 100,000 firms for 150 periods and compute model moments using data
from the last 25 periods. When matching moments based on the entire US economy,
we use data from all simulated firms. When matching moments based on Compustat
data, we impose a filter that mimics selection into Compustat based on firm age and
size. On the age dimension, we restrict the simulated sample to those firms that are at
least 7 years old, as in Ottonello and Winberry (2018). On the size dimension, we re-
stricted the sample to firms with sales above 19% of the average sales in the simulated
economy. This cutoff corresponds to the ratio of the 5th percentile of the sales dis-
tribution in Compustat (USD1.06 million) to the average firm sales in SUSB (USD5.7
million) in 2012.

To minimize the SMM objective function and have confidence of reaching the global min-
imum, we follow a two-step procedure in the spirit of Arnoud, Guvenen and Kleineberg
(2019). In the first step, we construct 500 quasi-random vectors of parameters P from a
Halton sequence, which is a deterministic sequence designed to evenly cover the parameter
space. After computing the SMM objective in those points, we choose the 30 parameters
vectors with the lowest objective values. In the second step, we initiate a local Nelder-Mead
optimizer from each of the 30 starting points and select the local minimum with the lowest
objective value.
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E Additional Model Analysis

E.1 Identification of Model Parameters

In this Section, we formally guide the discussion of the identification of model parameters.
Panel A of Figure C.6 shows the local elasticity of simulated moments (rows) with respect
to parameters (columns), evaluated at the calibrated parameters. In general, the intuition
behind the choice of targets is borne out in the model. For example, a higher exogenous exit
rate 1 − ν mechanically increases the average exit rate. Similarly, a higher super-elasticity
of demand η increases the co-movement between revenue labor productivity and sales. A
higher elasticity of the matching function φ makes the positive relationship between a firm’s
SGA expenses and sales stronger and reduces the co-movement between labor productivity
on sales, as predicted in the simple version of the model in Propositions 6 and 7. The per-
sistence of productivity shocks ρz affects multiple moments, but it affects most strongly the
dispersion of the sales distribution. Finally, a smaller average productivity of entrants z̄ent

increases the relative size of old firms.
We complement this discussion by analyzing the sensitivity measure developed by An-

drews et al. (2017), which show the sensitivity of model parameters with respect to targeted
moments. To make the numbers more comparable, we convert this measure into elastici-

ties and plot (J′(P)W J(P))−1
J′(P)Wmm(P)/P , where J(P) is the Jacobian evaluated at

calibrated parameters, W is the weighting matrix and mm(P) are the model moments eval-
uated at calibrated parameters. Panel B of Figure C.6 shows that the overhead cost χ is quite
sensitive to the average COGS-to-OPEX ratio in the data. Similarly, the elasticity of substi-
tution σ is sensitive to the average production markup and the standard deviation of the
productivity shock σz is most influenced by the standard deviation of employment growth.

E.2 Additional Calibration Figures

Here we provide additional results about the goodness of fit of the calibrated model. Fig-
ure C.7 plots the relationship between relative revenue productivity of labor and relative
sales in the data (SUSB) and the model (both the raw data and a linear fit). The model
is able to match the positive association between these variables well. Figure C.8 shows
the relationship between relative SGA and relative sales in the data (Compustat) and the
model. Although the “Compustat-equivalent” sample from the model does not generate
the same dispersion in relative sales as in the data, the relationship with relative SGA is
well matched in the overlapping range of relative sales. Finally, Figure C.9 plots the aver-
age COGS-to-OPEX ratio as a function of firm’s age and size in the data (Compustat) and
the model. Here, age is normalized as time since entry into Compustat (which in the model
occurs after the 7th year). In the model, the composition of firms’ costs exhibits a strong size
profile and a weak age profile, as in the data.

E.3 Additional Analysis of Model in Steady State

In this section, we further describe how the model works in steady state. First, we describe
firms’ optimal policies. Then, we show the average firm dynamics, taking selection into
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Figure C.6: Parameter Identification
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(b) Sensitivity of Parameters

Notes: Panel A shows the sensitivity of simulated moments to parameters by computing the local elasticity
of moments with respect to parameters. Panel B shows the sensitivity of calibrated parameters to moments
by constructing the sensitivity measure of Andrews et al. (2017) and converting it into an elasticity. Both
measures are evaluated at the calibrated parameters.
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Figure C.7: Model Fit: Labor Productivity and Sales

(a) Data (b) Model

Notes: This figure plots the relationship between relative revenue productivity of labor and relative sales.
Panel A and B show the relationship obtained from the SUSB data and the model simulated data, respectively.
Each figure includes the linear best fit of the data. The x-axis is in log scale.

Figure C.8: Model Fit: SGA and Sales

(a) Data (b) Model

Notes: This figure plots the relationship between relative spending in SGA and relative sales. Panel A and
B show the relationship obtained from the Compustat data and the model simulated data, respectively. The
model data is obtained by simulating the model and restricting the sample to firms that are at least 7 years
old and have sales above 19% of the average sales in the simulated economy (which corresponds to the ratio
of the 5th percentile of the sales distribution in Compustat to the average sales in SUSB). Each figure includes
the local linear kernel best fit of the data.

account.

Firms’ Optimal Policies Figure C.10 shows firms’ steady state optimal policy functions
for three productivity levels (the 25th, 50th and 75th percentile of the marginal productiv-
ity distribution in steady state). The y-axis on the right plots the marginal distribution of
relative customer base.

While optimal spending in li,s,t decreases with the size of the customer base, production
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Figure C.9: Steady-State COGS/OPEX by Size and Age

(a) Data (b) Model

Notes: This figure plots the average COGS-to-OPEX ratio as a function of a firm’s age and size. Panel A
and B show the relationship obtained from the Compustat data and the model simulated data, respectively.
The model data is obtained by simulating the model and restricting the sample to firms that are at least 7 years
old and have sales above 19% of the average sales in the simulated economy (which corresponds to the ratio
of the 5th percentile of the sales distribution in Compustat to the average sales in SUSB). Age is normalized as
years since entry into Compustat, which in the model corresponds to year 7.

labor is increasing in a firm’s customer base. Thus, when firms have a small customer base,
they spend more resources to increase it. However, due to decreasing returns to customer
accumulation, firms increase their customer base gradually over time. As firms grow, they
spend less on customer acquisition and more on producing goods to satisfy the growing
demand. This is reflected in a firm’s cost structure—the average COGS-to-OPEX ratio is also
increasing in m−1. As total output increases due to a larger customer base, the marginal cost
of production also increases since production is subject to decreasing returns. This raises the
price charged by the firm, which in turn reduces the consumption per capita qi,t and optimal
markups. The Figure also shows that, for a given level of m−1, spending in li,s,t is increasing
in a firm’s productivity. A higher productivity allows firms to charge lower prices and
higher markups. Thus, profits per marginal customer are increasing in productivity, which
incentivizes firms to accumulate customers more quickly by spending more on li,s,t.

Figure C.11 plots firms’ optimal exit policy and the stationary joint distribution of (m−1, z).
Panel A shows the threshold productivity z∗(m−1) such that if z < z∗(m−1), the firm opti-
mally chooses to exit. The figure shows that z′∗(m−1) < 0, that is, firms with larger customer
base are able to survive large productivity shocks without the need to exit the market. Al-
though a lower productivity reduces markups and profits per customer, aggregate profits
are increasing in a firm’s customer base. Despite this selection effect, Panel B shows that in
steady state there is a positive correlation between firms’ productivities and customer bases:
more productive firms have on average a larger customer base.

Average Firm Dynamics with Shocks Figure C.12 plots the average firm dynamics taking
selection into account. To construct this figure, we simulate a cohort of firms that starts with
zero customer base and draws productivities from the distribution of entrants. As firms are
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Figure C.10: Firms’ Optimal Policies

(a) li,s,t (b) li,p,t (c) COGSi,t/OPEXi,t

(d) pi,t (e) qi,t (f) µ
p
i,t

Notes: These figures plot firms’ policy functions. Each figure shows policies as a function of relative cus-
tomer base for three levels of productivity: the 25th, 50th and 75th percentile of the stationary productivity
distribution. The y-axis on the right plots the stationary marginal distribution of relative customer base.

subject to productivity shocks, some of them decide to exit over their lifetime. The figure
plots the average of each variable across firms that survived to a given age.

Firms start with lower productivity, which grows over time due to the calibrated lower
productivity of entrants and endogenous exit. Conditional on a productivity level firms
front load spending on customer acquisition, and the average customer base and marginal
costs rise rapidly for young firms. This in turn increases prices and reduces average output
per customer and markups. Over time, only the most productive firms survive, so the
average marginal cost and price declines and output per customer and markups increase.
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Figure C.11: Optimal Exit and Stationary Distribution

(a) Optimal exit policy (b) Stationary distribution of (m−1, z)

Notes: Panel A plots the exit threshold z∗(m−1) such that if z < z∗(m−1), the firm optimally chooses to exit.
Panel B shows the contour plot of the stationary joint distribution of (m1, z), censored at the 99th percentile of
each variable.

86



Figure C.12: Average Firm Dynamics

(a) Productivity (b) Exit rate

(c) li,s,t (d) COGSi,t/OPEXi,t

(e) mi,t (f) qi,t

(g) pi,t (h) µ
p
i,t

Notes: The figure plots the average firm dynamics, which are obtained by simulating a cohort of firms that
start with m−1 = 0, draw z from the distribution of entrants, and experience productivity shocks over their
lifetime. Each figure plots the average of a variable as a function of firms’ age across firms that survived up to
that age.
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