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1. Introduction

Research on silicon nanowires has developed rapidly in

recent years. This can best be inferred from the sharply

increasing number of publications in this field. In 2008, more

than 700 articles on silicon nanowires were published, which

is twice the number published in 2005. Because of this strong

increase in research activities and output, the vast majority

of publications on silicon nanowires are found to be younger

than ten years. At first glance, one could therefore be tempted

to assume that Si nanowire research is a very young research

field. This, however, is not the case. Si nanowire research

had a rather long incubation period before it became a

fashionable subject, driven by potential applications in
nanoelectronics and sensors.

The review, which to our knowledge is the first on silicon
wires, dates back to the late 1950s.1 Therein, Treuting and
Arnold reported the successful synthesis of 〈111〉 oriented
Si whiskers. The term whisker was at that time the commonly
used expression when reference was made to filamentary
crystals. Nowadays, the term whisker has almost disappeared.
Instead, the terms “wire” and “nanowire” have found
widespread use. In this article, we will adopt this newer
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terminology. Rodlike crystals with a diameter of less than
100 nm will be referred to as nanowires. In places where
rodlike crystals of larger diameters are considered, the term
wire will be used. The term wire will also be used in a
generalized sense, i.e. when reference is to be made to both
wires and nanowires.

Regarding silicon wire growth, it is remarkable to see how
much was already known in the 1960s. The best example of
this is the vapor-liquid-solid mechanism of Si wire growth
proposed by Wagner and Ellis in their seminal article
published in March 1964.2 Till today, the vapor-liquid-solid
(VLS) growth mechanism was the most prominent method
for silicon wire synthesis. The VLS mechanism really
represents the core of silicon wire research, though it does
not only work for silicon but also for a much broader range
of wire materials. The VLS mechanism can best be explained
on the basis of Au catalyzed Si wire growth on silicon
substrates by means of chemical vapor deposition (CVD)
using a gaseous silicon precursor such as silane.

The Au-Si binary phase diagram possesses a characteristic
peculiarity, namely that the melting point of the Au-Si alloy
strongly depends on composition. A mixture of 19 atom %
Si and 81 atom % Au already melts at 363 °C, which is
about 700 K lower than the melting point of pure Au and
more than 1000 K lower than the melting point of pure Si.
Thus, heating Au in the presence of a sufficient amount of
Si, considering e.g. a Au film on a Si substrate, to temper-
atures above 363 °C will result in the formation of liquid
Au-Si alloy droplets as schematically depicted in Figure
1a. Exposing these Au-Si alloy droplets to a gaseous silicon
precursor such as silane, SiH4, will cause precursor molecules
to preferentially crack at the surface of these droplets, thereby
supplying additional Si to the droplet. At equilibrium the
phase diagram allows only for a limited amount of Si

dissolved in the Au-Si droplets. The additional supply of

Si from the gas phase therefore forces the droplets to find a

way of how to dispose of the excess Si. This is accomplished

by crystallizing solid Si at the droplet-wire interface. A

continuous supply of Si consequently leads to the growth of

wires with a Au-Si droplet at their tip, as schematically

indicated in Figure 1a.

The name vapor-liquid-solid (VLS) mechanism reflects

the pathway of Si, which coming from the vapor phase

diffuses through the liquid droplet and ends up as a solid Si

wire. Related is the so-called vapor-solid-solid (VSS)

mechanism, which describes cases where a solid catalyst

particle instead of a liquid droplet is involved. An example

of Au-catalyzed Si nanowires grown homoepitaxially on a

〈111〉 substrate via the VLS-mechanism is shown in Figure

1b. These nanowires were grown at about 450 °C using silane

as precursor.3 The transmission electron micrograph in Figure

1c proves the epitaxial relation between nanowire and

substrate. What should also be noted in Figure 1c is the

curved shape of the nanowire flank; an aspect that will be

discussed in detail later on in section 7. The most remarkable

feature of the VLS growth mechanism, however, is its

universality. VLS growth works well for a multitude of

catalyst and wire materials and, regarding Si wire growth,

over a size range of at least 5 orders of magnitude; from

wire diameters of just a few nanometers up to several

hundred micrometers.

The VLS mechanism has numerous direct and indirect

implications for Si wire growth. Consequently, a large part

of this review, which is an extended version of a previous

article,4 focuses on the limitations and implications of the

VLS mechanism. This concerns experimental issues such as

the choice of growth method (section 2) and catalyst material

(section 3), the crystallography of the wires (section 4), and

the synthesis of heterostructures (section 5), as well as

theoretical issues such as the depression of the eutectic

temperature (section 6), the expansion of the wire base

(section 7), the surface tension criterion (section 8), and the

Gibbs-Thomson effect (section 9). The last part of this

article deals with the electrical properties of silicon nanow-

ires: from nanowire doping (section 10) and the question of

dopant ionization (section 11) to the influence of surface

states on the effective charge carrier density (section 12).
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Figure 1. (a) Schematics of the vapor-liquid-solid growth
mechanism. (b) Scanning electron micrograph of epitaxially grown
Si nanowires on Si 〈111〉 . Transmission electron micrograph of the
interface region between Si nanowire and substrate. Note the epitaxy
and the curved shape of the nanowire flank. Parts b and c are
reprinted from ref 3 with permission from Zeitschrift für Met-
allkunde, Carl Hanser Verlag, München.
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2. Silicon Nanowire Synthesis Techniques

Different techniques for silicon nanowire synthesis were
developed in the past, with chemical vapor deposition (CVD)
being just one of them. Which growth method is suited best
depends on the application in mind as well as on the intrinsic
capabilities and limitations of the technique in question. In
this section, we therefore want to take a closer look at the
different growth techniques and their particular advantages
and disadvantages.

The different growth techniques mainly differ in the way
silicon is supplied. There are two possibilities, either wire
growth is fed directly by elemental silicon or silicon is
provided as a silicon compound. It is clear that in the latter
case a chemical reaction has to take place at the catalyst
particle to initiate wire growth. Silicon itself is very sensitive
to oxidation. Depending on whether oxygen-rich or nomi-
nally oxygen-free conditions are applied, growth results differ
strongly. It therefore turns out to be convenient to distinguish
between the use of oxygen-rich and oxygen-free Si precur-
sors. In the following, the term chemical vapor deposition
will only be applied to the use of oxygen-free precursors.
Oxygen-rich precursors, such as, for example, SiO, shall be
excluded by definition and dealt with separately. Of course,
one could argue that using SiO as precursor also represents
some sort of chemical vapor deposition; nevertheless, for
practical reasons, we will make this distinction here.

2.1. High Temperature Chemical Vapor
Deposition

In chemical vapor deposition (CVD), as defined above,
the necessary silicon for wire growth is provided by an
oxygen-free precursor. The most frequently used precursors
are silane, SiH4, disilane, Si2H6, dichlorosilane (silicon
dichloride), SiH2 Cl2, and tetrachlorosilane (silicon tetra-
chloride), SiCl4. Replacing hydrogen atoms by chlorine
mainly comes with two effects. The first, almost trivial, effect
is that the use of a chlorinated silane precursor in the presence
of hydrogen will lead to the creation of hydrochloric acid
during nanowire processing; and hydrochloric acid usually
causes some desirable or undesirable etching of the substrate,
the nanowires, and the equipment. The second is related to
the fact that chlorinated silanes are, generally speaking,
chemically more stable than their nonchlorinated counter-
parts.5 Consequently, higher temperatures need to be applied
to thermally crack the precursor. For tetrachlorosilane, SiCl4,
growth temperatures typically range from about 800 °C6-9

to well beyond 1000 °C,10,11 compared to temperatures of
about 400-600 °C, typical for Si wires grown in the presence
of silane.3,12,13 In view of this difference in process temper-
ature, which, for example, affects the choice of the catalyst
material, the discussion on chemical vapor deposition is split
into a high temperature and a low temperature part; with
high temperature being defined as covering temperatures
higher than about 700 °C.

High temperature CVD Si wire growth experiments are
often performed in tubular hot wall reactors.7-9,11 As
schematically depicted in Figure 2a, a gas flowstypically
hydrogen or a hydrogen/inert gas mixturesis directed
through an externally heated quartz tube held at about
atmospheric pressure. Prior to entering the reactor, a part of
the gas is led through a bubbler filled with SiCl4 (SiCl4 is
liquid at room temperature and atmospheric pressure),
thereby supplying SiCl4 to the reactor. If a Si sample, onto

which some amount of the catalyst metal has been deposited
beforehand, is placed in the hot zone of the reactor, silicon
wires will commence growing. An excellent example of what
can be achieved this way can be seen in Figure 2b, which
shows a scanning electron microscope (SEM) image re-
printed from the work of Kayes et al.7 The almost optimal
arrangement of the homoepitaxially grown, Cu-catalyzed Si
wires, based on an appropriate arrangement of the catalyst
by lithography, is striking. There are reports that homoepi-
taxial growth of Si wires on Si substrates is facilitated by
the use of SiCl4 if used in combination with H2,

8 as the
developing HCl gas can etch away an unwanted oxide
coverage of the substrate.

Historically, high temperature CVD via SiCl4 was preceded
by experiments using a closed reaction vessel instead of a
flow reactor. Wagner et al.14 and Greiner et al.,15 for instance,
obtained their early results by using evacuated and sealed
quartz ampules into which iodine was placed together with
silicon and the catalyst material. Upon heating, iodine reacts
with silicon to form gaseous silicon iodide products, which
then serve as a locally produced CVD precursor. Silicon wire
growth takes place at the colder parts of the quartz ampule.
This version of high temperature CVD, mentioned here for
the sake of completeness, is attractive for its technical
simplicity and low costsassuming an apparatus for sealing
evacuated quartz ampules is at hand.

Like most thermally activated processes, also Si wire
growth using Au as catalyst and SiCl4 as precursor shows
an Arrhenius-type exponential dependence on process tem-
perature (∝ exp(-Ea/kT)), with Ea being the activation energy
and kT having its usual meaning. The data of Wagner et
al.16 indicate an activation energy Ea of about 32 ( 1 kcal/
mol (1.38 ( 0.06 eV), which is slightly smaller than the
activation energy of 37 kcal/mol obtained by Theuerer17 for
Si layer deposition using SiCl4. Due to the exponential
temperature dependence of the Si wire growth velocity and
the high temperatures applied, growth velocities can be quite
substantial. Often wire growth velocities on the order of
µm/min7,10,18 or even µm/s11 are observed. Although this is
not of major concern considering the growth of Si wires with
micrometer lengths, such high growth velocities represent a
restriction for the controllability if synthesis is aimed at Si
nanowires of submicrometer lengths.

Another effect of the elevated temperatures is related to
the diffusion of the catalyst metal. It is generally known that
metal clusters, islands, or droplets on a surface tend to
agglomerate; a phenomenon usually referred to as Ostwald
ripening.19-23 Considering the growth of Si wires via the VLS
mechanism, Ostwald ripening causes the larger catalyst
droplets to grow (ripen) at the expense of the smaller ones.

Figure 2. (a) Schematic setup of high temperature CVD. (b) Tilted
scanning electron micrograph of a Cu-catalyzed Si wire array. The
scale bar in the inset is 10 µm. Part b was reprinted with permission
from ref 7. Copyright 2007 American Institute of Physics.
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The speed at which this ripening proceeds depends on the
rate at which the different catalyst droplets can exchange
material with each other. That means, for wire growth on a
substrate, that ripening mainly depends on surface diffusion,
which can be expected to be faster at higher temperatures.
As a consequence of the Ostwald ripening of the catalyst
droplets, it becomes exceedingly more difficult to grow
nanowires with well-defined diameters at elevated temper-
aturesssimply because the droplet size does not stay constant
during processing. This has been reported, for example, by
Kayes et al.,7 who deposited a regular array of Au-dots on
a bare Si substrate. Upon heating, the droplets agglomerated,
thereby destroying the regularity of the arrangement. To
prevent/minimize droplet agglomeration, Kayes et al.7 had
to deposit an additional SiO2 layer, serving as a diffusion
barrier for the catalyst material. Not only does surface
diffusion, however, affect the initial catalyst size, but also
growth itself might be affected, as catalyst material can
diffuse to neighboring wires.24,25 In view of the problems
related to catalyst diffusion, high temperature CVD seems
to be more suited for the growth of microscopic Si wires
rather than nanowires; though high temperature CVD growth
of nanowires with diameters of about 40 nm has nevertheless
been demonstrated.8

The main advantage of high temperature CVD consists in
the much broader choice of possible VLS catalyst materials.
Au and Cu7,16 yield excellent results at temperatures above
850 °C (see Figure 2b). At even higher temperatures, also
Pt and Ni seem to be a good choice.16 A more thorough
discussion on the choice of catalyst materials will be given
in section 3. Independent of the catalyst material used, the
main crystallographic growth direction of these nanowires
appears to be the 〈111〉 direction,8,16,17 probably because of
the large diameter of the wires.26,27 The corresponding wires
are typically single crystalline and free of crystallographic
defects. Wagner et al.,16 however, point out that also 〈112〉
orientated wires, showing a twin defect parallel to the wire
axis can be found.

A doping of the growing wire directly from the gas phase
is possible, even at high temperatures. Givargizov reports
the use of AsCl3

10,28 and PCl3
10 as vapor phase dopants.

Interestingly, the introduction of the dopant precursor does
influence the wire morphology. Givargizov points out that
the periodic instability of the wires (a periodic variation of
the wire diameter observed at high temperatures and pres-
sures) disappears once AsCl3 is added to the gas mixture,28

presumably because AsCl3 changed the surface tension
configuration of the wire and/or the catalyst droplet.

2.2. Low Temperature Chemical Vapor Deposition

Low temperature chemical vapor deposition (CVD) shall
comprise the growth temperatures lower than 700 °C. The
typical precursors for low temperature CVD are silane (SiH4)
and, though less frequently, disilane (Si2H6). In contrast to
tetrachlorosilane, silane already decomposes at about 350
°C so that the temperature range from the Au-Si eutectic
at 363-700 °C is fully covered. Another noteworthy
difference to SiCl4 is that both silane and disilane are self-
igniting gases that are potentially explosive if brought into
contact with air. Thus, working with silane or disilane
requires great care to prevent issues with machinery or
personnel.

The most frequently used catalyst material for VLS Si
nanowire growth is Au. Using Au and silane, homoepitaxial

growth of Si wires or nanowires can be achieved without
much difficulty (see Figure 1b), provided that the native
oxide, naturally covering silicon substrates, is removed prior
to the Au deposition. Wire diameters from a few nanometers
up to several micrometers can be realized. The dominant
orientation of wires with diameters larger than about 50 nm
orientation is 〈111〉 .26,27 More details on the crystallography
are given in section 4.

Often dedicated, low pressure, cold wall reactors are used,
as schematically shown in Figure 3a. For the use of Au as
catalyst, high-vacuum equipment (base pressure around 10-6

mbar) is sufficient for growing nanowires. This is, however,
not the case when more sensitive catalyst materials are used.
Aluminum, for instance, is very sensitive to oxidation, so
that the use of an ultrahigh-vacuum reactor with a base
pressure lower than about 10-9 mbar is recommended. Yet,
if oxidation of Al is prevented, excellent results can be
achieved with Al as catalyst; see, for example, Figure 3b.

Typical silane partial pressures range from 0.1 mbar to 1
mbar,12,27,29 which results in growth velocities on the order
of nanometers per second. Concerning the pressure depen-
dence, the data published by Lew et al.12 indicate that the
growth velocity increases approximately linearly with silane
partial pressure. Nanowire growth velocities related to the
use of silane as precursor show an exponential dependence
on inverse temperature (∝ exp(-Ea/kT)). From observations
at growth temperatures of 450-600 °C, Schmid et al.29

deduced an activation energy, Ea, of 19 ( 1.5 kcal/mol (0.82
( 0.07 eV). Lew et al.12 investigated nanowire growth at a
similar temperature range and reported an activation energy
of 22 kcal/mol. However, their data seem to indicate a
somewhat smaller value, closer to the 19 kcal/mol of Schmid
et al.29 From the data of Bootsma and Gassen,30 who studied
Si nanowires growth at temperatures of 600-800 °C, an
activation energy of 11.1 ( 0.4 kcal/mol (0.48 ( 0.02 eV)
can be deduced.

Combining the pressure and temperature dependencies,12,29

one can obtain the following estimate for the temperature
and pressure dependence of the growth velocity of Au-
catalyzed nanowires:

V ≈ 1.7 × 10
6 nm

s mbar
p exp(-9500 K

T ) (1)

with p being the silane partial pressure in millibar; see Figure
4. This formula serves only as a crude estimate for practical
use. The accuracy is presumably not much better than a factor
of 2. One should furthermore keep in mind that the growth
velocity also depends on the nanowire diameter (see section
9) and other parameters.

Si nanowires obtained by using Au and silane are usually
only slightly tapered, which indicates that radial growth is

Figure 3. (a) Schematic of a low temperature chemical vapor
deposition reactor. (b) Al-catalyzed Si nanowires on Si〈111〉 grown
at about 430 °C. Part b is reprinted from ref 95. Copyright 2006
Macmillan Publishers LTD: Nature Nanotechnology.
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slow compared to axial growth. According to the data by
Schmid et al.,29 radial growth rates are about 2 orders of
magnitude smaller than axial growth rates. The activation
energy for radial growth is found to be larger than that for
axial growth. Schmid et al.29 determined a value of 29 ( 3
kcal/mol (1.26 eV). This value is still slightly smaller than
the activation energy of 35.4 kcal/mol derived from silicon
thin film deposition experiments using silane.31,32 The fact
that the activation energy of radial growth is still smaller
than the nominal activation energy for Si thin film deposition
could possibly be explained by the catalytic effect of a Au
contamination of the nanowire surface.24

Another attractive precursor for low temperature CVD is
disilane, Si2H6. Disilane is more reactive than monosilane,
SiH4. Silicon thin film deposition experiments gave an
activation energy of 28.4 kcal/mol (1.23 eV) compared to
35.4 kcal/mol (1.53 eV) for silane.31,32 The higher reactivity
of disilane compared to silane represents its main advantage,
as it allows for Si wire growth at much lower pressures
compared to that for silane. The lower pressures are
particularly important for the in situ observation of Si
nanowire growth, for example, in a transmission electron
microscope (TEM).24,33-35 Kodambaka et al.36 investigated
the diameter, temperature, and pressure dependence of the
nanowire growth velocity. They grew Au-catalyzed nanowire
at disilane partial pressures as low as 2 × 10-8 Torr,
corresponding to a growth velocity of about 1 nm/min. From
the temperature dependence, they deduced an activation
energy of 12.2 ( 0.5 kcal/mol (0.53 ( 0.02 eV).36

In summary, one should keep in mind that the activation
energies for Au-catalyzed Si nanowire growth are about half
as large as those for Si thin film growth: 19 kcal/mol vs 35
kcal/mol for silane and 12 kcal/mol vs 28 kcal/mol for
disilane. This reduction by about a factor of 2 is what makes
the Au droplet a catalyst droplet.

Doping of silicon nanowires directly from the vapor phase
is also possible for low temperature CVD. Often phosphine,
PH3, or diborane, B2H6, is used to that end. Due to the crucial
importance of a proper doping for the electrical properties,
doping will be discussed in detail in section 10.

One subclass of low temperature CVD that requires
mentioning here is plasma enhanced CVD (PECVD).37-40

By means of a plasma in the nanowire growth reactor, the
silicon precursor, silane in most cases, is partially precracked.

Such a precracking facilitates and enhances the supply of Si
to the catalyst droplet. PECVD turns out to be a successful
method for the low temperature synthesis of Ga- or In-
catalyzed Si nanowires.37-40

The advantages of low temperature CVD are that nanow-
ires with a large variety of diameters and lengths can be
grown epitaxially on Si substrates. With the lengths of the
wires being essentially proportional to the process time, they
can be easily adjusted. Nanowire growth at predefined
positions on the substrate is possible.29,41 Furthermore, the
electrical properties of the nanowires can be tuned directly
by doping from the gas phase,29,42,43 allowing also for
modulated doping profiles.44 One of the major problems of
epitaxially grown Si nanowires is that they exhibit a certain
variation of the growth direction, especially for diameters
smaller than about 50 nm.27 A related, ubiquitous problem
is that a certain percentage of the nanowires tends to change
their growth direction during growth; as a result, they show
a kink (see Figure 1b).29,45,46 This kinking problem, however,
can be circumvented by growing the nanowires inside a
template such as anodic aluminum oxide (AAO).47-49 The
template forces the nanowire to grow straight along the pore
direction. This approach also leads to epitaxial 〈100〉 oriented
nanowires, an orientation usually not favored by free-standing
nanowires.49

2.3. Supercritical-Fluid-Based and Solution-Based
Growth Techniques

Approaches similar to chemical vapor deposition are the
so-called supercritical-fluid-based and solution-based growth
techniques, developed in the group of Korgel.50 In their
original design, diphenylsilane, SiH2(C6H5)2, was used as Si
precursor, which was mixed with hexane and sterically
stabilized gold nanoparticles in a high pressure reactor. High
pressures of 200-270 bar and a temperature of 500 °C were
applied to the reaction vessel. Under these conditions, hexane
becomes supercritical, which is why this method is referred
to as being supercritical-fluid-based.

The synthesis is often performed in a way that a flow
reactor51,52 such as that sketched in Figure 5a is used instead
of a closed reaction vessel. In this case, gold colloid particles
together with a well-defined amount of the Si precursor, e.g.
diphenylsilane, are fed into the solution as dispersions and
transferred into the heated and pressurized reactor, where
the nanowire synthesis takes place. The fact that nanowire
synthesis can be performed in a continuous process instead
of a batch process is one of the inherent decisive advantages
of this method. Furthermore, the variability with respect to
the choice of the precursor offers an additional degree of

Figure 4. Approximate Si nanowire growth velocity (using Au as
a catalyst) as a function of pressure and temperature using data
from Lew et al.12 (triangles) and Schmid et al.29 (circles).

Figure 5. (a) Schematic setup for solution-based growth of Si
nanowires. (b) Transmission electron micrograph of a Si nanowire
grown from solution. Part b is reprinted with permission from Tuan
et al.54 Copyright 2008 American Chemical Society.
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freedom for optimization. Lee et al.,53 for example, reported
that the results using monophenylsilane, SiC6H8, and diphe-
nylsilane as precursor differ in that the use of monophenyl-
silane leads to a higher product yield and additionally to a
smaller amount of carbonaceous byproduct as compared to
using diphenylsilane.

Using the method described above, Si nanowire growth
is assumed to proceed via the supercritical-fluid-liquid-solid
(SFLS) growth mechanism, the equivalent to the vapor-
liquid-solid (VLS) growth mode explained before. As in
VLS nanowire growth, nanowire diameters can be adjusted
by the size of the metal nanoparticles, serving as catalysts.
The fabrication of single crystalline nanowires with diameters
as low as 5 nm and lengths of several micrometers has been
demonstrated.52 A high resolution transmission electron
micrograph of a Au-catalyzed silicon nanowire grown via
the SFLS mechanism using monophenylsilane as precursor54

is reprinted in Figure 5b. Please note the perfect crystallinity
of the nanowire.

Having the vapor-solid-solid (VSS) mechanism in mind,
one would expect that Si nanowire growth in supercritical
fluid can also be mediated by a solid catalyst particle; and,
indeed, this is the case. Growth of Cu-, Ni-, and Co-catalyzed
Si nanowires performed at temperatures well below the
melting point of the corresponding metal-Si alloy has been
demonstrated.55,56

Another very attractive approach for the high yield
production of nanowires is solution-based nanowire growth,
a good example of which has been published very recently.
Heitsch et al.57 demonstrated the Au- and Bi-catalyzed
growth of silicon nanowires in solution at atmospheric
pressure. Trisilane, Si3H8, which is even more reactive than
disilane, is used as silicon precursor. The growth reaction
takes place in a vessel filled with a long-chain, low-vapor-
pressure hydrocarbon. Nanowire synthesis temperatures
higher than the eutectic temperatures of Au-Si or Bi-Si
were applied, so that, analogously to the VLS mechanism, a
solution-liquid-solid mechanism can be assumed.57 Using
the above-described method, Heitsch et al. demonstrated the
synthesis of micrometer long, crystalline nanowires with
diameters of about 25 nm.57

The main advantages of this method are that thin nanow-
ires of good crystalline quality can be synthesized in large
amounts using comparably simple equipment. Compared to
other nanowire synthesis methods, the yield is excellent. The
only disadvantage is that a controlled, in-place, epitaxial
growth can hardly be realized.

2.4. Molecular Beam Epitaxy

A further Si nanowire growth technique is molecular beam
epitaxy (MBE).58-62 Here, elemental Si, instead of a chemical
Si compound, serves as the source for Si nanowire growth.
Si nanowire growth is achieved by evaporating Si onto a
catalyst covered substrate, typically Si〈111〉 , as illustrated
in Figure 6a. To prevent oxidation or contamination of the
substrate or the nanowires, an ultrahigh vacuum (UHV)
system with a base pressure in the 10-10 mbar range is
typically used for MBE. To maintain such low pressures even
during nanowire processing, parts of the system are often
additionally cooled with liquid nitrogen.

Preceding Si evaporation, Au is deposited onto the
substrate. Annealing the substrate at temperatures above the
Au-Si eutectic temperature causes the Au film to break up.
Au mixes with Si from the substrate, and Au-Si alloy

droplets form, which then act as catalysts for the subsequent
VLS Si nanowire growth. Since MBE does use elemental
Si instead of a chemical compound as Si source, the role of
the Au catalyst merely consists of facilitating Si crystalliza-
tion. From a chemical point of view, one could argue that
the catalyst droplets are not real catalysts anymore, as there
is no chemical reaction involved. However, the fact that the
Si nanowires grow faster than the substrate by about a factor
of 2sa fact that is not obvious in the first placesindicates
that the catalyst droplets do have an effect on Si crystallization.

Typically, Si nanowires are grown at substrate tempera-
tures of 500-700 °C.58,60,63,64 The necessary Si evaporated
onto the substrate diffuses on the substrate surface until it
either crystallizes directly or finds a Au catalyst droplet. MBE
growth of Si nanowires therefore strongly relies on Si surface
diffusion, which is the main reason why growth temperatures
higher than 500 °C are used. Yet, at these temperatures, it
is difficult to realize small Au-Si droplet sizes (due to
Ostwald ripening), and the diameters of the nanowires
therefore usually exceed 40 nm. Another potential cause for
the fact that only nanowires with diameters larger than about
40 nm can be obtained58,62 is the Gibbs-Thomson effect, as
discussed in section 9.

The fact that Si nanowire growth depends on Si surface
diffusion has direct implications for the nanowire growth
velocity. As surface diffusion is a rather slow process, one
can expect the nanowire growth velocities to be comparably
small; typically growth velocities of 1-10 nm/min are
realized.60,63 The second implication concerns the diameter
dependence of the growth velocity. If the areal density of Si
adatoms diffusing toward the catalyst droplet is taken to be
constant, then the amount of Si per unit time reaching the
droplet is proportional to the circumference of the nanowire.
Moreover, at a given Si supply rate, the growth velocity has
to be inversely proportional to the nanowire cross-sectional
area. Combining both, it becomes immediately clear the
growth velocity should be inversely proportional to the
nanowire diameter. And this also has been observed.58

In general, Si nanowires grown by MBE are single
crystalline and 〈111〉 oriented. They can be grown homoepi-
taxially on Si without much problem. Nanowire growth at
predefined positions on the substrate is possible.61 The
advantages of MBE are clearly that the fluxes can be
accurately controlled. A precise control of the incoming
particle fluxes is particularly important for a doping of the
nanowires. When the MBE system is equipped with evapo-
ration sources for Si dopants such as B or Sb, Si nanowires
with well controlled doping profiles can be realized.65 If
additional evaporation sources, for example, for Ge, exist,
also axial nanowire heterostructures can be achieved by
simply switching sources.59

Figure 6. (a) Schematics of MBE Si nanowire growth. (b)
Scanning electron micrograph of Au-catalyzed Si nanowires on
Si〈111〉 . Part b is reprinted from ref 59 with permission from
Elsevier.
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The main disadvantages of Si nanowire synthesis via MBE
are the considerable Si film growth on the substrate and the
limited flexibility concerning nanowire diameters and aspect
ratios; see Figure 6b. The rather limited aspect ratios are
due to the minute growth velocity of just a few nanometers
per minute.

2.5. Laser Ablation

Silicon nanowire growth via laser ablation differs in many
respects from the nanowire growth techniques discussed so
far. The two major differences are that (A), unlike growth
via CVD or MBE, the catalyst material is coablated together
with Si and (B) silicon nanowire growth does at least partially
take place already in the vapor phase.

This is illustrated in Figure 7a. Typically, experiments are
performed in a tube furnace into which the laser ablation
target is placed. Morales and Lieber,66 who pioneered this
nanowire synthesis method, used a mixed Si-Fe target
containing about 90% Si and 10% Fe. They heated the tube
furnace to a temperature of 1200 °C, which is close to the
minimum temperature required for Fe-catalyzed VLS Si
nanowire growth. A constant Ar flow of 500 sccm was
directed through the furnace, held at a pressure of 500 Torr.
Under these conditions, they ablated Fe and Si from the laser
target by shooting at it with a pulsed, frequency doubled
Nd:YAG laser (wavelength 532 nm).66 The ablated material
collides with inert gas molecules and condenses in the gas
phase, resulting in Fe-Si nanodroplets, which act as seeds
for VLS Si nanowire growth. Zhang et al.67 reported
nanowire growth velocities on the order of micrometers per
minute. The nanowires are harvested at the downstream end
of the tube. The thus obtained Si nanowires had a crystalline
core of less than 10 nm in diameter and were covered by an
amorphous shell of 5 nm thickness, with the preferential
growth direction being 〈111〉 .66

Similar experiments were performed by other groups,67-69

and a typical example of Si nanowires obtained by laser
ablation is shown in Figure 7b. Peng et al.69 investigated
the influence of temperature, Zhang et al.70 the influence of
ambient gas, and Zhou et al.71 the crystallography of the
nanowires. As an alternative to Fe, also Ni,72 Pr,73 and Ru73

were successfully tested as catalyst metals. Most interest-
ingly, also the addition of SiO2 to the laser ablation target
served the purpose well.74,75 What is remarkable about this
oxide-assisted growth76 is that SiO2 containing targets clearly
increased the Si nanowire yield compared to pure silicon
targets or mixed silicon-metal targets.72 If growth is carried
out with an SiO2 containing target, the preferential growth
directions are 〈112〉 and 〈110〉 ,73,76,77 but Zhang et al.76 also
report to have found pentagon-shaped, 〈100〉 oriented Si

nanowires. This is interesting, because thin Si nanowires with
a regular, pentagon-shaped cross section have been proposed
by theory to be energetically favorable structures.78 Unfor-
tunately, the experimentally observed pentagon-shaped nanow-
ires do not appear to be regularly pentagon-shaped but rather
square-shaped with one corner diagonally cut off.79

The advantages of laser ablation as a Si nanowire growth
technique are mainly technical simplicity and versatility:
technical simplicity, because there is no need for sophisti-
cated gas installations; versatility, because the composition
of the nanowires can be varied by simply changing the
composition of the laser ablation target. Tang et al.,80 for
example, produced phosphorus doped Si nanowires by means
of laser ablation. By combining silane CVD with laser
ablation, Cui et al.81 managed to synthesize p- and n-doped
Si nanowires. Another advantage is that due to the high
temperatures generated, also nongold catalyst materials such
as Fe can be used. The main disadvantage of laser ablation
is that it is not the right method for an in-place epitaxial
growth of silicon nanowires.

2.6. Silicon Monoxide Evaporation

A cost-effective method to produce Si nanowires is silicon
monoxide, SiO, evaporation. For this, a simple tube furnace
connected to an inert gas supply can be used, as indicated
in Figure 8a. For the successful nanowire synthesis, it is
important that the tube furnace exhibits a temperature
gradient and that the inert gas flows from the hotter to the
colder part of the furnace. Some amount of SiO is then placed
in the hotter zone, where it evaporates. The evaporated SiO
is carried away by the gas stream to the cooler end of the
tube, where it undergoes a disproportionation reaction into
Si and SiO2, thereby forming the nanowires.82 Due to the
disproportionation reaction, the Si nanowires are covered by
a thick SiOx shell (see Figure 8b), with x having a value
between 1.5 and 2.82 Another implication of the dispropor-
tionation reaction is that the diameter ratio between crystal-
line core and amorphous shell remains approximately con-
stant.83 Typical growth parameters involve pressures in the
100 Torr range, flow rates of 50 sccm of inert gas or an
inert gas hydrogen mixture, temperatures of 1100-1350 °C
for SiO evaporation, and temperatures of 900-1000 °C for
Si nanowire growth.83-86

With SiO evaporation, two different growth modes are
possible: growth with and without metal catalyst. Growth
without catalyst82,85-87 works via the aforementioned oxide
assisted growth mode and presumably involves a liquid SiOx

phase at the nanowire tip.76 For this mode, 〈111〉 and 〈112〉
growth directions have been reported. Metal catalyzed growth

Figure 7. (a) Schematic of a laser ablation setup. (b) Transmission
electron micrograph of Si nanowires grown by laser ablation. Part
b is reprinted with permission from ref 235. Copyright 1999
American Institute of Physics.

Figure 8. (a) Schematic of a setup of nanowire growth via SiO
evaporation. (b) Transmission electron micrograph of a thick silicon
nanowire with its crystalline silicon core and the thick amorphous
oxide shell. Part b is reprinted from ref 83. Reproduced with
permission of The Electrochemical Society.

Silicon Nanowires Chemical Reviews, 2010, Vol. 110, No. 1 367



via the VLS mechanism has been demonstrated for Au.83,84

In contrast to the normal VLS mechanism, however, the
interaction between the droplet and the nanowire is far more
complex, because not only the growth of the crystalline Si
core but also the growth of the SiOx shell has to be
considered. Therefore, it is not too astonishing that this more
complex growth mechanism also leads to more complex
phenomena, such as the periodic instability observed by Kolb
et al.84 They found that Au-catalyzed Si-SiOx core-shell
nanowires exhibit nicely regular diameter oscillations with
the oscillations of core and shell being slightly phase shifted
with respect to each other.

The main disadvantage of Si nanowire growth via SiO
evaporation is clearly its lack of controllability of nanowire
diameters and lengths. Also, a controlled doping of the
nanowires seems difficult. Another main drawback is that
epitaxial growth on Si substrates is impossible, as the
substrate would oxidize rapidly under the prevailing oxygen-
rich conditions. The main advantage is clearly its technical
simplicity, as a tube furnace is the only equipment required.
Together with the solution based approach, Si nanowire
growth via SiO evaporation presumably represents the most
cost-efficient way of producing Si nanowires.

3. Catalyst Materials

Au has been the catalyst material of choice for Si wire
growth ever since the early publications of Wagner and Ellis.2

It is instructive to take a closer look at the Au-Si system
and try to figure out what it is that makes Au such a favorable
catalyst material, because it provides some valuable insight
into the criteria for catalyst metals in general.

3.1. Gold as Catalyst

From a purely practical point of view, many reasons favor
the use of Au as catalyst material. The first is availability.
Gold is one of the standard metals used in solid state
research. Evaporation systems equipped with Au can pre-
sumably be found in most semiconductor research labora-
tories, so that depositing a thin layer of Au onto a sample is
usually not a major obstacle. Alternatively to a thin evapo-
rated layer, one can also use Au colloid nanoparticles, which
are commercially available with diameters ranging from 2
to 250 nm.88 Another advantage of Au is its high chemical
stability. Although seemingly trivial, the fact that the Au does
not oxidize in air is a decisive advantage for the pregrowth
sample preparation, as it makes an in situ deposition
unnecessary. The high chemical stability of Au furthermore
reduces the technical requirements on the growth system,
especially in view of the tolerable oxygen background
pressure. The final practical advantage of Au is that Au is
nontoxic, which is convenient from a work safety point of
view.

The main reason why Au is used for Si wire growth,
however, lies in its binary phase diagram with Si, shown in
Figure 9a. One can see that the Au-Si phase diagram is of
the simple eutectic type, with its dominant feature being a
eutectic point at a composition of about 19 atom % Si and
a temperature of 363 °C. The eutectic temperature is about
700 K lower than the melting point of pure Au and about
1050 K below the melting point of pure Si, which signifies
a quite remarkable reduction of melting temperature. The
phase within the V-shaped region, visible in Figure 9a, is
the liquid phase, the actual composition of which depends

on the amount of Si supplied. For Au-Si alloy droplets on
a Si substrate, Si is abundant, and the composition of such
Au-Si droplets is therefore given by the position of the
liquidus line on the Si side, i.e. the phase boundary on the
right-hand side (rhs) of the liquid phase. If such Au-Si
droplets on a Si substrate, held at temperatures above the
eutectic temperature, are exposed to a Si precursor such as
silane, SiH4, silane molecules will crack at the surface of
the droplets, thereby supplying additional Si to the droplet.
This additional Si supply causes an increase of the Si
concentration in the droplet to a value greater than the
equilibrium concentration. Considering the Au-Si phase
diagram shown in Figure 9a, this means that, by switching
on the silane, the Au-Si droplet system is pushed over the
liquidus line; and the only way for the droplet to reduce the
Si concentration is to precipitate a Si-rich solid. In general,
the composition of such a Si-rich solid would be given by
the nearest phase boundary on the Si side of the liquidus.
In the Au-Si case, the Si-rich solid happens to be pure Si.
Consequently, the droplet precipitates Si, which with time
results in the growth of a wire.

To formulate the requirement on the catalyst-Si binary
phase diagram in a more abstract way, Si wire growth
requires a nonhorizontal phase boundary over which one can
push the catalyst-Si system to enforce the precipitation of
a Si rich solid. Since we are interested in the growth of Si
wires, the Si-rich solid needs to be Si itself, which means
that the phase boundary over which to push the catalyst-Si
system has to adjoin the pure Si side of the phase diagram.
In the case of the VLS growth mode, this phase boundary is
a liquidus line, as in Figure 9a. But this is not a necessary
condition. For VSS Si wire growth, that is, growth via a
solid catalyst particle, the phase boundary in question can
also be a phase boundary limiting the Si solubility in the

Figure 9. Schematic phase diagrams of different metal-Si systems.
(a) Au-Si, (b) Al-Si, (c) Ag-Si, (d) Zn-Si, (e) Ti-Si, (f)
Pd-Si.121,123 After Schmidt et al.4 The types refer to the classifica-
tions given in Figure 10.
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solid catalyst material itself, such as the Al pocket on the
left-hand side (lhs) of Figure 9b, or it can as well be a silicide
phase, such as the TiSi2 phase shown in Figure 9e. According
to what was stated above, namely that the phase boundary
required for Si wire growth has to neighbor the pure Si of
the phase diagram, one can expect the most Si-rich silicide
phase to be present during VSS Si wire growth. We will see
later on that this indeed turns out to be the case.

Another quite important feature of the Au-Si binary phase
diagram (see Figure 9a) is its relatively high Si concentration
of about 19 atom % at the eutectic point. Si apparently likes
to mix with Au. Consequently, the energetic costs per Si
atom of increasing the Si concentration beyond its equilib-
rium value can be expected to be small. This can also be
seen from the moderate slope of the liquidus line near the
eutectic. As a consequence, the Si pressure required to
achieve a certain increase of the Si concentration can be
expected to be lower for liquids with a high equilibrium
solubility of Si than for those with low equilibrium solubility.
Expressed differently, catalyst metals with low Si solubility
such as In or Ga, presumably require higher precursor
pressures than Au. For completeness, it must be mentioned
here that the large Si solubility may also turn into a
disadvantage regarding the synthesis of axial nanowire
heterostructures, as discussed in section 5.

One important property of Au is its conveniently low vapor
pressure, even at high temperatures. At temperatures below
about 800 °C, the vapor pressure of Au is smaller than 10-8

mbar, and evaporation of Au is not an issue under usual Si
wire growth conditions. We will see later on that some
potential catalyst materials can be excluded just because of
their high vapor pressure. Hg with a vapor pressure greater
than 1 mbar at 400 K is one example. One aspect that has
not been addressed so far concerns the surface tension of
the liquid Au-Si alloy. According to the surface tension
criterion, discussed in section 8, a certain minimum value
of the droplet surface tension is required for wire growth.
This criterion is well met by the Au-Si alloy.

In summary, the main advantages that make Au such a
favorable catalyst material are that it is nontoxic, chemically

stable, and readily available; that it possesses a low tem-
perature eutectic with comparably high Si solubility; that it
has a low vapor pressure at elevated temperatures; and that
the Au-Si liquid alloy has a high enough surface tension.
Unfortunately, these advantages are balanced by one serious
drawback, which is that Au, known to contaminate the
nanowires,89-91 is very much disliked by the semiconductor
industry, because it is associated with deep-level defects in
Si, leading to strongly enhanced carrier recombination.

3.2. Alternative Catalyst Materials

In view of the incompatibility of Au with complementary
metal-oxide-semiconductor (CMOS) production standards,
strong efforts have been made in the past to identify an
alternative, non-Au catalyst material for Si wire growth.
Metal impurities in semiconductors are generally known to
affect the charge carrier lifetimes by facilitating charge carrier
recombination. The maximal recombination rate associated
with a particular metal impurity, however, strongly depends
on the energetic positioning of the corresponding impurity
level within the band gap of the semiconductor. To be more
precise, the recombination rate critically depends on the
energy difference between the impurity level or levels and
the band gap middle; the closer the impurity level is to the
band gap middle, the more efficient it is as a recombination
center. The use of metals with impurity levels close to the
band gap middle, so-called deep levels, is therefore to be
avoided. Concerning the use of Au, the problem is further
exacerbated by the high chemical stability of Au that makes
a cleaning of Au contaminated samples or Au contaminated
equipment difficult, to say the least.

A large variety of catalyst materials have been tested for
their ability to replace Au. Those metals for which successful
Si wire synthesis is reported in the literature are as follows:

Ag,2,11,14,16,30,92,93Al,40,93-99Bi,57,100Cd,14Co,55Cu,2,7,11,14,16,30,56,89,93,101,102

Dy,3 Fe,3,66-69,72,103-106 Ga,37,39,93,99,107 Gd,14 In,40,93,100,107,108

Mg,14Mn,14Ni,2,10,11,14-16,30,55,72,93,109-111Os,14Pb,100Pd,2,10,14,30,35,93

Pr,73 Pt,2,6,10,11,16,93,112,113 Ru,73 Sn,114 Te,100 Ti,115-117 and
Zn.13,93,100,118

As one can see, the number of possible catalyst materials
is quite large. Although the quality of the wires obtained as
well as the required growth conditions differ strongly, there
are also similarities in the behavior of the different catalysts.
In order to discuss the differences and similarities in a concise
manner, it is useful to classify the catalyst materials with
respect to the characteristics of their corresponding metal-Si
binary phase diagrams. We will adopt here the classification
scheme similarly introduced by Bootsma et al.30 The catalyst
materials are classified into three different categories: type-
A, type-B, and type-C, as shown in Figure 10.

Type-A catalysts are the Au-like metals. Their phase
diagram is of the simple eutectic type; that is, it is dominated
by a single eutectic point. This eutectic point is located at a
Si composition of more than 10 atom % Si. Furthermore,
type-A catalysts do not possess any metal-silicide phases.
There are only three type-A metals: Al, Ag, and Au.

Type-B catalysts are the low Si solubility metals. Their
phase diagrams also show a single dominant eutectic point
but no silicide phases. In contrast to the type-A catalysts,
the eutectic point is located at much lower Si concentrations,
less than 1 atom % Si. Typical type-B catalysts are In, Ga,
or Zn.

Type-C catalysts are the silicide forming metals. Their
phase diagram indicates the presence of one or more silicide

Figure 10. Periodic table with potential catalyst metals classified
according to their phase diagram. Type-A: phase diagram dominated
by a eutectic point at a Si concentration > 10%; no metal-silicide
phase present. Type-B: phase diagram dominated by a eutectic point
at a Si concentration < 1%; no metal-silicide phases present. Type-
C: phase diagram with one or more metal-silicide phases; eutectic
points located at temperatures above 800 °C. Elements marked with
superscript vp have a vapor pressure of more than 0.01 mbar at
300 °C.
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phases. In addition, the lowest eutectic temperature is higher
than 800 °C. Typical type-C catalysts are Cu, Pt, or Ti.

3.2.1. Type-A, Au-like Catalysts

Among the various catalyst materials, Al is the one whose
Si binary phase diagram (see Figure 9b) shows the closest
similarity with Au-Si. Though the eutectic point of the
Al-Si system is located at a higher temperature (577 °C)
and at a slightly lower Si concentration (12 atom %), the
Al-Si and Au-Si phase diagrams are very much alike. With
the phase diagrams being so similar, it is not too astonishing
that VLS growth can be performed with Al as catalyst. Osada
et al.94 demonstrated Al catalyzed VLS growth of crystalline
Si wires in a CVD process using silane and applying
temperatures of 580-700 °C. Al-catalyzed Si nanowire
growth under comparable conditions was also reported by
Whang et al.96-98 The authors claim to have grown Si
nanowires at 540 °C via the VLS mechanism. This at first
seems inconsistent, as the growth temperature reported by
them is about 40 K below the eutectic temperature of the
bulk Al-Si system. Even considering the surface-induced
reduction of the eutectic temperature (see section 6), one
may ask whether these wires actually grew in the VSS rather
than the VLS growth mode. This is supported by the fact
that Wang et al.95 demonstrated the synthesis of well shaped,
single crystalline, Al-catalyzed Si nanowires grown epitaxi-
ally on Si(111) substrates at a growth temperature of
430-490 °C; see Figure 3b. Since this growth temperature
was well below the Al-Si eutectic point, Wang et al.95

concluded that Si nanowires grew via the VSS mechanism,
though this conclusion has recently been questioned.119 Wang
et al. point out that Al-catalyzed VSS growth is related to a
peculiarity of the Al-Si phase diagram, not present in the
Au-Si phase diagram, namely the pocket on the lhs of Figure
9b. This pocket indicates that up to about 1 atom % Si can
be dissolved in solid Al at temperatures of 500 °C. The phase
boundary limiting the Si solubility in solid Al is adjoining
the pure Si side of the phase diagram. Therefore, all
requirements for Si wire growth are fulfilled. By supplying
a sufficient Si pressure, this phase boundary can be used to
induce the precipitation of solid Si, that is, the growth of Si
wires.

Synthesis via a solid Al particle brings the advantage that
the solubility of Si in the catalyst particle is about 1 order
of magnitude smaller than the eutectic composition. This low
solubility, though potentially slowing down the growth
process, could be beneficial for the fabrication of axial Si-Ge
heterostructures with sharp transitions. As will be discussed
in section 5, axial Au-catalyzed Si-Ge heterostructure
nanowires do not show sharp transitions between Si and Ge,
because of the high solubility of Si or Ge in the Au catalyst
droplet. With lower solubility in the catalyst droplet or
particle, sharper transitions between Si and Ge should be
achievable. The use of Al, however, has another important
advantage. Al does not create deep level defects. On the
contrary, the position of the impurity level (see Figure 11)
shows that Al is a p-type dopant, and one can therefore
expect the nanowires to be strongly p-doped. A comparison
with Al solid phase epitaxy experiments implies an Al doping
of 1018 to 1019 cm-3.120 Whether p-type doping is an
advantage or not is difficult to decide, but having the
possibility to directly synthesize highly p-doped wires,
without the need of a vapor-phase dopant, is at least a
potentially useful feature. The major drawback of the use of

Al, however, is its oxygen sensitivity. Oxidation of the Al
catalyst particle has to be prevented during the whole
processing sequence, which clearly limits the usability of
Al.

Silver is the second nongold, type-A catalyst. Like Au,
the Ag-Si system (see Figure 9c) possesses a single eutectic
point (at 11 atom % Si and 836 °C).121 Due to the high
eutectic temperature, high process temperatures are required
for Ag-catalyzed VLS growth of Si wires. Wagner and Ellis16

reported VLS growth of single crystalline Ag-catalyzed Si
wires by a SiCl4CVD process at temperatures of 950-1050
°C. That VLS growth under such conditions is indeed
possible has been confirmed by Nebolsin et al.,11 who
managed to grow Si wires at a growth rate of about 1.5 µm/s
in a similar process. What is astonishing about these results
is that the catalyst material did not evaporate completely
under these conditions, as the vapor pressure of Ag reaches
a value close to 10-2 mbar at 1000 °C, which is about 3
orders of magnitude larger than that of Au.122

Regarding the use of Ag, it is interesting that Tatsumi et
al.92 claim to have synthesized amorphous Si wires by a
silane CVD process at 650 °C, that is, well below the eutectic
temperature, indicating VSS growth. This seems surprising,
as most Ag-Si phase diagrams (see, for example, ref 123)
do not show any significant solubility of Si in solid Ag, and
wire growth experience suggests that a certain solubility of
Si is necessary. This problem, however, has recently been
resolved by a reevaluation of the Ag-Si phase diagram,121

which revealed that the solid solubility of Si in Ag is about
0.2 atom % at 650 °C and 0.9 atom % close to the eutectic
temperature, as shown in Figure 9c. The Ag-Si phase
diagram thus resembles the Al-Si phase diagram, except
that the eutectic point is located at higher temperatures and
that the pocket on the lhs is less pronounced. Consequently,
VSS Si nanowire growth with Ag as catalyst seems possible,
and in view of the excellent results that have been obtained
with Al as catalyst, Ag-catalyzed VSS growth seems very
promising; particularly as the impurity levels of Ag (see
Figure 11) are well positioned, being neither too close to

Figure 11. Minimum temperature of certain metals required for
vapor-liquid-solid (VLS) growth of Si nanowires plotted versus
their respective impurity level energies in Si193 after ref 4. The
energies of these impurity levels are given on the rhs with respect
to the middle of the band gap (assuming a band gap of Si of 1.12
eV). The color code refers to the catalyst classification of Figure
10: red, type-A; orange, type-B; blue, type-C.
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the band gap center nor to the conduction or valence band.
Initial experiments on Ag-catalyzed VSS growth of silicon
nanowires have been performed in our group.

3.2.2. Type-B, Low Si Solubility Catalysts

The type-B catalysts are characterized by a eutectic point
at very small Si concentrations. Let us first look at the
transition metals Zn and Cd. The Zn-Si binary phase
diagram is dominated by a single eutectic point at 420 °C
and 0.02 atom % Si, shown in Figure 9d, and despite its
high vapor pressure of 0.2 mbar at 420 °C, Zn has proven
to be an effective catalyst material for VLS growth. Chung,
Yu, and Heath13,118 demonstrated VLS Si nanowire growth
by a silane CVD process at temperatures of 440-500 °C.
They managed to synthesize Si nanowires with diameters
between 15 and 35 nm and observed both 〈111〉 and 〈211〉
oriented nanowires, with the 〈211〉 oriented nanowires being
virtually defect-free.118 In view of the electronic properties,
however, one must conclude that the impurity levels of Zn
in Si (see Figure 11) are basically as detrimental as those of
Au. The only real advantage of using Zn is that a potential
Zn contamination of wafers or equipment can be removed
more easily than a potential Au contamination.

Little is known on the use of Cd as catalyst, except for
the remark that “cadmium promoted whisker growth when
the source material was arsenic-doped silicon”.14 The phase
diagram (eutectic at 321 °C and 0.14 atom % Si) strongly
resembles that of Zn. Thus, Cd-catalyzed Si wire growth via
the VLS mechanism could be possible, if one manages to
prevent a complete evaporation of the catalyst material during
growth. The Cd vapor pressure (greater than 1 mbar at 321
°C) is even higher than that of Zn, and this high vapor
pressure is the main limitation for the use of Cd as catalyst
material.

The use of Ga or In appears to be much more attractive
than that of Zn or Cd from a vapor pressure point of view.
At 500 °C, the vapor pressure of In is below 10-7 mbar, and
the vapor pressure of Ga is even lower: 10-10 mbar.
Moreover, In and Ga would also be attractive from an
electronics point, as both would induce a p-type doping of
the wires (see Figure 11). In terms of phase diagrams, Ga
and In show great similarities. The Si concentrations at the
eutectic point (smaller 0.01 atom %) as well as the eutectic
temperatures (Ga, 30 °C; In, 156 °C) are very low in both
cases, and any reasonable CVD growth temperatures will
be way above the respective eutectic temperature. One can
therefore expect In or Ga to produce similar results, a fact
that has been experimentally confirmed by Givargizov et
al.107 They synthesized conical Si wires using In and Ga at
high temperatures (900-1050 °C) using SiCl4. The authors
attributed the conical shape to the incorporation and/or
evaporation of the catalyst material.107 More recently, Iacopi
et al.40,108 and Sharma et al.39 using In and Ga, respectively,
demonstrated Si nanowire synthesis by plasma-enhanced
chemical vapor deposition (PECVD) at temperatures of
500-600 °C using silane as Si precursor.

Only little information exists on Si wire growth with other
type-B catalysts, such as Tl, Sn, Pb, Sb, and Bi. Miyamoto
et al.100 reported amorphous Si fibers at temperatures of
500-600 °C using Bi and Pb as catalysts. The eutectic
temperatures of Pb and Bi are 328 and 271 °C, respectively.
VLS growth therefore seems likely. According to Nebolsin
et al.,93 the surface tensions of liquid Sn, Pb, Sb, or Bi are
too small for stable wire growth, as discussed in detail in

section 8. In the case of Bi, for example, it is unclear whether
indeed the too low surface tension or the too low Si solubility
hinders nanowire growth under conditions comparable to the
ones used for Au as catalyst. As mentioned in subsection
3.1, it could be that one simply has to apply higher Si partial
pressures to realize wire growth with type-B catalysts. Both
the fact that plasma assistance was necessary in order to
obtain In- or Ga-catalyzed wires as well as the fact that
solubility and growth velocity are correlated11 would support
such an assumption. This would also fit with recent results
of Heitsch et al.,57 who managed to synthesize Bi-catalyzed
Si nanowires using trisilane, which is very reactive, as a
precursor. Even if the assumption that lower Si solubility
means higher minimum partial pressures is taken for granted,
the question whether it is the solubility itself or the surface
tension that causes the problems remains undecided, as the
surface tension somehow correlates with the Si solubility.
There is definitively a need for clarifying experimental and
theoretical investigations, especially since the use of Bi, Tl,
and Sn as catalyst would be quite attractive from an
electronics point of view (see Figure 11).

3.2.3. Type-C, Silicide Forming Catalysts

Type-C catalysts are the silicide forming catalyst metals.
The phase diagrams of type-C catalysts are typically rather
complex, exhibiting several silicide phases and various
eutectic points. Due to the presence of silicide phases, the
type-C catalyst can be used not only for VLS but also for
VSS wire growth via the silicide particle. This shall be
discussed here considering Si nanowire growth based on
Ti.39,115,116 Figure 9e schematically depicts the Si-rich half
of the Ti-Si phase diagram. As indicated therein, Ti-Si
possesses a eutectic point at 1330 °C adjoining the pure Si
side of the phase diagram, whose liquidus can be used for
Si wire growth via the VLS mechanism. At growth temper-
atures below 1330 °C, growth should theoretically proceed
via the phase that at this temperature is neighboring the pure
Si side. As one can see in Figure 9f, this would be TiSi2.
Considering growth at 1000 °C and starting from a Ti
particle, this Ti particle will first transform into Ti5Si3 and
then into Ti5Si4, which becomes TiSi, which will finally
transform into TiSi2. Only once this transformation process
is complete can Si wire growth start. TiSi2-catalyzed, VSS
Si nanowire growth has first been demonstrated by Kamins
et al.,115 who synthesized Si nanowires at 640-670 °C by
means of a CVD process. The main advantages of Ti are its
favorably positioned impurity level (see Figure 11) and its
low solubility in Si. Ti is assumed to be compatible with
CMOS technology. The crystallographic quality of Si
nanowires grown via a TiSi2 catalyst particle, however, seems
to be rather poor compared to what can be obtained by using
Au as catalyst.

The use of Fe or Dy as catalysts in CVD processes at
temperatures around 600 °C leads to similar growth results
as for Ti, in the sense that the Si nanowires show a high
density of crystallographic defects.3 It appears to be a general
trend that nanowires grown via a silicide particle tend to
have a higher density of crystallographic defects than VLS-
grown ones. This finding is indirectly supported by the results
of Morales et al.,66 who grew nanowires of high crystalline
quality using Fe as catalyst; but they used laser ablation from
a mixed Fe-Si target and applied temperatures of about 1200
°C, which is close to the melting point of the Fe-Si alloy.
Thus, one can assume that their nanowires grew via the VLS
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mechanism, with no silicide phase present, which would
explain the good crystalline quality.

Other type-C catalysts are the noble metals Pd and Pt,
which are known to have similar physical and chemical
properties. According to their binary phase diagrams, both
Pd (see Figure 9f) and Pt would require high temperatures
for VLS growth (Pd, 892 °C; Pt, 979 °C). At such high
temperatures, results similar to those obtained with Au as
catalyst can been obtained.2 This can best be seen in the
work of Weyher112 and Wagner et al.,16 who both synthesized
Pt-catalyzed VLS grown Si wires by SiCl4 CVD at temper-
atures around 1000 °C; and both obtained 〈111〉 oriented
wires with hexagonal cross sections and {211} side facets.
A very interesting result has been reported by Bootsma et
al.,30 who stated therein that “Filamentary growth was also
obtained with Ag, Cu, Ni and Pd at substrate temperatures
of about 800 °C”. This is surprising as each of these metals
requires temperatures of more than 800 °C for VLS Si wire
growth (see Figure 11). In the case of Pd, the reported growth
temperature is almost 100 K below the minimum temperature
required for VLS growth. Of course, one has to consider
the possibility that the catalyst particle is in a metastable
undercooled state, so that despite the low temperature, growth
could possibly still proceed via the VLS mechanism. Growth
via the VSS mechanism, employing a solid silicide particle,
however, could provide another plausible explanation. The
Pd-Si phase diagram shown in Figure 9f indicates that VSS
growth at 824-892 °C would be mediated by a PdSi silicide
particle. At temperatures below 824 °C, VSS growth should
be catalyzed by a Pd2 Si particle. This has recently been
confirmed by Hofmann et al.,35 who performed in situ
transmission electron microscopy (TEM) studies on Pd-
silicide catalyzed Si nanowire growth. Hofmann et al.,35

applying growth temperatures of 892 °C, furthermore found
that the nanowires grow via lateral ledge flow at the
Si-silicide interface. With regard to possible silicides, the
situation for Pt is less complex than that for Pd. According
to the Pt-Si phase diagram, growth at temperatures below
979 °C should proceed via a solid PtSi particle, which has
been confirmed by Baron et al.113 Similar results have also
been obtained by Garnett et al.6

Both, Cu and Ni are very attractive catalyst materials, but
for different reasons. Although Cu, like Au is a very efficient
recombination center in Si, it is attractive because Cu is
already used for interconnects in integrated circuits (ICs);
so one cannot argue that Cu is totally incompatible with
CMOS technology. Ni on the other hand is attractive because
of its favorable impurity levels in Si (see Figure 11) and
because Ni-silicide is used for electrical contacts in well-
known standard technologies. The minimum temperature
required for Ni VLS Si wire growth is 993 °C, which is
about 200 K higher than that of Cu (802 °C); and at these
comparably high temperatures, both Cu and Ni produce Si
wires of similar quality to Au.14,16 In the case of Cu, this
has recently been demonstrated by Kayes et al.;7 see Figure
2b. They synthesized arrays of perfectly aligned, 〈111〉
oriented Si wires using Cu as catalyst in a SiCl4CVD process
at temperatures of 850-1100 °C. For Cu also, VSS growth
has been demonstrated. Yao et al.101 grew 〈111〉 Si nanowires
at 500 °C via the VSS growth mode, and in accordance with
the Cu-Si phase diagram, they found a Cu3Si silicide particle
at the tip of the nanowires. The Si nanowires obtained,
however, showed a significant number of crystallographic
defects. Similar results were obtained by Arbiol et al.102

To summarize this section, the type-C catalysts work well,
but only in the VLS growth mode, i.e. at high temperatures.
At lower temperatures, where silicide-catalyzed VSS growth
prevails, problems with the crystalline quality of the wires
arise. The type-B catalysts such as In and Ga work, but only
under rather harsh experimental conditions. Compared to In
or Ga, growth using Zn seems to be easier, but there is no
big advantage of Zn compared to Au, except for the
contamination removal. Thus, in the end, for low-temperature
processes, everything boils down again to the use of the three
type-A catalysts, Al, Au, and possibly Ag.

4. Crystallography

VLS grown silicon nanowires are in most cases highly
crystalline diamond-type crystal structures. Aiming at an in-
place epitaxial growth of Si nanowires on Si substrates, one
typically wants to control the nanowire position and diameter
andsseemingly most challengingsalso the crystallographic
growth direction of the nanowires. Growing nanowires with
well-defined crystallographic orientations is not only impor-
tant for an in-place growth of Si nanowires, where random
growth directions are not what is intended. Since the physical
and particularly the electrical properties of Si depend on the
crystallographic orientation, control of the nanowire growth
direction would be advantageous.

Considering epitaxial in-place growth of silicon nanowires
on Si substrates, one faces two problems related to the
crystallographic orientation of the nanowires. And these two
problems should be clearly distinguished. The first concerns
the question as to which family of growth directions the
nanowires belong. This question can be answered, for
instance, by breaking the wires off the substrate and
investigating them by transmission electron microscopy.
Typically, only three families of growth directions are
observed; these are 〈110〉 , 〈112〉 , and 〈111〉 .1,16,26,27,76,79,124

With few exceptions,16,48,50,76,79,113 this observation holds for
Si nanowire growth in general and, interestingly, is almost
independent of the growth method employed. The observa-
tion that Si nanowires are typically 〈111〉 , 〈110〉 , or 〈112〉
oriented does, of course, not rule out that one or the other
of these three families is favored by the specific growth
conditions, such as, for example, 〈111〉 for wires of large
diameter.

For CVD grown Si nanowires, it has been observed that
the nanowire growth direction shows a marked diameter
dependence.26,27 Nanowires with diameters less than about
20 nm prefer to grow in 〈110〉 directions, whereas thicker
Si nanowires with diameters larger than about 50 nm favor
the 〈111〉 orientation. In addition, there exists a certain
probability that 〈112〉 nanowires can be found;, with the
probability for this being maximal in the transition region
between 20 and 50 nm.26,27 This change of growth direction
can presumably be attributed to the scaling behavior of
different energetic contributions: the contribution of the side
faces, being proportional to the diameter d, versus the
contribution of the liquid-solid interface and the Si volume,
being proportional to d2.26,27 One can argue that, due to this
difference in scaling behavior, thin Si nanowires rather tend
to choose an orientation that provides energetically favorable
side faces, whereas thick Si nanowires choose the orientation
that minimizes the contribution of the wire-catalyst interface.

Nonetheless, even if growth conditions can be adjusted
such that only one specific family of directions, e.g. 〈111〉 ,
is preferred, one still faces the problem that there is usually
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more than one member to the family. Considering epitaxial
nanowire growth, this leaves multiple orientations for the
nanowire to choose from. For clarity, a stereographic
projection indicating the orientation of the members of the
three major families of growth directions with respect to the
[111] direction is shown in Figure 12a. The further apart
the spots in Figure 12a are from the 111 center spot, the
more the growth direction would be tilted relative to an
imaginary [111] substrate normal. Considering for instance
the 〈111〉 family, one can see that in addition to the
perpendicular [111] direction there are also three other
possible 〈111〉 directions, which are inclined by an angle of
70.5° with respect to the [111] direction. Thus, even if 〈111〉
growth is ensured, some wires might still choose one or the
other of the inclined 〈111〉 directions. This particular scenario
was investigated in detail by Schmid et al.,29 who found that
the percentage of nanowires with diameters of 75 nm that
grow perpendicular on a (111) substrate can be increased to
about two-thirds if low growth temperatures (480 °C) and
low silane partial pressures (80 mTorr) are applied. The
percentage of wires grown normal to the (111) substrate
surface is generally larger for larger diameters, which can
be intuitively understood by considering that a change of
the growth direction also requires a tilt of the catalyst droplet
in the initial phase of growth; and tilting the catalyst droplet
becomes energetically more cost-intensive as the wire
diameter becomes larger. A somehow related and often
observed problem is that a good percentage of the Si wires
tend to change their growth direction during growth; see
Figure 1b. They are then said to be kinked.45,46 The influence
of silane partial pressure and growth temperature on kinking
was investigated in detail by Westwater et al., who found
that the application of higher growth temperatures and lower
pressures reduces kinking.46

It is well-known that crystals like to have crystallographi-
cally defined surfaces, and as expected, this is also the case
for Si nanowires. Especially at elevated temperatures, where
surface diffusion is fast, Si wires show a pronounced faceting
of the surface.112 〈111〉 oriented Si wires often show a
hexagonal cross section with either {110} or {112} surface
facets,14,16,107,125 as sketched in Figure 12b. According to Ma
et al.,126 〈110〉 oriented nanowires also have hexagonal cross
sections with four {111} and two {100} facets.

Concerning surface facets, an interesting observation has
been made by Ross et al.33 By growing Si nanowires in situ
in a transmission electron microscope and directly monitoring
their growth, they found that Si nanowires can also exhibit

what they call sawtooth faceting; see Figure 12c. The Si
nanowires in question are [111] oriented; and imagining for
a second the sawtooth facets to be absent, the nanowire
would be hexagonal in shape bounded by six {112} faces.
Now instead of being just flat {112} planes, three of the
side surfaces are roughened in a regular, sawtooth-like
manner; see Figure 12c. Ross et al.33 found that the upward-
facing plane of such a sawtooth makes an angle of 78.8°
with respect to the [111] nanowire axis, whereas the
downward-facing sawtooth facets show an angle of 113.3°.
Although Ross et al.33 did not specifically assign crystal-
lographic planes to these sawtooth facets, one can speculate
that the three upward-facing facets presumably correspond
to the (111), (111), and (111) planes; and the downward-
facing facet are presumably the (311), (131), and (113)
planes. Such an assignment would imply angles of 80.0° and
109.5°, respectively.

Si nanowires grown via the VLS mechanism are to a large
extent single crystalline. While this seems also to be the case
for Si nanowires grown via a solid Al catalyst particle,95 the
crystal quality of Si nanowires grown via the VSS mecha-
nism and a type-C catalyst is often poor.3,116 Typically, these
wires show a multitude of planar crystal defects. The
occurrence of planar defects is, however, not limited to VSS
grown Si nanowires. One defect that is frequently observed
for 〈112〉 oriented Si nanowires is a {111} twin defect parallel
to the growth axis.14,127

Concerning the type of crystal structure, one would
naturally assume that Si nanowires, like bulk Si, would be
diamond-like cubic crystals. Recently, however, two publica-
tions appeared, in which the authors (from the same group)
claim to have found evidence for a wurtzite-type crystal
structure in Si nanowires: Arbiol et al.102 for Cu-catalyzed
VSS grown Si nanowires; Fontcuberta i Morral et al.128 for
Au-catalyzed VLS grown Si nanowires. Finding silicon with
a wurtzite structure is surprising, as the occurrence of
wurtzite-type silicon is otherwise only observed in indenta-
tion experiments, where pressures in the GPa range are
locally exerted onto a Si crystal.129 In view of this, Fontcu-
berta i Morral et al.128 argue that the Si surface stress can
induce pressures of greater 10 GPa at a nanowire radius of
100 nm. This, however, would require surface stresses on
the order of 103 N/m-3 orders of magnitude larger than what
is usual for Si.130-132 Their evidence for the occurrence of
wurtzite-type Si is mainly, though not entirely, based on TEM
observation, for which planar defects can be a potential
source for misinterpretations.133 What, however, speaks in
favor of their observation is that also growth of Si nanotubes
has been reported.134-138 These nanotubes resemble multiwall
carbon nanotubes in appearance and may possess a different
crystal structure than that in bulk Si. To the best of our
knowledge, however, neither the growth nor structure of Si
nanotubes is fully understood yet.

5. Heterostructures

One of the singular advantages of bottom-up nanowire
synthesis is that heterostructure nanowires can be produced.
Two generic types of nanowire heterostructures can be
envisagedsaxial and radial nanowire heterostructures. Both
offer attractive features, and both are challenging from a
synthesis point of view, in particular when the synthesis of
epitaxial heterostructures is targeted. The synthesis of
epitaxial heterostructures becomes difficult when two materi-
als are to be combined that possess a non-negligible lattice

Figure 12. (a) Stereographic projection with respect to the [111]
orientation. The degrees on the circles indicate the inclination angle
with respect to the [111] direction. The degrees at the perimeter
correspond to the azimuth angle. (b) Hexagonal nanowire. (c)
Sawtooth faceting after Ross et al.33
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misfit with respect to each other. Due to the lattice misfit,
the crystal structures of both materials need to expand or
shrink, respectively. The materials are then said to be
strained, with the strain characterizing the relative expansion/
shrinkage. The elastic properties of the material couple the
strain to its corresponding thermodynamic counterpart,
the stress, in units of GPa, with the product of stress and
strain being proportional to the strain energy density. In order
to minimize energy, strained materials tend to partially relax
by either one or both of two basic mechanisms: surface
roughening, in case a free surface exists in the vicinity of
the heterostructure interface, and/or incorporation of disloca-
tions.139 Both effects are usually unwanted: the first because
it changes the morphology in an undefined way; the second
because dislocations are potentially detrimental to the
electronic properties. Ideally one likes to have nonroughened,
dislocation-free, epitaxial heterostructures.

This is where the nanowires are interesting, because
nanowires can relieve a considerable part of the strain energy
by an elastic deformation of the nanowire itself. This can
best be understood by considering a strained axial nanowire
heterostructure: for instance, a Ge nanowire segment epi-
taxially grown on top of a Si segment. The lattice constant
of Ge is about 4% larger than that of Si. Taking the elastic
properties of Si and Ge to be the same, one can expect the
strain to be equally distributed between Si and Ge. Conse-
quently, Si is expanded by 2% in the radial and circumfer-
ential directions, whereas Ge is correspondingly compressed
by 2%. This, of course, only works if the material can freely
adjust its size, which is the case for a nanowire that can quite
freely expand or shrink in both the radial and axial directions.
Compared to a thin Ge layer on a bulk Si substrate where
the strain is fully concentrated in the layer, such expansion/
shrinkage would reduce the strain energy density by a factor
of 4. The second advantage of nanowire heterostructures is
their small volume. If the nanowire diameter is decreased,
then the total strain energy of a misfit-strained heterostructure
will at some diameter not suffice anymore to induce
nucleation of misfit dislocations. Thus, axial nanowire
heterostructures should be dislocation free if they are thin
enough. This has first been recognized by Ertekin et al.,140

who elegantly showed that the maximally allowed misfit at
which dislocation nucleation would set in increases with
decreasing nanowire radius. According to his estimate,
Si-Ge nanowire heterostructures should be dislocation free
for diameters less than 40 nm. A further theoretical treatment
of dislocations in axial nanowire heterostructures was
published by Kästner et al.141

Axial Si-Ge heterostructures would be attractive from an
electronics point of view, as the band gap of Ge is 0.46 eV
smaller than the one of Si. Therefore, charge carriers would
face a steeplechase when driven through the nanowire in the
axial direction, similar to what has been demonstrated for
III-V heterostructure nanowires.142 Furthermore, axial Si-Ge
heterostructure superlattices could possibly be attractive,
because ultrathin Si-Ge superlattices under certain condi-
tions are assumed to develop a direct band gap.143

In principle, axial Si-Ge nanowire heterostructures are
easy to produce by CVDsone simply has to switch precur-
sors; and indeed, the VLS growth of Si-Ge or Si-SiGe
heterostructured nanowires has been demonstrated by dif-
ferent groups.59,144-148 The earliest publication dates back to
the 1970s.107 Figure 13a is reprinted from work of Wu et
al.,144 who managed to synthesize Au-catalyzed Si-SiGe

heterostructure nanowires by a hybrid CVD laser ablation
approach. One disadvantage of such Au-catalyzed, VLS
grown, Si-Ge heterostructure nanowires is that due to the
relatively high solubility of Si and Ge in the catalyst droplet,
no sharp transitions between Si and Ge can be obtained. At
the eutectic temperature, the liquid catalyst droplets contains
about 19 atom % of Si, with the Au-Ge eutectic being even
more Ge rich. Thus, when the precursor is switched from,
for example, silane to germane, GeH4, the Si still dissolved
in the droplet has first to be diluted out of the droplet in
order to get a pure Ge wire segment. If one estimates that
about five full droplet fillings are required to get the dissolved
Si out of the droplet, one can easily deduce that this will
result in a graded junction having a width that approximately
corresponds to the nanowire diameter. This phenomenon has
been investigated in detail by Clark et al.148 and a composi-
tion mapping along the wire axis across two heterostructure
junctions (Si-Ge and Ge-Si) is shown in Figure 13c. In
this graph one can nicely see that the heterostructure
interfaces are not sharp but are rather smeared out. From
the fact that the width of the transition region scales with
both the nanowire diameter and the solubility of the nanowire
material in the catalyst droplet, one can deduce that two
things can be done to increase the sharpness of the interfaces.
The first is to use a catalyst material that has a low solubility
of both Si and Ge. Al, for example, would be an attractive
material in this respect. The second is to simply go to smaller
wire diameters.

It was already mentioned that Si and Ge nanowire
heterostructures are of potential interest for electronic ap-
plications. This not only holds for axial heterostructures but
also for radial ones. In particular Ge-core-Si-shell radial
heterostructures are attractive, since, due to the smaller band
gap of Ge, charge carriers would be confined within the

Figure 13. (a) Axial Si-SiGe heterostructure nanowires; scale
bar is 500 nm. Reprinted with permission from Wu et al.144

Copyright 2002 American Chemical Society. (b) Axial Si-PtSi
nanowire heterostructure. Reprinted with permission from Lin et
al.161 Copyright 2008 American Chemical Society. (c) X-ray
electron dispersive spectroscopy (XEDS). Intensity profile of an
axial Si-SiGe-Si nanowire heterostructure measured along the
nanowire axis. Reprinted with permission from Clark et al.148

Copyright 2008 American Chemical Society. (d) Transmission
electron micrograph of a radial Si shell grown on a Ge nanowire
of 26 nm in diameter. Reprinted with permission from Goldthorpe
et al.150 Copyright 2008 American Chemical Society.
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heterostructure core.149 This could potentially minimize
surface scattering of charge carriers. In addition, a radial Ge-
core-Si-shell heterostructure could be a remedy for the well-
known problem that Ge does not possess a stable oxide. If
a Ge-core is wrapped in a Si-shell, a stable SiO2 coverage
can be produced by simply oxidizing the wires.

Unfortunately, the synthesis of Ge-core-Si-shell nanow-
ires is not trivial. When crystalline Si is deposited directly
onto the Ge nanowire surface, a roughening of the nanowire
surface can be observed, see Figure 13d.150 This roughening
is driven by the misfit strain. The theoretical origins of this
roughening instability is well understood.151-156 A different
approach to Ge-core-Si-shell nanowire was pursued by
Lauhon et al.157 who deposited an amorphous Si-shell on
crystalline Ge nanowires and recrystallized the shell by a
subsequent thermal annealing step. In this way, a roughening
of the shell can be circumvented, but, presumably, at the
expense of having dislocations at the core-shell interface.
Xiang et al.158 demonstrated the fabrication of field effect
transistors based on Ge-core-Si-shell nanowires produced
that way.

Another innovative approach leading to nanowire hetero-
structures is a postgrowth alloying of Si nanowire segments
with a properly chosen metal. This approach was pioneered
by Wu et al.,159 who deposited Ni on Si nanowires, which
were then transformed by thermal annealing into single-
crystalline NiSi nanowires. It is surprising at first view that
silicide formation is not necessarily accompanied by a large
volume expansion, but it is the case. Some metal silicides,
such as CoSi and CoSi2, for instance, only show minute
volumetric changes compared to the original volume of Si;
CoSi2 formation is even accompanied by a slight shrink-
age.160 This small volumetric expansion of some metal-
silicides allows for the fabrication of Si-metal-silicide
heterostructures with crystallographically well-defined in-
terfaces, as demonstrated for NiSi159 and PtSi.161 The
advantage of this silicidation approach is that, assuming the
metal is diffused into the nanowire from its ends in a
controlled fashion, very thin Si segments sandwiched be-
tween the metal-silicide leads can be obtained.161 These
silicide segments are furthermore well suited for electrically
contacting the Si segment, as silicidation is known to be an
excellent method for obtaining low-ohmic electrical contacts.
Weber et al.162 demonstrated the feasibility of this approach
by fabricating nanowire field effect transistors.

6. Surface Induced Lowering of the Eutectic
Temperature

This section and the three subsequent sections deal with
different aspects of the thermodynamics of silicon nanowire
growth. Although the phenomena described in these sections
are quite different in nature, they all have one thing in
common; that is, they reflect how surfaces influence the
growth of silicon nanowires. This could have been expected,
as scaling down sizes of objects naturally comes with an
increase of the surface-to-volume ratio. When dealing with
nanoscale objects, the influence of surfaces can typically not
be neglected.

One of the most prominent properties of surfaces is that
they possess a specific surface free energy or surface tension.
Customarily, the expressions surface free energy and surface
tensions are used interchangeably, assuming that they are
equal physical quantities. While this is indeed the case for
liquids, it is generally not true for solids. This was first

pointed out by Gibbs;163 an excellent discussion on this matter
was also given by Shuttleworth.164 In order to avoid
confusion, the term surface stress (a tensorial quantity) is
conventionally used when dealing with solids. One can argue
that the surface free energy of a solid is related to the work
of creating new surface area, e.g. by splitting the material,
whereas the surface stress is related to the work of increasing
the surface area by elastically deforming the solid.165 As we
are not dealing with elastic properties of solids in this work,
it is the surface free energy that matters for us. Following
the conventionally interchangeable use of the terms surface
tension and surface free energy, we will also speak of the
surface tension of a solid, but what is meant by that is in
fact its surface free energy.

As discussed in section 3, the question of whether silicon
nanowire growth can be assumed to proceed via the
vapor-liquid-solid (VLS) or the vapor-solid-solid (VSS)
mechanism largely depends on the specifics of the respective
metal-Si binary phase diagram. One should, however, be
aware that binary phase diagrams are usually bulk phase
diagrams, which means that the influence of surfaces is
neglected. As mentioned above, such an assumption becomes
problematic considering nanoscopic systems. In our context,
probably the most important effect of surfaces on the
characteristics of phase diagrams is that the eutectic points
shift to lower temperatures. Following the work of Tanaka
et al.,166 the calculation of the shift of the eutectic temperature
of a small spherical alloy droplet will be discussed in the
following for the three type-A metal-Si systems: Au-Si,
Ag-Si, and Al-Si. The calculation is actually rather simple
and is presented here in detail.

As for most thermodynamic problems, one has to start
with the thermodynamic potential. This is the Gibbs free
energy, taken relative to the Gibbs free energy of the
respective solid phases of the pure elements. The total Gibbs
free energy ∆Gtot of a simple eutectic A-Si (A stands for
Au, Al, or Ag) binary alloy can be assumed to consist of
two contributions.

∆Gtot ) ∆Gbulk + ∆Gsurf (2)

with the Gibbs free energy of a bulk alloy given by166
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of the system in question. The surface contribution to the
Gibbs free energy, again with respect to the solid phases of
the elements, is given by
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Here, σl (σs) and Vl (Vs) are the surface tension and molar
volume of the liquid (solid) phase of the pure elements given.
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Equation 5 is based on the simplifying assumptions that the

surface tensions of liquid and solid can be directly inferred

from the surface tensions of the pure elements, by assuming

an ideal behavior and that the particle under consideration

is a sphere of radius r.

At the eutectic temperature, the total Gibbs free energy

as a function of XSi exhibits a minimum, so that ∂XSi∆Gtot )

0. Since the total Gibbs free energy was taken relative to

the solid phases of the respective elements, this minimum is

located at ∆Gtot ) 0. Applying these two conditions to eqs

2-5, using XA
) 1 - XSi, both eutectic temperature and

composition can be directly calculated. The only things

needed are temperature dependent expressions for the molar

volumes, the surface tensions, the constants defining the

excess Gibbs free energy, and the Gibbs free energies of

the pure elements.

The Gibbs free energies of pure metals can be found in

ref 167, and the parameters for the excess Gibbs free energy

for Au, Ag, and Al are given by Tanaka et al.,166 Chevalier,168

and Jacobs,169 respectively. The molar volumes of the liquid

elements can be inferred from the data in the CRC Hand-

book,170 and the molar volumes of the corresponding solids

can be obtained by interpolating between the data at room

temperature and at the melting point.170,171 Surface tensions

of liquid elements are listed by Keene,172 and an estimate

for the surface tensions of the solid elements is given by

Tyson et al.173

Using these data, one can compute the radius dependence

of the eutectic temperature shown in Figure 14. One can see

that a decrease of the diameter leads to a decrease of the

eutectic temperature and that the expected reduction of the

eutectic temperatures is significant. Considering a 10 nm

catalyst droplet, one can expect a shift of about 30 K for

Au-Si and Al-Si and, even more pronounced, about 45 K

for Ag-Si. One should, however, take into account that the

accuracy of the data presented in 14 is limited by the fact

that it is the difference between the surface tensions of liquid

and solid that determines the magnitude of the effect and

that, in particular, the data for the surface tension of the solid

elements have to be considered as estimates. The overall

accuracy of the data shown in Figure 14 is therefore probably

not better than a factor of 2.

7. Diameter Expansion of the Nanowire Base

This section is dedicated to the description of an interesting
effect, namely the expansion of the nanowire diameter at its
base, where it is attached to the substrate (see Figure 1c).
The reason why it is presented here is that this diameter
expansion nicely reflects the nature of the interaction between
the liquid catalyst droplet and the nanowire. Yet, before
coming to the diameter expansion itself, first some brief
remarks on the concept of line tension.

As pointed out by Gibbs,174 a line tension τ should in
principle be assigned to dividing lines between different
phases, in a completely analogously manner to assigning a
surface tension to the dividing surface separating two phases.
Contact lines occur in places where three phases meet. In
our case, this concerns the triple-phase line, where vapor,
droplet, and nanowire are in contact. Including such a line
tension τ would, for instance, give an additional τ/r term to
the equilibrium conditions defining the shape of the catalyst
droplet, with r being the radius of the contact line. This is
mentioned here because one can directly infer from this
expression that the question of whether the line tension has
to be considered or not largely depends on the size of the
system in question. For macroscopic problems, the line
tension can be omitted. The value of the line tension is
usually estimated to be in the range 1 × 10-11 J m-1 to 1 ×
10-9 J m-1.175 Such an order of magnitude can be expected
from estimating that the line tension contribution to the
energy of a single atom should be not much larger than the
surface tension contribution. Surface tensions are typically
on the order of 1 J m-2, which together with an interatomic
spacing of about 10-9 m corresponds to a line tension of
not more than about 1 × 10-9 J m-1. On the other hand,
this estimate shows that, unless the radius r is just a few
nanometers, the line tension can safely be neglected. This is
also what we will do in the following discussion.

The diameters of Si wires or nanowires grown epitaxially
on Si substrates typically show a diameter expansion at their
base where they are attached to the substrate; see Figures
1c and 15.16,18,176,177 At first glance, one might be tempted
to assume that this diameter expansion is simply caused by
an overgrowth of Si directly from the gas phase. A closer
inspection, however, shows that there are mainly two
arguments that speak against such a hypothesis. The first,
put forward by Givargizov,178 is that the observed diameter
expansion at the wire base does not depend on the applied
growth temperature to such an extent as one would expect
if it were due to Si deposited from the gas phase. The second
argument is that the shape of the expansion approximately
scales with the diameter of the wire. Givargizov concluded
that the “conical expansion at the whisker root must not be
mistaken with an expansion due to overgrowth”178 and that
it “is evidently related to a change of the contact angle
configuration”.178

The fact that some change of the contact angle must occur
in the initial phase of growth becomes apparent if the typical
shapes of droplets on flat Si substrates are compared to those
on top of Si wires. Au-Si alloy droplets on flat Si substrates
and at temperatures of 400-650 °C show a contact angle
(defined here as the angle within in the liquid) of about �0

≈ 43°.179 Au-Si droplets on top of wires are much more
spherical, typically exhibiting contact angles of 90-120°.36

It is evident that the droplet has to undergo some sort of
transition in the initial phase of growth, and it is this change
of the droplet shape that causes the observed expansion of

Figure 14. Shift ∆TE of the eutectic temperature for the Au-Si,
Al-Si, and Ag-Si systems as a function of the diameter.
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the wire base. Several attempts have been made in the past
to qualitatively describe this phenomenon.176,180-182 We will
follow here the work of Schmidt et al.182 Please note that
this model cannot be applied to templated nanowire growth
and that it does not include any effects related to a surface
faceting of the wires.

The three quantities necessary to describe the contact angle
configuration of the droplet are σl, the surface tension of the
liquid droplet, σs, the surface tension of the solid Si wire,
and σls, the interface tension liquid-solid interface. For
brevity, σls will in the following be referred to as a surface
tension, though interface tension would be more precise.
Suppose the wire growth velocity is small compared to the
velocity with which the droplet reacts to changes of the
boundary conditions. Then the development of the droplet-
wire system can be described by a quasi-static growth model.
This means that the development of the droplet-wire system
with time corresponds to a sequence of equilibrium states.
At equilibrium, the Neumann triangle relation183,184 relates
the contact angle � of the droplet to the inclination angle R

of the nanowire flank and the surface tension values σs, σl,
and σls.

σl cos(�) ) σs cos(R) - σls (6)

In the case R ) 0, which corresponds to the case of a
droplet on a flat substrate, eq 6 reduces to Young’s equation.
Equation 6 simply states that at equilibrium the horizontal
components of the surface forces have to cancel out, so that
there is no net force acting on the perimeter of the droplet.
This is indicated in the bottom row of Figure 15, where the
balancing of surface forces is depicted. When the shape of
the droplet is approximated as a segment of a sphere, then

the radius r of the liquid-solid interface can be expressed
as a function of the contact angle � and the volume V of the
droplet

r ) (3V

π )
1/3 (1 + cos(�))

1/2

(1 - cos(�))
1/6

(2 + cos(�))
1/3

(7)

The volume V of the catalyst droplet is taken to be constant
during growth. The volume can also be expressed in terms
of the initial radius r0 of the liquid-solid interface and the
initial contact angle �0; initial here means prior to growth,
that is at R ) 0.

V )
π

3 ( r0

sin(�0)
)3

(1 - cos(�0))
2
(2 + cos(�0)) (8)

The angle R, the inclination angle of the wire flanks, can
be trivially related to the slope of the wire flank:

dh(r)

dr
) -tan(R) (9)

with h being the height of the wire. This differential equation
can now be solved for h by a simple numerical integration,
done most easily using cos(R) as integration variable. This
then gives the shape of the wire expansion for a certain
configuration of surface tensions. For Au-catalyzed VLS Si
wire growth, the surface tension of the liquid droplet σl ≈
0.85 J m-2,185 the surface tension of Si σs ≈ 1.24 J m-2,186

and the initial contact angle �0 ≈ 43°179 can be used to
deduce the liquid-solid interface tension σls ≈ 0.62 J m-2.
The shape at three different stages of growth is schematically
shown in the middle row of Figure 15. A comparison of
calculated with experimentally observed shapes can be found
in the work of Schmidt et al.182

Figure 15. Top: Scanning electron micrographs indicating the development of the droplet shape in the initial phase of growth. Reprinted
with permission from ref 29. Copyright 2008 American Institute of Physics. Center: Schematic development of droplet and wire shape in
the initial phase of growth.4,182 Bottom: the corresponding equilibrium balance of surface forces at the left edge of the droplet (dashed
circles). Note: horizontal force components add up to zero.
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To summarize, wires grown on a substrate usually show

a diameter expansion at their base, which is caused by a

change of the droplet shape. Considering the equilibrium

balance of surface tensions and the corresponding droplet

shape, a model for the expansion at the wire can be derived

that qualitatively describes the experimentally observed

phenomenon.

8. Surface Tension Criterion

As already mentioned in subsection 3.2.2, growth of Si

wires using type-B catalysts such as In or Ga does require

harsher growth conditions than Au-catalyzed growth. This

might be caused by the low Si solubility at the respective

growth temperature, as a correlation between Si solubility

and growth velocity has been demonstrated.11 An alternative

explanation could be that the surface tension of these type-B

catalysts is simply too small. According to Nebolsin et al.,93

a certain minimum value for σl, the surface tension of the

droplet, is required for stable VLS wire growth. This will

now be laid out in detail.

Let us first consider the situation shown in Figure 16a.

Suppose the droplet can freely adjust its perimeter during

growth, then the horizontal components of surface forces

need to cancel out, as already discussed in the previous

section. Growth at constant radius means that

σl cos(�) ) -σls (10)

One can see that eq 10 is equivalent to the equilibrium

condition of eq 6, with R ) 90°.

Now, let us assume that, by some fluctuation or perturba-

tion, a situation occurs where the droplet wets the side surface

of the wire, as depicted in Figure 16b. For the position of

the droplet, as shown in Figure 16a, to be stable and not

only metastable, there must be a vertical net force acting on

the part of the droplet wetting the nanowires side in Figure

16b, so that the droplet can recover its original position, once

it lost its foothold. According to the force balance scheme

shown in Figure 16b, such a vertical force on the triple phase

line of the droplet exists if the following inequality holds:

σl sin(�) + σls > σs (11)

By combining eqs 10 and 11, one can arrive at the
following inequality that must be fulfilled for stable Si
nanowire growth.

σl > σs/(sin(�) - cos(�)) (12)

Now, sin(�) - cos(�) is always smaller than �2, so the
rhs of eq 12 is always greater than σs/�2. Consequently,
stable wire growth cannot be realized when

σl < σs/√2 (13)

This is the surface tension criterion first derived by
Nebolsin et al.93 Assuming a Si surface tension σs of about
1 J m-2, eq 13 leads to a threshold for σl of about 0.7 J m-2.
If the surface tension σl of the liquid droplet is smaller than
about 0.7 J m-2, then, according to this model, the droplet
should not be dewet from the sides of the wire, if by some
perturbation the droplet did wet them before. Growth is then
said to be unstable.

This surface tension criterion proves to be particularly
insightful if applied to the different VLS catalyst materials.
In Figure 16c, the surface tensions for the different catalysts
are listed, which were calculated by using the surface tension
values of the pure elements given by Keene172 and by
assuming that the surface tension σl of the metal-Si catalyst
droplet is equal to (1 - XSi)σl

metal
+ XSiσl

Si, with XSi being
the Si concentration in the droplet. As a temperature, we
chose the smallest possible temperature at which VLS growth
may take place. The corresponding composition at this
temperature was obtained from the respective binary phase
diagram.123 In the case of Ga, In, and Bi, a temperature of
700 K was chosen instead of the eutectic temperature, simply
because the eutectic temperatures are so low that it seems
unrealistic that Si wires can actually be grown at these
temperatures.

In Figure 16c one can see that metal-Si catalyst droplets
of the type-C metals Ni, Pd, Cu, and Pt would have surface
tensions that would well fulfill the stability criterion. This
seems to be consistent with the observations that VLS growth
using these metals gives good results.7,16,93 This is also true
for Au. Metal-Si catalyst droplets of the other two type-A
metals, Ag and Al, have a lower surface tension, and
according to Nebolsin et al.,93 the growth stability using Al
is already lower than that of Au. But still, the stability
criterion should be fulfilled. The type-B metal Zn, on the
hand, is already closer at the limit. Nebolsin et al.93 state
that the stability of Zn-catalyzed growth is low. Among the
type-B metals, Zn has the highest surface tension, which fits
to the experimental observation that, among the type-B
metals, Zn seems to work best.

The surface tensions of Ga and In are even lower, probably
lower than the threshold σl/�2, but not very much. Growth
with Ga37,39,93,99,107 and In40,93,100,107,108 is possible but only
by applying rather harsh growth conditions. This is also true
for Si nanowire growth using Bi,57 despite its low surface
tension of about 0.4 J m-2.

In conclusion, the surface tension of the catalyst droplet
should have an effect on the stability of the droplet-nanowire
system. However, as Bi-catalyzed growth shows, the stability
criterion cannot be deemed as an exclusive criterion for the
possibility of growing nanowires. Nevertheless, the overall
trend that Si nanowire growth becomes more difficult the
smaller the surface tension of the droplet is seems to be valid.

Figure 16. (a) Equilibrium shape of the droplet during growth;
the horizontal force compontents have to cancel out. (b) Nonequi-
librium situtation after some perturbation; a net vertical force is
required to reestablish equilibrium. (c) Surface tension of different
metal-Si alloy catalyst systems, after Keene,172 calculated at the
temperatures and compositions given in the two neighboring
columns.
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9. Growth Velocity and Gibbs-Thomson Effect

The focus of this section is on the diameter dependence
of the nanowire growth velocity induced by the Gibbs-
Thomson effect. The Gibbs-Thomson effect can be most
easily understood by considering the energetics of a small
spherical droplet or particle. The chemical potential µ is the
energetic price per atom one has to pay for adding another
atom of the same species to the system. For small systems
having high surface-to-volume ratios, the influence of the
surface on the thermodynamics cannot be neglected. It is
evident that increasing the number of atoms N must neces-
sarily be accompanied by an increase of the surface area
and that one has to pay the energetic price for that surface
increase as well. For a spherical droplet of radius R and
volume 4π/3R3

) NΩ, with Ω being the volume per atom
(assumed to be constant here), the Gibbs free energy G can
be expressed as G ) µ∞N + 4πR2σ, with σ being the surface
free energy and µ∞ being the bulk (infinite radius) chemical
potential. By using ∂R/∂N ) Ω/(4πR2), one can easily derive
that the chemical potential µ ) ∂G/∂N is given by µ ) µ∞
+ 2Ωσ/R. This radius dependence of the chemical potential
is usually referred to as the Gibbs-Thomson effect.

For a cylindrical wire, things are very much the same,
but one has to be careful with the quantities that are kept
constant and those that are not. The Gibbs free energy of a
wire of length L, radius r, and surface free energy σ is given
by G ) µ∞N + 2πr2σ + 2πrLσ. Suppose the wire only
changes in length; that is, taking the radius to be constant
and using ∂L/∂N ) Ω/(πr2) the chemical potential µ ) (∂G/
∂N)r becomes178

µ ) µ∞ +
2Ωσ

r
(14)

Thus, we arrived at the same expression as for a sphere.
The interesting feature about this expression, however,
is the factor of 2 in the numerator. This factor occurs because
the radius was taken to be constant. One can easily derive
that this factor of 2 is absent in the case of a wire that can
expand in radius but not in length. This derivation is
presented here just because there seems to be some confusion
in the literature concerning this factor of 2 in the Gibbs-
Thomson formula for nanowires.

The radius dependence of the chemical potential, as
implied by the Gibbs-Thomson effect, causes the growth
velocity to become diameter-dependent, as observed by
several groups.10-12,112,144,187,188 What is interesting about this
diameter dependence of the growth velocity is that the
problem is coupled to the question of what the rate
determining step of VLS wire growth is. Givargizov divided
the growth process into three main steps.10 In the first step,
Si precursor molecules are cracked at the surface of the
catalyst droplet and Si is incorporated into the droplet. This
step will be referred to as the incorporation step in the
following, and the rate [atoms/s] by which it proceeds will
be called the incorporation rate. After the incorporation of
Si, Si diffuses through the droplet surface to the nanowire-
droplet interface. This is the diffusion step. In the last step
of the process, Si crystallizes at the liquid-solid interface
and forms the Si nanowire. This will be referred to as the
crystallization step, proceeding at a rate [atoms/s] called the
crystallization rate.

Givargizov neglected the diffusion step, arguing that
diffusion through a microscopic droplet is simply too fast
to seriously affect the growth velocity.178 Regarding the other

two steps of the growth process, the incorporation step and
the crystallization step, there was some discussion regarding
which step determines the wire growth velocity. Bootsma
and Gassen30 argued that the growth velocity evidently
depends on the precursor pressure and concluded from this
observation that incorporation must be the rate determining
step. Givargizov, on the other hand, argued in favor of the
crystallization rate;178 his argument for the crystallization step
as the rate determining step was mainly based on the
observation that the growth velocity does depend on the
crystallographic orientation of the wires. Both arguments are
valid, and there seems to be a dilemma here. This dilemma,
however, can be solved by disregarding the assumption of a
single rate determining step. Assuming instead that it is not
a single step that determines the growth rate but rather the
interplay between both steps allows us to reconcile the
arguments.

The key parameter for the wire growth velocity is the Si
supersaturation, defined as the difference between the chemi-
cal potential of Si dissolved in the catalyst droplet and the
Si chemical potential of the nanowire. A certain supersatu-
ration is required for the nucleation of Si at the liquid-solid
interface. Hence, the crystallization rate can be expected to
be a function of the supersaturation and to increase with
increasing supersaturation. Let us for now assume that also
the incorporation rate depends on the supersaturation. The
reason is that an increase of the supersaturation also reduces
the chemical potential difference between Si in the vapor
and Si in the droplet, which could in turn potentially reduce
Si incorporation. Accordingly, the incorporation rate can be
expected to decrease with increasing supersaturation. The
case where it is independent of the supersaturation can then
still be derived.

What must be clear, however, is that, under steady state
growth conditions, the incorporation rate has to equal the
crystallization rate. This condition demanding equal rates
then couples the incorporation rate to the crystallization rate;
and since both depend on supersaturation, the supersaturation
at steady state will adjust at a level where both rates are
equal. The level at which the steady state supersaturation
∆µ finally settles depends on the supersaturation dependence
of both the incorporation and the crystallization rate.

In order to keep formulas short, it is useful to transform
the rates [atoms/s] into velocities [m/s] by multiplying them
with Ω/(πr2). As already mentioned, at steady state, incor-
poration and crystallization velocity necessarily have to be
equal. Imagining a velocity vs supersaturation plot, this
equality means that the steady state situation is defined by
the crossing point of the two velocity curves. The y-axis
position of this crossing point then defines the steady state
growth velocity V, and the x-axis position of the crossing
point defines the steady state supersaturation ∆µ. The
derivatives of the incorporation and crystallization velocity
with respect to the supersaturation, computed at this crossing
point, shall be called R and ω, respectively. These derivatives
can then be used in a Taylor expansion to first order, by
means of which one arrives at a general expression for the
radius dependence of the steady state supersaturation (for
more details, see ref 189).

∆µ ) ∆µ∞ +
R1

ω1 - R1

2Ωσs

r
(15)

The steady state growth velocity becomes
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V ) V∞ +
ω1R1

ω1 - R1

2Ωσs

r
(16)

Here ∆µ∞ and V∞ are the steady state supersaturation and
the steady state growth velocity at infinite radius, Ω is the
volume per atom, and σs is the surface free energy of silicon,
respectively. In this linear approximation, both ∆µ and V

show a 1/r dependence that is proportional to an undeter-
mined prefactor; and this prefactor depends on the slopes R
and ω of the incorporation and crystallization velocities. As
discussed above, one usually expects R to be negative and
ω to be positive. Thus, both prefactors in eqs 15 and 16
become negative and ∆µ and V are therefore expected to
decrease with decreasing radius.

In Figure 17 the growth velocity data of Schmid et al.188

are plotted as a function of the inverse nanowire radius. One
can see that the data reasonably well agree with a linear
dependence on inverse radius with negative slope, which is
what was expected. It should, however, be noted here that a
nicely linear behavior is not always observed. There are cases
where the first order calculation does not provide a satisfy-
ingly accurate description of the radius dependence of the
growth velocity (see refs 10, 11, and 112). Givargizov, for
instance, fitted his growth velocity data with the function V

) (c1 + c2/r)2, with c1 and c2 being constants.10 Such a fit
function, however, means nothing more than that a 1/r2 term
also contributes to the diameter dependence of the growth
velocity; and such a term can be derived by including higher
order terms in the Taylor expansion.

The general expression (eq 15) can now be used to derive
the special case where the crystallization step is indeed rate-
determining. By taking the limit (R f ∞), this leads to

∆µ ) µ∞ -
2Ωσs

r
(17)

This expression is consistent with the result derived by
Givargizov for the case that crystallization alone determines
the wire growth rate.10 The aforementioned case of an
incorporation velocity that does not depend on supersatura-
tion can also be derived from the general expressions. Taking
the limit (Rf0) of eq 16, one can see that the radius

dependence vanishes, which is in accordance with what has
been reported by Kodambaka et al.36

As shown in Figure 17, the nanowire growth velocity can
be expected to decrease with decreasing radius, because of
the increase of the Si chemical potential of the wire due to
the Gibbs-Thomson effect. Growing thin nanowires is
simply accompanied by the creation of a lot of surface area
per Si volume. One can easily understand that one direct
consequence of the above-described radius dependence is
that for a given temperature and pressure a critical minimum
radius should exist for which the growth velocity becomes
zero. Zero growth velocity should occur when ∆µ becomes
zero, or at least the growth velocity should be so small as to
prevent further Si crystallization. This idea of a critical radius
at which the growth velocity becomes zero was first
mentioned by Wagner and Ellis.16 A thorough treatment of
this matter was published by Tan et al.190,191

A very interesting experimental study on this subject was
published recently by Dhalluin et al.192 The authors employed
the fact that the side faces of Si nanowires are often seen to
be decorated with tiny Au islands,24,43,62 and they used these
tiny gold islands to study the pressure dependence of the
critical radius. For this, after growing Si nanowires under
usual conditions, they increased the silane pressure sharply
until very tiny nanowires, catalyzed by these nanometer-sized
Au islands decorating the surface, commenced growing.192

The authors then determined the critical radius as a function
of applied pressure. Their observed pressure dependence is
in full accordance with a radius dependence of the super-
saturation as given by eq 17. In fact, one can use their data
to obtain an estimate for the silicon surface tension.4

10. Doping

For bulk Si, it is easy to determine the dopant concentra-
tion. One can simply measure the resistivity (e.g., by four
probe measurements) and use existing calibration curves193

to relate the resistivity to the impurity concentration.
Considering Si nanowires, however, applying bulk Si
calibration curves may lead to wrong doping concentration
values. This can be inferred from the work of Wang et al.,42

who determined the resistivity of phosphorus doped Si
nanowires from four probe measurements and the corre-
sponding actual dopant concentration, ND

0 , using secondary
ion mass spectroscopy (SIMS). Comparing these results to
the bulk Si resistivity-vs-P-concentration calibration curves,
one finds that the resistivity of the nanowires is about 1 to
2 orders of magnitude higher than what one would naively
expect. Expressed differently, if the authors would have only
measured resistivity and used the bulk Si calibration curve
for P to deduce the dopant concentration, they would have
underestimated the P concentration by about a factor
10-100. Even at diameters greater 10 nm, that is, at a size
where quantum confinement effects can still be neglected,192

nanowires may behave differently than bulk material. This
and the subsequent sections focus on the main effects
responsible for the difference in electrical characteristics
between nanowires and bulk Si.

Considering p-type bulk Si, the conductivity is proportional
to the hole density, p, and the hole mobility, µp. Concerning
the charge carrier density, one usually assumes that the hole
concentration p is basically equal to the total concentration
of acceptor dopant atoms, NA

0 (subscript A for acceptor). Yet,
one has to be careful here, because setting NA

0 equal to p
implies that three separate assumptions must be fulfilled. The

Figure 17. Nanowire growth velocity as a function of the inverse
nanowire radius using the data of Schmid et al.;188 after Schmidt
et al.4
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first assumption is that the total acceptor concentration, NA
0 ,

equals the concentration of potentially ionizable acceptors,
NA, that is, that all dopant atoms are properly substitutionally
incorporated into the Si crystal (often they are then said to
be activated). Second, one implicitly assumes that these
activated acceptors are also fully ionized, i.e. NA ) NA

-, with
NA

- being the concentration of ionized acceptors. The third
implicit assumption is that NA

-
) p, i.e. that the hole

concentration can be approximated to be equal to the density
of ionized acceptors. In this section, but mainly in sections
11 and 12 following thereafter, a closer look is taken into
the validity of these three approximations.

Semiconductor functionality crucially depends on the
possibility of adjusting the electronic properties by the
addition of dopants. Dopants are shallow level impurities
such as B, P, As, Ga, Al, or Sb (see Figure 11) that can act
as donors or acceptors of charge carriers. In order to become
electrically active, the dopant atoms need to be substitution-
ally incorporated into the silicon lattice.194 So one has to be
precise about what is meant by dopant concentration. On
the one hand, there is the total donor (acceptor) concentration
ND

0 (NA
0 ), which is what one would obtain by simply counting

the number of dopant atoms found in a certain volume, e.g.
using secondary ion mass spectroscopy (SIMS). Yet, the thus
obtained dopant concentrations, ND

0 (NA
0 ), do not necessarily

agree with the density of electrically active donors (accep-
tors), ND (NA). One possible cause for such a disagreement
could be that dopant atoms, though being present, are not
properly substitutionally incorporated; a scenario that for
instance occurs when dopant atoms are implanted into Si.
After dopant implantation, an additional thermal treatment
is required to activate the dopants. Another possibility is that
dopant atoms are located at the nanowire surface, which
would also render them electronically inactive. Although
these dopants would be counted by SIMS measurements, they
would not affect the electronic properties. At least for very
thin Si nanowires, calculations showed that there indeed
exists a certain tendency of B or P atoms to diffuse to the
surface.195

There are different ways to dope Si nanowires, with one
being the use of a catalyst metal such as In,40,108 Ga,37,39,99

or Al that by itself would cause a doping.40,95,96,99 Although
there are good reasons to believe that the resulting wires
would indeed be highly p-doped, direct evidence for the
effectiveness of such an approach still seems to be missing.
Alternatively, one could also add a small amount of a dopant
metal to a catalyst such as Au, in the hope that some dopant
atoms will be released and incorporated into the nanowires
during growth. The feasibility of such an approach has been
demonstrated, though the method seems to be not very
effective.196

An approach that in principle offers much better control-
lability of dopant type and density is to directly supply the
dopant during growth. This can be done either by a
coevaporation or coablation of Si and dopant in the case of
MBE nanowire growth65 or laser ablation,80,197,198 respec-
tively, or by supplying both Si and dopants in the form of
gaseous precursors in the case of CVD nanowire growth.199,200

The latter appears to be the most promising approach, and
we will concentrate on gas phase doping in the following.

In Figure 18, a collection of resistivity data is shown as a
function of the silane to dopant precursor ratio data,
considering different precursors such as phosphine (PH3),
diborane (B2H6), and trimethylborane (TMB), (B(CH3)3). The

phosphine data in Figure 18 indicate that the resistivity can
indeed be varied over orders of magnitude by changing the
silane/phosphine ratio. They furthermore show that the
resistivity is approximately inversely proportional to the PH3/
SiH4 ratio, with the black line in Figure 18 having unit slope.
Concerning possible effects of phosphine on the nanowire
growth, it has been reported that phosphine does not induce
a tapering of the nanowires and that the nanowire growth
rate is almost unaffected.188 Phosphine, therefore, seems to
be the precursor of choice for obtaining n-type Si wires.
There is only one complication related to the use of
phosphine, namely that nanowire yield is reduced for very
high phosphine-to-silane ratios, up to a point where nucle-
ation is completely inhibited, occurring at phosphine-to-silane
ratios greater than 0.02.188 Similar results have previously
been reported for the use of arsine.29 Arsine is known to
affect the growth of Si wires,10,28 presumably by changing
their surface tensions.

The data on the use of diborane as p-type dopant precursor
are far less consistent. To some extent, this inconsistency is
probably caused by the fact that the addition of diborane
facilitates the growth of an amorphous Si shell.201 Since the
resistivity of amorphous Si is higher than the resistivity of
crystalline Si, the presence of an amorphous shell could
explain the relatively large resistivity values reported by Lew
et al.201 and Cui et al.81 Considering silane CVD processes,
a possible strategy to suppress the diborane-induced deposi-
tion of Si on the wire surface is to increase the hydrogen
pressure, as it is known that the addition of hydrogen reduces
the Si deposition rate.202,203 Another possible approach to
avoid an unintended side deposition is to use trimethylboron,
TMB, instead of diborane, as demonstrated by Lew et al.201

SIMS measurements performed on these wires, however,
indicated that the B incorporation efficiency is about 2 orders
of magnitude smaller for TMB,42 and hence, higher TMB
pressures therefore need to be applied.

11. Dopant Ionization

Considering bulk Si measurements at room temperature,
one usually assumes that the dopant atoms are fully ionized,
so that the concentration of ionized donors ND

+, for example,
can be taken to be equal to the concentration of electrically
active donors ND. Yet, one has to be careful in applying such
an assumption to Si nanowires, because the ionization energy,
i.e. the energy difference between the donor (acceptor) level

Figure 18. Si nanowire resistivity as a function of the silane to
dopant precursor ratio using data of [bjö08],236 [lau02],157 [cui00],81

[lew0],201 [wan05],42 and [sch09].188 The straight line has unit slope.
After Schmidt et al.4
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and the conduction (valence) band, depends on the electro-
statics of the surrounding material. The reason why only little
energy is needed to ionize dopants is that the electrostatic
potential of the ionized impurity is shielded by charge carriers
in Si. Thus, when the volume of Si surrounding the dopant
atom is reduced, also the shielding of the electrostatic
potential is reduced, which in turn causes an increase of the
ionization energy. For Si nanowires, this means that the
dopant ionization efficiency should depend on the nanowire
radius; and since it is an electrostatic problem, one can expect
that the ionization efficiency also depends on the dielectric
constant of the medium surrounding the nanowire.

Diarra et al.204 investigated the diameter dependence of
the ionization energy of dopants in semiconducting nanowires
caused by the dielectric confinement. They found that the
radius dependence of the ionization energy EI(r) of a dopant
is given by

EI(r) ) EI
0
+

2

rεnw

εnw - εout

εnw - εout

F(εnw

εout
) (18)

with EI
0 being the ionization energy of the dopant in bulk

Si, and r the nanowire radius. εnw and εout denote the relative
permittivity of the nanowire and the medium surrounding
the nanowire, respectively. According to Niquet et al.,205 the
function F(x) can be approximated as

F(x) )
200.674 + 175.739x + 17.395x

2
+ 0.0949x

3

219.091 + 50.841x + x
2

eV nm

(19)

Considering the ionization energy of a Si nanowire (εnw

) 11.7) in vacuum or air (εout ) 1), one arrives at the
following expression for the radius dependence of the
ionization energy

EI(r) ) EI
0
+

0.7255 eV nm

r
(20)

Thus, the ionization energy acquires a significant radius
dependence, being quite pronounced for small radii. One
should, however, add here that the expressions by Diarra et
al.204 are only valid as long as quantum effects can be
neglected, which restricts the applicability to Si nanowires
with diameters greater than approximately 10 nm.192

Such a change of the ionization energy must, of course,
be accompanied by a change of the ionization efficiency,
which is defined as the density of ionized dopants divided
by the total density of dopants. If only one type of dopant is
present and if doping is not too low such that the contribution
of the minority charge carriers does not alter the charge
balance significantly, the concentration of ionized donors ND

+

or acceptors NA
- is approximately given by193,206

ND
+
)

Nc

4
e
-EI/kT(-1 + �1 + 8

ND

Nc

e
EI/kT) (21)

NA
-
)

Nv

8
e
-EI/kT(-1 + �1 + 16

NA

Nv

e
EI/kT) (22)

Nc and Nv are the density of states in the current and valence
band, respectively. One can easily see from eq 21 that
ionization efficiency depends on the doping level. To
illustrate this effect, the ionization efficiency of P in Si is
shown in Figure 19 as a function of the nanowire diameter,
considering various different donor concentrations ND. It is

apparent that, especially for thin Si nanowires with diameters
of 15 nm or less and moderate doping, the effect of the
dielectric confinement on the ionization efficiency is quite
pronounced. For Si nanowires of this size, a reduction of
the ionization efficiency can be expected to have a major
influence on the electric characteristics of the nanowires.207

Therefore, the dielectric confinement has to be taken into
account when thin nanowires are considered.

12. Surface States and Charge Carriers

One of the main reasons why Si is the material of choice
for electronics applications is that Si possesses a chemically
stable oxide, SiO2, which can furthermore also well passivate
the Si surface. For Si based electronic devices such as, for
example, field-effect transistors (FETs), a good isolation
oxide with a low level of charge stored in the oxide or at
the Si-oxide interface is of utmost importance. The quality
of the oxide and Si-oxide interface of course does not only
matter for traditional top-down Si devices but also for Si
nanowires. Especially for thin Si nanowires with large
surface-to-volume ratios, surface properties may have sig-
nificant influence on the electrical characteristics. To quantify
the influence of the surface states on the electrical properties
of Si nanowires will be the focus of this section.

Following the nomenclature of Deal,208 one distinguishes
between four different categories of charges that may occur
in or at the Si-SiO2 interface. The first two categories regard
charges that are located deep inside the oxide. Charges can
be either oxide trapped charges (density Qot) or mobile ionic
charges (density Qm). Charges at or in close vicinity to the
Si-SiO2 interface can either be fixed oxide charges (density
Qf) orsand this is what this section is aboutsinterface
trapped charges (density Qit). The main difference between
the fixed oxide charges and the interface trap charges is that
the fixed oxide charges do not depend on the position of the
Fermi level in the underlying Si. The main effect of Qot,
Qm, and Qf is to change the electrostatic boundary conditions.
Considering field effect transistor characteristics, their effect
would correspond to an additional gate bias.

More interesting and presumably also more important for
the electrical properties are the interface trap charges (density
Qit). Their charge density does depend on the position of
the Fermi level, as they can exchange charges with Si. The

Figure 19. Ionization efficiency of phosphorus impurities (EI
0
)

45 meV204) as a function of the nanowire diameter given for various
donor concentrations ND using the expression of Diarra et al.204

Temperature is 300 K.
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interface trap charge density Qit is caused by states at the
Si-SiO2 interface that can either trap or release single
electrons, depending on the position of the Fermi level. The
density of these trap states varies within the Si band gap,
and they are therefore characterized by the interface trap level
density Dit [eV-1 cm-2]. The interface trap level density Dit

of a Si-SiO2 interface is U-shaped as a function of energy,
with the minimum located at the band gap middle.193,209

Concerning the physical nature of these trap states, it was
found that the presence of such interface trap states can be
related to the presence of so-called Pb resonance centers,
observed in electron spin resonance experiments.210-212 It
could also be shown that these Pb centers are indeed the main
source for the interface trap states.213-219 Furthermore, it was
found that the Pb centers correspond to trivalent Si atoms
bonded to just three other Si atoms.214,220 In a crude
approximation, one could say that the interface trap states
are nothing more than Si dangling bonds; and thinking of
interface states as dangling Si bonds, it is also intuitively
understandable that they can act as both donors and accep-
tors. The states below the middle of the band gap are donor
like, which means they are either neutral or positively
charged. The states in the upper half of the band gap are
acceptor like, for example, they are either neutral or
negatively charged. Whether these states are charged or not
depends on the position of the Fermi level at the Si surface.
Considering an n-type Si wire with the Fermi level located
in the upper half of the band gap, all interface trap states
between the Fermi level and the band gap middle trap one
electron each and become negatively charged. The necessary
electrons have to be taken from the underlying Si, causing
the n-type Si near the surface to acquire a net charge, which
in turn causes a band bending; see Figure 20a. Schmidt et
al.221 investigated such a scenario, adopting the full depletion
approximation and taking the dopants to be fully ionized. In
view of the discussion in the previous section, it seems to
be an oversimplification to assume that dopants are fully
ionized. Their model, however, can be easily extended to
also include the diameter dependence of the dopant ioniza-
tion, if it is assumed that the ionization efficiency is not
affected by the presence of interface states.

Let us consider an n-type Si nanowire of radius rnw, with
a density of ionized donors, ND

+, according to eq 21. In the
absence of interface traps, the position of the Fermi level
ψ0 [eV] at radius r ) 0 expressed with respect to the band
gap middle (see Figure 20a) is given by

ψ0 ) kT ln[ND
+
+ √(ND

+
)
2
+ 4NcNve

-Eg/kT

2Nce
-Eg/kT ] (23)

with Nc and Nv being the density of states in the conduction
and valence bands, respectively, and Eg being the band gap
width. To keep the calculation concise, one can introduce a
parameter

� ) q
2
ND
+

rnw
2

/(4εnwε0) (24)

with ε0 being the vacuum permittivity and q being the
elementary charge.

As mentioned above, surface states will cause a depletion
of the Si in the vicinity of the surface by trapping charge
carriers. In the full depletion approximation the semiconduc-
tor is divided into two regions (see Figure 20a): a surface-
near region, that is fully depleted and a nondepleted region

below. The boundary between these two regions is the
depletion radius rd, which is given by

rd ) rnw�1 - ( 2Ditψ0

rnwND
+
+ 2�Dit

) (25)

The main factor that determines rd is, of course, the
interface trap level density Dit, the source for the depletion.
In the case 0 < rd < rnw, the nanowire is said to be partially
depleted. It is said to be fully depleted if rd ) 0. The
interesting question is at which point full depletion sets in.
Suppose the values of Dit and ND

+ are given; then full
depletion occurs for nanowire radii that are smaller than the
critical radius

rcrit )
εnwε0

q
2
Dit

(-1 + �
4q

2
Dit

2ψ0

ND
+εnwε0

) (26)

This expression can be approximated as rcrit ≈ 2Ditψ0/
ND

+. For applications where a full depletion of the nanowires
is not desired, the question arises regarding what dopant
concentrations are necessary to prevent a nanowire of a
certain diameter from becoming fully depleted and how the
minimally required doping changes with the density of
interface traps or, equivalently, the quality of the Si/SiO2

interface. This is shown in Figure 20b, where the critical
diameter necessary to prevent a full depletion of the nanowire

Figure 20. (a) Schematic band bending in an n-doped Si nanowire
caused by surface traps in the full depletion-approximation. The
nanowire is nondepleted between its center and the depletion radius
rd, and it is depleted from rd to its surface at rnw. ψo and ψs classify
the position of the Fermi level with respect to the band gap middle
at the nanowire center and the surface, respectively. (b) Critical
diameter 2rcrit for different interface trap level densities Dit as a
function of the donor concentration ND; dopant is P with a bulk
ionization energy of 45 meV; temperature is 300 K.
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is displayed as a function of the dopant concentration and
for different interface trap level densities Dit.

One can see in Figure 20b that the critical diameter
crucially depends on the Dit value. For Si nanowires with
diameters as low as 10 nm, it is obviously essential to try to
improve the Si-SiO2 interface quality and reduce interface
trap densities. A lowering of the interface trap level density
can be achieved by a high temperature annealing in oxygen
atmosphere, giving a high quality oxide, followed by a short
annealing in hydrogen atmosphere that serves to passivate
remaining interface states. In this way, the interface trap level
density Dit can be reduced from about 1 × 1012 eV-1 cm-2

to values smaller than 1 × 1011 eV-1 cm-2.193 The density
of surface charges of Si nanowires has been investigated by
Seo et al.222 and Kimukin et al.,223 and they found a surface
charge density of (2-3) × 1012 cm-2 in as-grown Si
nanowires. As expected, Seo et al.222 found that the surface
charge density can be reduced by replacing the native oxide
with a high quality thermal oxide.

Furthermore, one can see in Figure 20b that the curves in
this log-log plot are basically linear for diameters larger
than about 25 nm. The fact that they start to bend at smaller
diameters and higher dopant concentrations is due to the
reduced ionization efficiency, as shown in Figure 19.

In order to calculate the average charge carrier density
for both partially and fully depleted nanowires, one has to
solve the Poisson equation and calculate ψs [eV], the position
of the Fermi level (defined here with respect to the band
gap middle; see Figure 20a) at the nanowire surface.

ψs ) ψ0 - �
(rnw

2
- rd

2
)

rnw
2

(27)

For a partially depleted nanowire, the average electron
concentration, averaged over the nanowire cross section, is
given by

njpd ) Nce
(ψ0-Eg/2)/kT( rd

2

rnw
2

+
kT

�
(1 - e

�(rd
2-rnw

2 )/kTrnw
2

))
(28)

For a fully depleted nanowire, the average electron
concentration is

njfd ) Nce
(ψs-Eg/2)/kTkT

�
(e

�/kT
- 1) (29)

Equations 20-28 can now be combined to obtain the
average electron density nj of an n-type Si nanowire as a
function of the donor density ND for different nanowire
diameters and interface trap level densities Dit. This is shown
in Figure 21a for a Dit of 1 × 1012 eV-1 cm-2 and nanowire
diameters ranging from 10 to 80 nm (the numbers beside
the curves are the diameters in nanometers). For diameters
ranging from 20 to 80 nm, one can observe a sharp decrease
in the average electron concentration if the dopant density
is smaller than a certain threshold value. This sharp decrease
sets in when the nanowire changes from being partially
depleted to being fully depleted; that is, when the diameter
is equal to the critical diameter (see Figure 20b). Furthermore,
Figure 21a reveals that, for example, a 14 nm nanowire
would still be fully depletedseven at an extreme dopant
concentration of 10 20 cm-3. At these small diameters, a
proper surface passivation is essential.

In Figure 21b, a reduced Dit of 1 × 1011 eV-1 cm-2 is
considered. One can see that the onset of full depletion is
shifted to lower dopant densities. Due to the lower interface
trap density, a 14 nm nanowire, which can be seen to be
fully depleted in Figure 21a, is now fully depleted only for
dopant concentrations smaller than about 2 × 1018 cm-3.
Comparing the average electron concentration of a 14 nm
nanowire at a dopant concentration ND ) 1 × 1019 cm-3 in
parts a and b of Figure 21 shows that, as a result of reducing
the interface trap density by 1 order of magnitude, one would
gain about 5 orders of magnitude in the effective charge
carrier concentration. Such a characteristic has also been
experimentally confirmed. Cui et al.224 managed to decrease
the resistance of silicon nanowires by a factor of 260 by a
high temperature annealing of the nanowires.

It is also interesting to see in Figure 21b that at a nanowire
diameter of 10 nm and a dopant concentration of 1 × 1020

cm-3 one would end up with an average electron concentra-
tion that is about 2 orders of magnitude smaller than the
dopant concentration. This is clearly due to the reduced
ionization efficiency.

The last major uncertainty for correlating resistivity with
doping concentration is the charge carrier mobility. Charge
carrier mobility depends on both dopant type and concentra-
tion. Hole mobilities are smaller than electron mobilities,
and both decrease with dopant concentration as charge
carriers scatter at the ionized dopant atoms.193 Yet, impurity
scattering is not the only relevant scattering mechanism;
phonon scattering also plays an important role, in particular
at low dopant densities. For Si nanowires, also the influence
of the nanowire surface on the charge carrier mobility has
to be taken into account. Considering thin Si nanowires
having a high surface-to-volume ratio, one would expect a
reduction of mobility because of increased surface scattering.
This has been confirmed by simulations, which showed that
surface scattering becomes crucial for nanowires of cross-
sectional area smaller than 5 nm × 5 nm.225 At these size
ranges also, phonon scattering in nanowires differs from its
bulk Si equivalent. According to Kotlyar et al.,226 phonon
scattering is increased due to an increased overlap between
the electron and phonon wave function, which would cause
a further mobility degradation.

Figure 21. Average electron concentration nj as a function of the
donor concentration for various nanowire diameters and two
different interface trap level densities Dit: (a) Dit ) 1 × 1012 eV-1

cm-2; (b) Dit ) 1 × 1011 eV-1 cm-2. The numbers near the curves
indicate the nanowire diameter in nanometers. Dopant is P with a
bulk ionization energy of 45 meV; temperature is 300 K.
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Most experimental studies indeed indicate that charge
carrier mobilities in silicon nanowires are somewhat smaller
than those in bulk Si.227-233 There are some studies, however,
that report mobilities higher than those in bulk Si.159,224 A
possible explanation for the high mobility values obtained
could be the crystallographic orientation of the nanowires.
Cui et al.,224 for example, measured mobilities in nanowires
with 10-20 nm diameters,224 synthesized by a method that
according to an earlier report of the same group leads to a
〈110〉 orientation in this diameter range; and according to
simulations of Buin et al.,234 the hole mobility of 〈110〉
oriented silicon nanowires is significantly enhanced compared
to that of bulk silicon.

Concerning a comparison of mobilities in Si nanowires
to bulk Si values, one should be aware that the diameter
dependence of the ionization efficiency may have a signifi-
cant influence on measured mobilities. This is because dopant
atoms that are not ionized do not, or at least not to the same
extent, act as scattering centers for charge carriers. One
should therefore not compare mobilities in silicon nanowires
of a certain nominal doping concentration to bulk silicon
values at the same nominal concentration, but rather to bulk
silicon values at the same density of ionized dopants.

To summarize, interface traps at the Si/SiO2 interface may
significantly reduce the charge carrier concentration. The
question whether mobilities in Si nanowires are comparable,
greater, or smaller than mobilities in bulk Si does not seem
to be fully decided yet. There is definitely a need for further
investigations.

13. Summary and Open Questions

Much research work has already been done on chemical
vapor deposition of silicon nanowires, on the synthesis of
the nanowires itself, as well as on their properties. Neverthe-
less, a number of open questions still remain to be answered.
The different Si nanowire growth methods were discussed
in detail in section 2. From our point of view, chemical vapor
deposition appears to be the method of choice when an in-
place growth of epitaxial Si nanowires is envisaged. It offers
versatility and controllability concerning morphology and
electrical properties. However, some problems, especially
concerning the control of growth orientation and kinking,
as discussed in section 4, still need to be solved. Understand-
ing the kinking process better could be essential for
diminishing the percentage of kinked wires. Right now, the
only way how to prevent nanowire kinking is to grow the
nanowires within predefined templates; and it could be that
templated growth is the only way how to realize 100%
reliability regarding position and orientation. Solution-based
synthesis techniques on the other hand seem to be the best
method for the mass production of silicon nanowires, and
the realization of solution based growth at atmospheric
pressures is a major breakthrough. Regarding the choice of
the catalyst material for VLS Si nanowire growth, we have
seen in section 3 that there are several good options for
growth at high temperatures. In particular, Pd and Ni seem
attractive, as the position of their corresponding defect levels
in Si is favorable. For low temperature CVD of Si nanowires,
the three type-A catalysts, Au, Ag, and Al, appear to be the
best choice. Al and Au give excellent growth results, but
each comes with a major drawback: the sensitivity to
oxidation being the one of Al and the creation of deep level
defects being the one of Au. In view of the defect levels in
Si, Ag would be far less harmful than Au, and it is somewhat

astonishing that so little experimental results on the use of
Ag as catalyst have been reported so far.

The synthesis of Si-based nanowire heterostructure, pre-
sented in section 5, is the logical extension of the work that
has already been done on the growth of pure Si wires. The
growth of both radial and axial heterostructures is attractive,
as the electronic properties of the nanowire can strongly be
modified by combining materials such as Si and Ge, for
instance. Compared to planar heterostructures, axial hetero-
structure nanowires offer the decisive advantage that they
can sustain much higher misfit-strain levels without causing
dislocation formation. This theoretically predicted property
of axial nanowire heterostructures still needs to be investi-
gated in detail. The singular advantage of Ge-core-Si-shell
nanowires is that the well-known problem with the Ge
surface (there is no stable Ge oxide) could possibly be
overcome by wrapping the Ge in Si. This is definitely a
promising approach, also in view of potential investigations
on the interplay between electronic properties and mechanical
strain in nanowires. First, however, the problem associated
with strain induced roughening of the shell needs to be solved
satisfactorily.

The VLS mechanism has several interesting implications
for the thermodynamics of the wire growth. The diameter
expansion at the wire base is one of these implications. This
expansion nicely reflects the nature of the surface-thermo-
dynamical interaction between the liquid catalyst droplet and
the growing wire. Concerning the simple model for the
expansion, presented in section 7, one should, however, add
that this model does not take the crystallography of Si into
account. A deeper understanding of the influence of the
crystallography on the wire shape in the initial phase of
growth would be potentially valuable for controlling the
nanowire growth direction. The surface tension criterion,
discussed in section 8, also derives from the surface-
thermodynamical interaction between droplet and nano-
wire. This criterion offers a potential explanation for the
observation that Ga- or In-catalyzed VLS growth is more
difficult than one would expect in the first place. The practical
significance of the surface tension criterion is, however,
unclear; mostly because it also still is undecided whether
the problem with the type-B catalysts is caused by their
insufficient Si solubility itself or rather by their too low
surface tension. The probably best understood thermody-
namic implication of the VLS growth mechanism concerns
the diameter dependence of the growth velocity. As discussed
in section 9, this diameter dependence is a direct consequence
of the Gibbs-Thomson effect. Although the Gibbs-Thomson
effect is a simple effect, its influence on the nanowire growth
velocity shows some complexity. In particular, the question
of the diameter dependence is related to the question whether
it is more the Si incorporation into the droplet or the Si
crystallization that determines the growth velocity. Detailed
studies on the diameter and pressure dependence of the
growth velocity could provide worthwhile information for a
better understanding of the VLS mechanism.

The last part of this review was dedicated to the electrical
properties of Si nanowires, starting with section 10 on vapor
phase doping. It is obvious that a well-defined doping is a
conditio sine qua non for Si nanowires with well-defined
electrical properties. However, in contrast to what holds for
bulk materials, the electrical properties of nanowires are not
determined by the dopant concentration alone. There are
several reasons for that. The first is that the dopant ionization
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depends on the nanowire diameter, as explained in section
11. The second reason is that even if it were known to what
extent the dopant atoms are ionized, the influence of the Si
surface can often not be neglected. As shown in section 12,
surface states at the Si surface can cause a considerable
reduction of the charge carrier density. Depending on the
quality of the surface passivation and the diameter of the
nanowires, a certain minimum dopant density is required to
obtain highly conductive nanowires. Otherwise, the nanow-
ires simply behave as intrinsic silicon, despite being doped.
The third reason why the correlation between dopant
concentration and conductivity is more complex in Si
nanowires is that the charge carrier mobility in Si nanowires
could be different. Whether mobilities in Si nanowires indeed
differ from bulk Si is a question of major concern, and a
thorough and systematic study on mobilities in Si nanowires
would be very valuable scientifically and technologically.
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