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A well known assumption of most
theory models currently being dsed

X7` gistic) is that the responses to t

P(1: . dimensional latent trait (Lord &
assumption riot only holds for thi

C;) holds for may of.the traditions

tNJ KR-20 reliability and item/testicorrelation indices of discrimination, For

it some applications of the above procedures, thgwassumption of unidimensionality
is not a serious problem, since techniques are available for developing uni-
dimensional sets of items. However, when dichotomously scored items are used,

.as is typically the case for multiple choice items, no widely accepted tech-
niques are available for forming a midimensional space. The problem is fur-
ther complicated'by the addition ofguesting when multiple-choice items are
used.

-The technique typically used to sort items into unidimensional sets is ,

factor analysis, but factor analysis assumescqmilauousmeasoret-and--111U111-
with dichotomouslyisoreditems- results innumerous difficulti6s (Kin & Mueller,
1970, ChriSteifferson (1975) and Muthen (1978) have deyeloped factor analy-
sis prdcedures that are specifically designed for dichotomously scored items,
but they can only be used with relatively few *items (25 opless) and they do
not take Apessing Into account, It is important, therefore, thdt.the currently
available procedures for sorting items into unidimensional sets be evaluated,
and that'the effects of guessing on these procedures be4determined. That is

precis &ly the purpose of this paper.
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of the latent 'trait or item response
e.g., Basch model, three-parameter lo-

e items on a test are dependent on a uni-
ovick, 1968; Whitely & Dawis, 1974).. This

new,clas of test theory models, but also
true-score theory based procedunes such as

AP

Procedures Available far Item Sorting

In the methOdology literature, there are several techniques available
that hive the potential to'sort items into unidimensional' subsets on the basis
of the responses of a sample of individuals to the item. These techntques
differ in their assumptions and their basic underlying model. Along with the
factor analysis procedures already mentioned, they.include nonmetrie multi-
1:limensional scaling and cluster analysis. Ali so, latent frait theory calibration.

programs in conjunction with goodness of fit tests may be useable to fihd a
, .

It 'set that fits a latent trait model.- For the research reported,here, each of
these techniques will be applied to data-sets of known structure to determine
which will best recover the structure. However, before describing the, re-
search design in detail, each.technique will be described to make clear which .

.
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6f the many variations available 4ave been used. In most cases, the most cop- ,to#monly used variation was selected.

Factor Analysis The factor analysis methods most commonly used are the method
of principal components and the method of principal factors. These two methods
differ mainly in the valUes placed in the main diagonal of the correlation
matrix-1.0 for principal components method, whiich results in an analysis.of
all of the item variance, and communality estimates fof princip 1 factors meth-
od, which results in an analysis of only the common variance. Both_of these
procedures were used to analyze the intercorrelations between the test items
for this study.

In addition to the particular factor analysis procedure used for the
study, a correlation coefficient had to be selected for use in determining
the relationship between the items. Oftentimes phi coefficients are used for

- this purpose, but the magnitude of the phi coefficients are affected by. the dif-
ficulty of the test items, sometimes resulting in artifactual difficulty factors.
The common alternative to the :phi coefficient in-fact -or.aner-yti-c-wark-ts-the--

------tetrarttofid corriliTiO7-1. The use of this cprrelation'also jeasis to some difz 't

ficulties due mainly Zo the fact that it does not yield a product moment cor-
.relation matrix. AS a result the correlation matrices produced using tetra-
choric correlations are sometimes not positivesemidefinite, resulting tn the
failure of the factor analysis procedure to yield meaningful results.

Because of these problems, both coefficients were used in conjunction
with the factor analysis procedures in this study. In, addition, in an attempt

to compensate for, the effects of guessing on the test items ,. the four-fold
tables used to compute the tetrichoric correlations were corrected for guess-
ing using a procedure developed by Cafroll (1945). Corrected tetrachoric cor-
relations were then carputedbased on these revised four-fold tables. Thus,

the factor,analysis techniques Vera applied to correlation matrices developed
using each of the above three procedures.

Once the basic factor loading matrices -were obtained using the above pro-
cedurel, they.were then xotated in an attempt to increase the interpretability
ofthe results, Two codmonly used rotation methods were selected: varimax and
oblimin. The rotationsjere pet:formed after the number of factors was.deter-
mined using the scree technique.

;

Nonmetric Multidimensional Scaling The purposes of multidimensional. scaling,
as defined by Shepard (1972)., are "...(a) of somehow getting tiold of whatever
pattern or structure may otherwise be hidden in a matrix of edpirical data and ,

(b) of representing that structure .in a form that is much more accessible to '

the human eye,,.". Since determining the underlying structure in a set of item
responses will reveal the unidimensional subsets, this type of,procedure was
also used in this study. .

s ,

4. 4.)
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The particular vIrsiOn of nonmetric multidimensional scaling used focr

the items into a low-Aimensional space in such a
tween thelitems'in that space areimonotonicalrof re-
larity co fficient applied to the items. Since only

i

he distan es between the similarity coefficients is
ents are a propriAte forAultidimen%)onal scaling
factor an4lysis. *Because of this Tact, and because

.th factor anal have several problems, such as. the
el onthe magnitude of phi coefficients and sample
f the tetrachoric correlation, uveral other similarity
in conjunction with the MDSCAL protedure. Particularly,
robust to guil.ssing effects were desired. The total
d in onjunction with the MDSCAL proceddre included:

S Q, Yule's Y, eta coefficient, approvalscore, Kendall's
`.s gamma, Lijphart index.

this -study 4.-iat the wi elyLavailable MDSCAL technique developad by Kruskal

(1964), This method map
way that the dittances
fated to values of a sim
the ordinal relation of
used, many more coeffici
than are appropriate fo

.Agya:MOcorrelations used w
effect of difficultyile
size on the stability
coefficients were used
coefficients that were
s'et ofcciefficients.us

phi coefficient, Yule'
tau b, Goodman/Kruska

1_

Cluster Analysis Clu ter analysis is another procedure that has the potential
for sorting items in o'unidimeasjonal, Ibbsets. This procedure also use sim-

ilarity coefficients.as an indication of the distance between variables.(items
in this case) Items that have high similarity are considerg to be close
together and are, therefore, ci stered together. Those wlth low similarity,

iare considered far apart and,ar not included in the cl9s er.

, '-Two different clustering algorithms were used in theistudy." The first,
.

called simply CLUSTER, builds clusters oneat a time. rt first searches for
the twb most similar iterbs, These farm the beginning of a cluster'. Next the

item with the greatest similarity with the items in the cluster is found and
added to the cluster. This procedure continues until no item has a similarity
greater than a pre-set cutoff value: At t6t point the two most similar items
not in the cluster are found tosfotA the'beginning of a new'cluster. The

clutering procedure contnues,as ibave :101 either all items are clustered,
or none can be found above the pre-set criterion level for inclusion.

.

. 0 .

1

The second clustering procedure used, called NICLUSTER, is a hierarchical
clustering procedure. In the procedure, the most similar pair of items are
clustered and the pair is considered as a new item. Then the next most simi-
lar pair are chosen and Clustered. This process continues until all items
areogaired. These initial clutters lre,combined to form larger clusters when
all points in one Cluster are paired with th'ose in another. Clustering in
this procedure continues until l all of the itefis are combined into one large

cluster. .
i.

ak .

Since neither of these twq4proceddres require any special properties of the
similarity coefficients, all oT,the coefficients-listed in MDSCAL section were 0

used in analyzingthe test items. 'As pith theMDSCAL procedure,.it was hoped
that using coefficlents that were not is.depOndAt on metric information. would,
make the procedure-less sensitive to ddessing and siiffiacultyeffects.

4
4
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Latent Trait Analysis' Althdugh the applicatiOn of lateht triit models is not
usually thought of as an .item sorting technique, some - properties of the LOGIST
programlWood, Wingersky & Lord, 1976) for maximum likeliho6d estimation of
the parameters of the three,parameter logistic model suggest, that it might be
used to find items that measure t.unidimensional trait. Reckase (1979).has
found'that items with high di$crimidation par meter estimates from the'thre-
parameter model tend to be from the same factpr. This is not surprisj sincesnce
Lord & Novick (1968) have shown the latedt trait discrimination parameters.to
be related to the loadings of thtest items on the first principal factor of
a test. Based on these findings jt was.hypothesized thkt repeated application
of the LOGIST program to a test, with low discriminating items deleted after
each stage of the analysis, would yield klunidimensibnal set of items. There-
fore, this procedure Was also used to trY'to forth hOmogeneous item sets. No

similarity coefficients were' required for this procedure.

Data -sets Used ih this Study

.'

In order to evaluate theprocedures listed'above on the ability to form
unidimensidlal item sets, types of data-sets were required. First, data-sets
with known aimensionality and well contrilled guessing levels wererequired
for an initial evaluatidn of the procedures. These'data-sets were produced
using simula0on fechniques. Although these data-sets da,not totally match

. real data, the fact that they have knowni structure is verY helpful for eval-
uating the item sorting procedures.

The 'second type of dataiset required is the actual responses of.individuals
to test -items. It would be helpful if something were also known about the
structure of this data-set, but accurate knowledge is seldom possible, Data
from the Iowa Tests of Educational Development, ITEO (Lindquist & Feldt, 1972)
were used to produce this data-set. More detailed descriptions of these data-
sets are given below.

Simulated :4a-Sett All of the simulated data-sets used in this study Were
produced u ing a modification of a method developed by Wherry, Naylor, Wherry
& Fallis (1965), this method rand6Mly generates z- scores to match any desired
factor pattern matrix using the linear factor analysis model. For the purpose
of this study, the z-scores generated for each item where dichotomized at
points corresponding to specified proportion correct difficdlty indices to
form 0, 1 scores. These dichotomous responses were further modified to re-
flect the effects of guessing? I$ a wrong response were generated, it was
changed to a correct response with probability equal to the guessing level
specified-for the item.

Data-sets withithree'different levels of complexity were generated for
this study. These included one-factor, two - factor, and nine-factor data.
These different levels of complexity were,required to'gain understanding of
the operation of. the item sorting)procedures using simple data-sets initially,
followed by the analysis of more complex situations.
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GuessIng level and the di stributioo of item.diffi -culty were also. varied

in producing the data-sets Guessing level.s of 0, ,D5, .15, '.25, .35, :45,
.55, l.65, aild..76 were used in the study, Normal and rectangular distri- .

butions of item,difficulty were also used. The 'full set of data-sets pro-
duced, for this study are given* In Table 1, along with a label describing each
Data were generated,for 1,000 simulated subjects for all data-s,ets,

.
I
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Insert Table 1 about her

Real Data-et Only one real the-set was produced or this study, This data-
. set was constructed by 'randomly sampl ing,33 items floe: the 69 items on the

Express*: subtest of "theITED and combining them with a random- sample of 17
items from thi 36 on the Quantitative Thinking subtest from the battery, rhese
bye, subte,sts were seleCted as being the most distinct. It was hoped, there-
fore, that the resulting 50 -item test would have two factors. The item sorting
procedOres were applied to,,tie data-set to see if the two "factors could be
identi Ned : .

.

.4

Analyses °

Ar

Two typis of ?analyses were performed on the simulated land real data-sets
described above. First, the four analysis procedures werelappiied to the
numerous one' factor data-sets to deterenine the effect of guessinj on the pro-
Cedures in ttsis relatively-pure case. pata-sets with guessing varying from
0.O ta..75 were used fox this part of the sfUdygo The results of the "appli-
cat-ion of the item sorting procedures were used as a basis for interpretation

pf the further analyses on. he multidimensional data ,sets,
. 4. .0

The s":econ-dtype of analysit- performed was th e applicatio n of each of the
item sorttrog _pe.ocedures to the multidimensional data-sets. In each cast the

:procedures were evaluated on their ability to determine the underlying struct-
ure of the data Vihen guessing was a factor. Both simulated and real data-sets
wereused part of the study.

.-
OneFactor "Oita .

. .

The ftrst analysis performed was the applicationof the principal compon-
ents factor analysis techdique to the one-factor simulated data-sets, The

ihalytv'wei.etperformed on otraChoric carrelations,. A total of nine data-
sits.,;e4;11 with 60 items, a rectangular distribution of traditional difficulty
and guefsisig. varying from 0.0 to .75, were used for the initial analy-
ses , ,Of theme in the data-iets were generated using a factor loading
matrix 41,1Oadings for each item on the first facto.r and the remaining.

variancel,aftrWla4 to error.

Results

r

,
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T e of guessing' on the.size of the first factor in the principal
compon nt analysts of these dati-sets is shown in Figure 1. The plot shows
the ,pe cent .of total test variance accounted for by 'the first factor on the
test a a function of ..the guessing level. The figure also shows the KR-20
reliab 1 i ty for each test' and the" percent of.variance.accounted Tor by the

- first ctOr when data-sets generated using normally distributed traditiOnal
..

of,

item difficulties,were used.
.

From the figure, it can be seen that the percent of-v"arienCe,accounte4
for by thefirst factor of the datasets drops off fairly quickly with in.
creased guessing, The effect is somewhat greater for rectagularli distri-
buted difficulty values. Note that guessing has a much smaller effect on the
KR-20 statistic. The rjults based on phi coefficients had essentially the
same pattern, but with islightly-lower ptrcentage of variance accounted for
in the, first factor, j ,

Itisert Fike 1 .4out Here

, N

The effect of guessing,/ the factOr pattern of the,4 principal component,
results can be seen in Tatil 2. The table presents the factor loadings for,
the first three factors, the unrdtated solution derived from the tetra.
choric correlations. ' items in. this test' were arranged from hard ,t4 easy

starting with a 01 t retical proportion correct and progressing 'to a .99
'theoretical proporti correct at ,ervas.

.

t t 02 intervals. . . .

Insert Table 2' About Here

0
. ,

. . e

The loadings on the first factor,shown in Table 2 demonstrate two effectS .-

present in all of the other factor analyses. First, the loadings are reduCed 4

from th ' heoretical value of :9 over the entire. range: The loadings for %, - ,.

he eas items.Show a ,reduction tq the upper .70's.. Secondly, the, loadihgs
fora hard items dramatically show the effects of guelsi,ng. As fhe.diffi-,- ....

cul of the'jtems increase (lower .numbered items), the factOr:loadingi del.:.."'
' cl The decline starts at around item 30,'which. had a thioretiCal per-- -.."

Ce correct of .59.
.

4 . '...
,

, ,

/ , . .
. . . , . $ t

The other two factors shown. in Table 2 seem to bg two gues'si'ng factpi's..
Factor II has moderate positive loadings foi... the ,moderat'el'y diff4c lt items,

9/1

while Factor PI has moderately positive loadings for some of ,t6e 0..ydifil-

cult items. It seems that these two factors were required to- a oyet*0-,the
curvilinear nature of the guessing effect: The .phi coefficient' ilesults' were

similar, but with lower 'fattor lotdings. Also, phi coefficile tt tpsulted if)
difficOtcfactors defined by the very easy and very diffitu 'it ems. .

44.
4
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The factor analysis procedure was also, run on the tetrachoric correlations
. obtained using Cerro 11''s (1945) correction for guessing. The first three
factqrs of the factor pattern matrix, from the principal 'component analysis '

are presented i:n Table 3. As can "be seen' from' this table, the first factors ..
are now closer in magnitude 10 the .9 used to generate' the data. The guess-
ing'effe4t for the difficult items has also deminished. Further, the third
.factor no ldnger seems to be 'related to gueising. Thus, the correction for
guessing .does seem to have some effect, but the presence of the second factor
that still seems to be related to guessing indicates that all of the guessing
component has not been removed. .

.

Insert Table 3 About :Here;

-,-

. ,

. The MDSCAL and cluster analysis procedures gave conceptually similar re-
sults to that obtained by the factor analysis when applied to the one-factor
data with a guessing component, but of -course the representation was,different
due, to the different form of the analysis model.' The effect of ,guessing on ...

the MDSCAL results is shownby the dispersion of the harld items from the
tight grouping of the easier items on the test. 'Figure .2 shOws thiS effect

for a 50 item simulated test with rectangular distribution Of item difff-
ccuries and ,25 g essing level. The MDSCAL analysis was performed on tetra-.
choric correlatio . Figure-3 shows the same plot,wheri no guessing effect
was present-jn the data.' For both plots, the item were numbered from hard

cto .easy with the low numbered items being the hard/ items .

Insert Figures 2 & 3,About Here

,

, ,.

The CLUSTER and HICLUSTER procedures resulted in similar guessing effects
to those shown for the MDSCAL procedure. The 32 easiest items (with one or
two exceptions) Were grouped together into one major clUster, while the dif-
ficult items that were affected by guessing were included in several smaller -

clusters, These smaller clusters were absorbed into the large cluster when
no guessing component was present. All of these results for the other *simi-
lariticoefficients'were mud) the same so they have not been presented Mere
for the sake of brevity, .

. .

The a6'pli.c)ation of the LOGIST program to the. one factbr dat1with a guess- .
ing. component gave very good results. The program gave uniformly high ,esti-
mates for the discrimination parameters, evenly spread difficulty parameter
estimates, and accurate estimates of the guessing ,level. This fact was not .

surprising since the data ;net all of the assumptiOns..of 'the. three-parameter

1 ogi WI: .model. Since iguessing 'is built into this model, guessing effects

are of no concern. The prbgram estimates the guessing level rather than
hav-thg the results .diistorted by a ,guessing eifect.

...
)

/
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. "The real test of a procedure deitgned to sort items into
unidiA

mensiohal

sets is whether the, procedure canrecoxer the known structure of a set of
data. The simplest data-set that can be used twevallipte theprocedures is
one that is com osed of two factors of noug011y equal site. hree data-sets
of this type w ee used for the initial evaluationof the procedures used in
this study (See Table J). All three were generated using a factor loading
matrix that had.an iten factor loadinglo.9 on one factor and a 0.0 loading 1

on the other. . Haf othe items loaded on the first factor and half on the
second. Receangulirand normal distributions of guessing were 'used'. The

guessing levels used were .0, and,.25.1

Under the no guessing condition, all df the procedures except the CL STER
procedure using eta coefficients did a good job of sorting the items into
4roupi based on'their membership on the two factors. Inthe case of the
CLUSTER procedure using eta coefficients, many small clusters were formed in-
steadof two large ones. A similar result was,obtained when the procedures
were applied to the two fact, ata-set with normal distribution of diffi-

.

.culties and guessing.componen , and with an average guessing level of .2,
All of the procedures except the CUSTERprocedure using eta coefficients
could easily sort the items into unidimehsional sets. ,

1

When the two-factor data with rectangular distribution
1

of item diffi-
. culties and guessing constant at 25 wes used, duite variable resultswee ob-
tained. The principal component and principal factor results on tetrachoric
cbrrelations were ableto separate the two sets of items, but the,rettilts Were
not nearly as clear astorjhe previous two data-sets.

Figure '4 presents a plot of the items from the two factors in the space
defined by two VARIMAX faCtoros from the principal component analysis of the
tetrachoric corlselatiobs. As can if seen from the.plo,, the items from the
two factors are arranged along the two axes of....6.4,solutiOM. The more diffi-
cult items with a large guessing compoisint are closer to the origig. The

closeness of the 'two sets of items in the area around the origin could indi-
cate possiblesproblems in item'classOfication under less optimal circumstances.

Insert Figure.4 About Here

The results of; the MDSCAL analysis of this data varied in quality depend-
ing on the similarity coefficiek used,in the analysis of. the data'. The toh-

figurations based on the, eta .coefficient, pproval score,, "agreement coefficient,

and LijphartAndex resulted in poor discellrination of the two factors present
in the data, the.configurations based on the Yule's Y, Yule's Q, Goodman /Kruskal's
gamma, phi coefficient, Kendall's tau b, tetrachoric correlation and the tetra-
choric correlation correctedkfor guessing were easily divided into the sets of
items for each factor. Figure 5 presents a, plot of the MDSCAL results for the
two dtmensionol solution based on the tetrachoric correlations corrected for
guessing.

s.
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The "clds er analysis proceA sures' did not do nearly as a job of sort- '4,

ing the stets into. the two sets as did the MDSCAL and factor analysis prbced- %,

ures. The ma or problem in using the cluster analysis procedures was, in de-
termining the number of clusters Co use as a result. When two clusters were
specified for the HICLUSTER procedure the approval score correctly classified
most of the items,, From eight, to:22 items were misclassified using the other

---- -c-oe-f-f-i-c tents wi di phi coeflitl ents ;gtvi ng -poorest results . -I t -is . interest.ing.

that one of the Worst 'coefficients for use with the MDSCAL procedures, the
approval score, Was the best for use with the cluster analysis procedure.'
The 'results of the CLUSTER procedure were much worse, with seve to 37 items
misolassified. Many of the misclassification errors we're 'for t embre di ffi -

- cult i.tells, .

.

Tne application of the LOGIST procedure to the two factor ata-sets -re

stilted in very good results regardleSs of the difficulty distri ution and the
level of guessing. In all cases, the items "from:one factor had high discrim-
ination parametir estimates wni le 'thoie front the other had low arameter esti-
pates% Tnere 'was no difficUlty in sorting the items into type o data-sets.

1 .... ! .

Based on tne rather stringent'evaluation of the procedures using, the two
factor data-set with rectangularly distributed itenildifficulties) and .25 guess-
ing level, it would seem that the factor analysis, onmetric mujiidimensional
scaling, ana latent tralit analysis have promise foti sorting items into upi-
Omensional sets. Cluster analysis does not look #romisang because of tne dff-
ficulty in determining the appropriate number of clusters. the three selected
classes of procedures wall now be further evaluated using a nine f ctor data-
set. .

. .

Insert Figure About Here

r-
.

4

I

Nine Factor ()ate

In order to uate two procedUres using simulated data-set that had more
.

. . ,

.

;i

..

produced,
realistic properties tnan the two-factor data-sets, a nine - facto,, data set was
produced. 'Nis data-set was.gentrated to love a general first factor. ith ;5 . .

loadings 'for each item and eight other factors with .5 loadings for five or,
six :items and near zero loadings for all others. Itelii difficulties and \guess-

ing ilevels were normally distributed for thfts,data-set. The mean guessihg .

level was set at .2. The test data was gene'rated using pos*itive loadingt.ron ..

ths factors for all items since it was felt that the items on the typical'
ability test were positively correlated.

'

.
.

1.
.

:,

0
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'The principal component analysis of the nine fator data us ng tetrachoric'
correlations resulted in a very clear.s6rting of the item sets, esent in

tne data. After theVARIMAX rotation was performed on the 12 fa for princi-
pal- component solution, each of the sets of five or six items w well defined"
by hign loadings (.60 to 10) on its dwn factor. All other loadings on the

. factor were below .20. The analysis of phi coefficients_ gave_e_similar _

stilt, but with lower overall magnitude of the fa'ctor loadings. Since a nor-
mai djstribution of Item difficulties was used for this data-sets, eliminating
btne items, of extreme difficulty,,,, no difficulty fadtors seemed to,be present in
the results,

the_applications_ofthe MOSUL procedure also did a good job cif
'sorting the items into unidimensionilsels. .As was -f6.iii-Cpre4ious-ly- with the
two..dimensional data, analysei-based on Yule's Q; Yule's Y, Goodman/Kruskalls
gamma, Kenaalys tad b; phi cbefficient,.tetrachoric correla ion and corrected
tetrachoric correlation 'performed well. Those based on,the greement score,

the approval index, lijphartis inatx and the eta coefficient did'not, adequately t !
sort the items, Figure .6 shows the results for Yules,Q ind,x as in '.example

of these results.'

.

Insert Figure 6,,,here'

Application of the LOGIST procedure to the nine factor data also resulted
in an accurate sorting of ,the items into the appropriate item sots, but the
procedure was long anp expensive i.n terms of-computer'ttme. 'The initial cali,t
oration of the items yielded discrimination parameter estimates for all items
in tne'4 to :8 root. By deleting the items "with the lowest discrimination

, parameter pstimatps,and recalibratihg, a unidimensional subset Of items, was
eventually obtained. Unfortunately, 10 iterations of item deletions and're-
qlibrations were requfrid to get one unidimensional set,. To totally'sort ,

Vie items into sets, required ayrohibitive amount of computation. Therefore
it seems that the LOGIST program dads QV offer a viable item sorting.pro-
cedure when numerous diFensiOns are suspected to be in a test. LOGIST did

accuratebyestimates the guessing level of the items, ver, a fact that may
prove useful, in other situations,

Data I

The analysis of the two factOr and'nine factor data indicates that the%
factpr analysis and'nonmetricmultidimensional scaling "prooedurei using the
appropriate statistics did a good job of sorting the dichotomously scored test
items into .undimensional sets. UnfortUnately, simulated-data-sets never have
the same properties &s real data, so the results giVen above are only tenta-
tive. TO procedures.must be evaluated using `real data, to gib a true indi-
cation'of,their worth. ,

. - , , .

, . . .

Ashlescrioedearlier, a real data-set composed verbal expression and
.

.

quantitative items fi4oe.the ITED was produced from the flll test battery for

I

,
.

% ..

1

'
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tne purpose of performidg a realistic eyaluatio of the procedures. The dati-
set produced was composed of 33 Expression items and 17 Quantitative items.

JTnese/
sui)tests were.combined to form A reasonable two - factor data-set using

rea l data.
'

ine_ftrst Analysis peeformed'on this data-set was f4tor analysistaf the
inter-item phi, tetrachoric'and-corrected'tetrachor,ic conrelations: The re-
vlts of phe principal component and principal factor nalyses of the eta
were approximately the same, so, only the VARIMAX rotat on of the principal com-
onent results willAe discussed. The results of this analysis were fairly
good. Twenty-4* of the 33EXpression items were Corr att classified; while
14 of 174Quantitative items' were classified together. Thus 72%,of the items

0 were,correctly placed into the content categories.

The MDSCALpr=bcedure dit not. fair nearly .as well n sorting the items in-
to unidimensional .item sets. In no case could a clear distinction be made be-.
tween the contehtareas Wegedless of the' coefficient eing analyzed. The
procedure did tend'to cluster together items from the ame,content area, but
these clustersicoulenet be identified without knowledge of-the dimensions:,
emstives. Figure J.Shows the results of the MDSCAI/ procedure for the !TED

d to using Yule's Q 4tatistic. As can be seen, the quantitative items cluster
t ether, but it would be difficplt to separate the'dontent are s without some

anced knowledge 9f the content breakdown.

4

.

1

ewe

I

InAert Figure 7 about here 4
'

iv a.

tl
.DiscuSsion and tonclusion

.

Tne purpose of this paper has been to examine the capabilities of the
various procedures for sorting items into unidimensional subsets. the pro-
ceduresInclude:: factor analysis, nonmetric multidimensional scaling, cluster

.1

analysis,, and latent trait analysi5.-Both 'simulated and real data-sets of
Known structure were used to evaluatihe procedures.

The analksis of one-factor data-sets with varied levels of gue'ssing.
snowed .tne detribental effects guessing could have on these .techniques. Guess-
ing, reduced the magnitude of the factors in'the dataand metimes induced
otner "guessingl factors ,not related to ability'or item, ntentl However,
tnese detrimental effects were not noticeable when ite ifficulty and,guess-
ing were mormally:distributed. Items of more extre

.

culty were required
befbre 4uessing had a serious effect: .

-0
r

.
.

i
,Application of the procedures to the twoand nine- factordata -sets showed

'that factor analysis and multidimensional, kr- ing,had promise as techniques
for sorting items into unidimensionai sets. .Cluster analysis performed well-
in some .caset,but was droppedj'rom, considetotion because no good way .was
known to determine the number, of. Ousters." Latedt trait analysis also per-
,formed well in some(cases, but'the computational requirements of the procedure
made.it an impract4cal procedure for general use.

.

.

.
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i
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The analysis of the real test data
'cedure was the.only one which coald do
into unidimension'al sets under,realisti
placed'items from the same content area
by the/ 'proce4ure. it 0:10 not adequately
that theyecoulid be acclirately, classifie
sultsof this siudy"can be generalized
sets used, ,factor analys:g.st111 seems
ing items,intoimidimensional'sets.

S

*.

I

.$

-

1.

showed that the factor analysis pro-'.
a reasonably good job of sorting items
c conditions, Although the MDSCAL
near each.other in the space defined
differentiate the items in such a way:.

d. Thus: to" e extentlthat the re-
beyond the si ated.and real data-

to be the metho most capableof sort -

.)
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Table 1

List of Simulated#Data.Sets
1

.t.; .
)

.

Dimensionality of Data Set

e

44,

Ir -

04,
. 1 L "ti -

Label* 4=
,,

kir

. 1-0actbr SD150N .cGOO ;

'01$011% CG 15,

SD150R.CGZ§,
SD150N.CG35,
SD150R.CG45,
SD150N.CG65,
SD150R,CG75

2-Factor SD250R.CGOO,

9- Factor SD950N,NG20

SD150R.CGO
SD150R,NGi
S0150R,Na6,,
SD,r5GR'. CG

6SD15PN .CG55,

SD15011. CG65

SD250N.NG20,

S0150. CGO5
D150. CG15
15

$ 150R.CG55 y'
SD150N.CG75

-Pto..
SD250R.CG2$

.

/

moot , *,.

r
.*Thse fabel.of the' ota set describes ,the data -set,' 'The.first- two lettem.

stand for simulation data% 'The next three or four digits tell ,the lumber
-6 of (fgtors And the' number of items. All data-sets coftain. 50 'items. The

letter folio/1 nsthe 50. tells the, di stributtbn of OW ti pnal . i tem di ffi

cul ties: N orR meaning. normal or retanguTar, respectively, following the ,

, period, is or NG standing for Constant or normally distributed guessing.'
The finallt044 digits give the guessing level. The values Wen are the
guessing level 'for.CG data-sets or the mean guessing level for NG data=sets.
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Table 2-
. . .

/' ,0Factor Pattern Matrix for a Threp-actor Principal Component
. -. ,.

..

i

,

:'Item
i" I

"1 , . 6,,
V t.

.
i

2 %
...

3 :. .

4°, . - t
-

5 .

§
.."7' ,. ... l

8
9

,10 . - A

91-1 .. .

12 ,

.
. Solution to Data-Set SD15011.M25 :

, , . Facto'rk
IF V.,. III

406 13
09 , . -23

,...

14 17= . 15:

. 12 , 29
. ..0 . .:2 CF 36

25 ' 25. ..

3,0- 27.

29 43
411 23

39.
,

31
, 53 . 25..

..

3349
i-#3°

46 V

47 -

.,

,36
14

I S. -
.

4 16'. - - .- .

17.: .

. 18- , .". 19 .. -62 ".

39 0

.54 32

:55..'' , Ito -

, - '- -63. 31

.c....,./45
36

k6 ,
. 24

-
32

.
. 4: 20 4: 66' 7 " 28

21 63 s 34. ..'
..

26.,
22 ,

: '' 68.
... ., 23.. 66 ; 28..

..,. 24 ,.- -. 94.. 19
,

25 4 2071 ^oo ..;.
". 26:""

.,
..72 18,

. ' 27:- ' ri wr' 70 08 '

28 Ix, 76 *10

, . .. 29 - .7 14

..

. 40 ) 75 09 ,
.

133a
ir ". - 78 -10

32.,
. ,. .,. P"' 72 06,

: 33
. .. 77 . -09 ,...

4 34 79' -P8
35'. 4 ..... 75 -09

. 36 . - 81 ' -18
37. '. A' 77 -08 .
38 . - 78' -14-

,,
7.8., . a -20 ,...

40 78 . -2t ,

42' :- s.

,.. (3 ( ,.

77, 4 .7"-23
'41 77

.
. -23 ,1.-

43 .
. .79 -32

,
,..$

...' 44 ". 79 -35

'.. 45" .. - .77 -39
. . ', 46 z *77. -38.

;
..... do 1

.
47 75: -37

48 , .' -.. -79." -4,
. 49 75

'I

-43

so 6
..

. - ft. 63-;
J -60

31
07

36
42
31

19

38

05

37

32
14

18
-14
14
-03
-01
-04

-15

.-05

-07
- 26

01
-11
-07.

.-19
. -14- ..

06

11
-13:

-14
17 $

$ -21

' -07

. -09

15

- ,
- 07

- 10 1..
- 13 Li.

-05 -

-05 ).

-01
13

.01
- 4

19'
17

02
. 55

Note: Values are trserited without decimal pointsfor an un'rotatad solution.
. . . .
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.

: - ,

'' JAkk 3 P . l
t 4r :.`" '.".1' . r

ham; pattern. Matrix, foe. a,Three-Factor Principal Component ,
..., 1.. .

4 Solution for DqA;.9et.SD15CCCG25 Corrected for Guessing .f- :4 e,:."1.

. : .,;,. 1 i Factor
-,

. ,
, ,' I . 1

'
Note: Factor lbadings are presented,Ilitilout-decimal points:

Item

"'1

3,

6

7

8. -

9

ro .

12

13,

14 1.

. 15

16

17

18'

'19

20 .

21

22
23
24

25

26.
27

28
29
30
31 .
32'

38
34

16-

3qp

37

39

40
41 .

42
43
44 --

45

46 .

47
48
49

50

..0P. .
:, :

.- . 64 .. ' 75

.-.--4
' 78 .. g' ..92

99 . .- 48
.66 63

.. 71 69

75
:

3D

',. 91 14

64 51

90 f. . 09

72 33

100 -06'

. 95. e. '' -06

. 79 . . -01
.

95 12

. 94 1D

.,, 100 00 -,

80 17 .

98 -14:. 87 419.

94' 13

82 13 .

93 20..
..

86 19f
. 9 03

93 08 .

.90 ..
---01

". 89- 06

96 op
91 12

...

91- 02

92 -08
714

-21 '
91 , -17

82 -0
90. -48
92 14
87 .4 . -22'.

88 - . -17

84 -54

86 -13. o N
89 , -23

it in

87 .. -46

93 '-14

86 .4. -24

88. -29

94 . ',03

95 , -43 '

...
85 17! -71
72

o
-52

2

117 .
-35

05
-16
2j

. -51
19

.19

Ot
A

-33
2

-22
9

P9 .
g.
04
00.,

-26
12

0.01
18
15

11
-02
=37
-19-31.
36

07
19

.18

06

-12
-12
-12 ,

-16
-13
29

16 -
-36

16

02

06
I

ti

4y
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