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We are pleased to present this special issue of IJCV on com-
bined image and language understanding. It contains some
of the latest work in a long line of research into problems
at the intersection of computer vision and natural language
processing.

Research on language and vision has been stimulated by
recent advances in object recognition. While multi-layer (or
“deep”)models have been applied formore than twenty years
(Lawrence et al. 1997; LeCun et al. 1989; Nowlan and Platt
1995), recently they have been shown to be extremely effec-
tive at large-vocabulary object recognition (Krizhevsky et al.
2012) and at text generation (Mikolov et al. 2010). The next
logical step was to combine these two tasks to enable image
captioning: generating a short language description based
on an image (Kulkarni et al. 2013; Mitchell et al. 2012). In
2015, deep models produced state-of-the-art results in image
captioning (Donahue et al. 2015; Fang et al. 2015; Karpathy
and Fei-Fei 2015; Vinyals et al. 2015). These results were
facilitated by the MSCOCO data set, which provided multi-
ple crowd-sourced labels for thousands of images (Lin et al.
2014).

The success of deep image captioning initially seemed
promising. Had we finally solved combined image and lan-
guage understanding?A closer inspection, however, revealed
that suchunderstandingwas far fromsolved:Approaches that
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learned to repeat common patterns and relationships in the
dataset were capable of doing well (Devlin et al. 2015; Zit-
nick et al. 2016), while not necessarily generalizing to new
images. The success of parroting captions posed a challenge
to researchers, who became inspired to create new tasks that
push the boundaries of what computers can see and say.

This special issue of the International Journal of Com-
puter Vision captures some of this new research.We received
a number of submissions covering a wide variety of new
problems in vision and language, a testament to the expand-
ing possibilities in this newly burgeoning field. We selected
an assortment of papers that capture some of this diverse
research, but it is far from exhaustive. The papers in this issue
introduce new problems, solutions, and datasets in vision and
language, advancing vision and language research towards
deeper image understanding and the ability to communicate
about that understanding. The topics in this issue include:

– Visual Question Answering (VQA)—instead of generat-
ing free-form text, one can build a system that answers
intelligent questions about an image. The task ofVQA for
testing image understanding was first proposed in 2014
(Malinowski and Fritz 2014), which stimulated a number
of subsequent papers (Antol et al. 2015; Jabri et al. 2016;
Ren et al. 2015). In this issue, the paper titled “VQA:
Visual Question Answering” follows up on (Antol et al.
2015) and presents improved models and the results of a
VQA challenge held in 2016.

– Relationships between Objects—many image under-
standing tasks require modeling not only the objects in
the image, but also the relationships between them (Mal-
isiewicz and Efros 2009; Parikh et al. 2008). However,
existing image datasets lack appropriate annotations. In
the paper “Visual Genome: Connecting Language and
Vision Using Crowdsourced Dense Image Annotations,”

123

http://crossmark.crossref.org/dialog/?doi=10.1007/s11263-017-0993-y&domain=pdf


2 Int J Comput Vis (2017) 123:1–3

the authors introduce a large-scale dataset to advance
research in this area. The Visual Genome dataset repre-
sents the largest densely-annotated collection of objects,
relationships and attributes to date. The paper also intro-
duces a formalized representation of entities and their
relationships in the form of a scene graph, and con-
nects the entities to the widely used WordNet semantic
database.

– Region-to-Phrase Correspondence—going beyond pro-
ducing a single caption for the entire image, this task
establishes correspondences between descriptive phrases
and image sub-regions (Sadeghi andFarhadi 2011). In the
paper “Flickr30k Entities: Collecting Region-to-Phrase
Correspondences for Richer Image-to-Sentence Mod-
els,” the authors extend the popular Flickr30k dataset
to link mentions of objects in its captions to appropriate
regions. They also add co-reference chains linking differ-
ent mentions of the same region across multiple captions.
This work enables a new benchmark for localizing text in
images and presents a strong baseline for this problem.

– Movie Captioning Similar to how captions may be gen-
erated from a single frame, they may also be generated
from many frames—such as the many frames per sec-
ond in a video. Such work adds information about the
context in which the image was taken, leveraging the
temporal stream of events that give rise to a description
(Guadarrama et al. 2013). Movies represent a potential
source of data, as they often contain an Audio Descrip-
tion channel that allows visually impaired audiences to
follow along by describing what is happening on screen.
The paper titled “Movie Description” leverages this data
source and contributes a large scale benchmark for movie
captioning. The dataset contains clips from 200 movies
as well as transcriptions of the audio captions aligned
to the clips. The paper also describes the results of two
challenges held in 2015 and 2016.

We hope that readers enjoy this deep dive into modern
vision and language research.
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