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Abstract

Combining the agility of Micro Aerial Vehicles (MAV) with the dexterity of robotic arms leads to a new era of Aerial

Robotic Workers (ARW) targeting infrastructure inspection and maintenance tasks. Towards this vision, this work focuses

on the autonomous guidance of the aerial end-effector to either reach or keep desired distance from areas/objects of interest.

The proposed system: 1) is structured around a real-time object tracker, 2) employs stereo depth perception to extract the

target location within the surrounding scene, and finally 3) generates feasible poses for both the arm and the MAV relative

to the target. The performance of the proposed scheme is experimentally demonstrated in multiple scenarios of increasing

complexity.

Keywords Vision based guidance · Aerial manipulator · MAV

1 Introduction

MAVs are platforms that embody a significant active

research effort within the robotics community, since they

are characterized by simple mechanical design and versatile

movement. These capabilities are suitable for the execu-

tion of complex tasks which are impossible or dangerous

for a human operator to perform. These platforms, so far,

have been integrated in the photography-filming industry,

but, more and more resources are invested towards remote

inspection applications. Some examples of up-to-date

efforts to employ MAVs include infrastructure inspec-

tion [1, 2], public safety such as surveillance [3] and search

and rescue missions [4].

A new trend that is currently emerging with fast pace

includes the interaction capabilities of such platforms.

Instead of carrying only sensors, ARWs could be endowed

with lightweight dexterous robotic arms as depicted in

Fig. 1, expanding their operational workspace [5, 6].
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Generally, the vision of integrating aerial robotic plat-

forms in the industrial process is an emerging research

movement in its infancy, with quite a few open challenges.

Advanced localization, physical interaction, navigation and

perception are capabilities that an ARW should possess

when employed for the infrastructure inspection and main-

tenance tasks. Among these topics, the scope of this article

is to propose a system with advanced perception capabili-

ties, as the middle step before the manipulation task. These

capabilities are primarily expressed by augmenting the envi-

ronmental awareness of the robotic vehicle with detection

modules. The detection modules are developed to identify

targets with specific characteristics like shape, color, tex-

ture. The target recognition is coupled with the stability of

the multirotor vehicle, since the control modules process

the information of the image processing step. An industrial

environment can be harsh and pose various challenges in

the visual part, like illumination changes, occlusions, and

target losses. Therefore the combination of visual process-

ing with machine learning could be one of the most robust

approaches in terms of object tracking.

Only a limited number of works have considered the

visual guidance system as a means to assist the manipula-

tion task. More specifically in [7], a vision-based guidance

system for a 3 degrees of freedom (DoF) manipulator has

been developed. This work presented an image-based visual

servoing (IBVS) scheme using image moments to derive

the velocity references for commanding the coupled sys-

tem (MAV and manipulator), while the object detection was

based on color thresholding. An adaptive controller was
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Fig. 1 An aerial robotic worker

designed to switch between position and IBVS control,

while the authors of [7] extended their work on manipula-

tion in [8], by proposing a guidance system for cylindrical

objects, where the detection has been performed using ran-

dom and sampling consensus (RANSAC) ellipse detection.

In this work a stochastic Model Predictive Control (MPC)

has been employed to handle x and y rotational velocities as

stochastic variables. In [9] an aerial manipulator guidance

system has been presented, where the novelty of this work

stems from the designed hierarchical control law that prior-

itizes tasks like collision avoidance, visual servoing, center

of gravity compensation and joint limit avoidance during a

flight. In [10] a tree cavity inspection system has been pre-

sented based on depth image analysis and image processing,

while the overall goal was to drive the end-effector inside

the cavity. In [11], a stereo vision system for object grasp-

ing has been proposed with a detection algorithm to learn

a feature-based model in an off line stage and then use it

online to detect the targeted object and estimate its relative

pose. Finally, in [12] a hybrid visual servoing with a hierar-

chical task-priority control framework for MAVs has been

presented. In this work a hybrid control framework has been

developed combining image-based as well as position-based

visual servoing for the target approaching.

The main aim of the current manuscript is to extend the

state of the art of visual processing on guidance for aerial

manipulation, by proposing an experimentally evaluated

guidance system with two major merits. Firstly the ability

to detect and track generic objects, without focusing on

specific characteristics (geometry, shape, motion, color)

compared to [7–10, 12]. Secondly by combining the robust

object tracking with the stereo vision, the system is

applicable to textured and planar targets compared to [11].

In this work the guidance system is limited to approaching

the target without performing any interaction with the target.

More specifically, the stereo guidance module is introduced

to bring the target in the active workspace of the ARW.

Additionally, in this work the implemented object tracker

is based on the Kernelized Correlation Filter (KCF) [13].

This tracker provides a high speed performance and robust

tracking efficiency, while it works for generic type of

targets. Finally, this work is among the few that report

experimental trials, considering target monitoring tasks,

depicting the performance of the proposed guidance system.

The rest of this article is organized as follows. In

Section 2 the hardware and software components of the

experimental system are discussed, while in Section 3 the

kinematic modeling and control of the robotic platform

is presented. In Section 4 the vision guidance framework

for aerial manipulation is established, including the object

tracker and the stereo processing parts and in Section 5

multiple experimental results that prove the efficacy of the

proposed scheme are presented. Finally in Section 6, the

conclusions are drawn.

2 SystemDescription

2.1 AscTec NEO Hexacopter

This work employs the aerial research platform from

Ascending Technologies, the NEO hexacopter, depicted

in Fig. 1. The platform specifications are summarized in

Table 1. It is also equipped with an onboard flight controller

with a tuned low-level attitude controller. The onboard

computer communicates with the flight controller at 100 Hz

through a serial port, while the state estimation is performed

by combining pose measurements with the onboard IMU.

2.2 The CARMA Aerial Manipulator

The robotic arm introduces manipulation capabilities to the

multirotor and it is a planar robotic arm with 4 revolute

joints mounted underneath the aerial platform, as shown in

Fig. 2. The manipulator weight 500 gr, while it is capable

of holding various types of end-effectors like a grasper,

a brusher, a camera holder, or even an electromagnet for

lifting heavy objects.

Table 1 AscTec NEO hardware and software specifications

AscTec NEO

Diameter 0.59 m

Height 0.24 m

Propeller length 0.28 m

Payload 2 kg

Processing unit Intel NUC i7-5557U

Flight time Max 15 min

OS Ubuntu Server 14.04
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Fig. 2 Left - CAD design of the

CARMA manipulator. Right -

CARMA parts explosion view

(Video Link at [14])

Some highlights on the design of the manipulator are the

following:

– a robust and sturdy mechanism with belts for motion

transmission

– linear potentiometers for joint angle feedback.

– multiple end-effector types

Compact AeRial MAnipulator (CARMA) is regulated

using a cascaded position-velocity Proportional Integral

Derivative (PID) control scheme. More specifically, the

joint positions derived from the inverse kinematics consist

the reference to four standalone PID controllers, one

controller for every joint. A full description on the design

and modeling of the manipulator was presented in [15].

2.3 Visual Sensor

The onboard system of sensors used, consists of a custom

made stereo camera depicted in Fig. 3. The stereo camera is

attached on the end-effector in an eye-in-hand configuration

for the target detection and tracking tasks. The camera frame

rate is set to 20fps at the resolution of 640x480 pixels.

The baseline of the stereo sensor is 10 cm. All processing

considers pre-calibrated visual sensor with known intrinsic

and extrinsic parameters.

Fig. 3 Visual Sensor in an eye-in-hand configuration for aerial

manipulation (Video Assembly at [14])

The software architecture of the complete vision system

is modular and has the merit of integrating localization,

control and guidance subsystems . A graphical overview of

the proposed architecture and the utilized novel combination

of the software components is provided in Fig. 4, where

regarding the stereo module I1, I2 are camera frames,

P and Pbounded are pointclouds, B is the bounding box

and xc, yc, zc are the centroid coordinates and waypoints

pW , φ. From the perspective of the aerial vehicle the motor

commands υv and υm for the hexarotor and the manipulator

are generated using pose and twist measurements from the

Motion Capture system (moCap) and IMU multi-sensor

fusion. The software is implemented in C++, using ROS1

framework and OpenCV2 and PCL3 libraries.

The guidance components consist of an integrated stereo

based system (described in Section 4.2)). In both cases, the

target is identified within the sequential frames (provides

a bounding box), using the proposed robust detection

scheme (described in Section 4.1). The former is used to

extract the centroid of the manipulated object, compute its

relative configuration with respect to the MAV, generate

proper trajectory and align the end-effector properly with

the grasping point, by processing the pointcloud generated

from the stereo camera. Thus, the vision system is able

to generate joint position commands for the manipulator

and pose commands for the multirotor. All computations

regarding the detection and tracking components are

executed onboard the MAV, to avoid communication latency

issues. The detection initialization is performed using an

external station, allowing the user to select the object of

interest, while communicating through a wireless link.

The multirotor includes three main subsystems to

provide autonomous flight, namely the localization system

based Vicon MoCap,4 a Multi-Sensor-Fusion Extended

Kalman Filter (MSF-EKF) [16] for state estimation and

1http://www.ros.org/
2https://opencv.org/
3http://pointclouds.org/
4https://www.vicon.com/
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Fig. 4 Overall system software architecture of the guidance system

finaly the linear Model Predictive Control (MPC) position

controller [17–19] for trajectory following.

The manipulator’s forward and inverse kinematics

are interfaced to support the guidance systems in set-

ting/estimating the arm configuration. Moreover, the kine-

matics of the robotic arm consider and compensate the MAV

pitch (from the odometry of the vehicle). The manipulator

is endowed underneath the aerial platform and the manipu-

lator base has a fixed position relative to the MAV center of

mass. In the developed system the manipulator kinematics

define the end-effector position relative to the manipulator

base. In case the MAV does a pitch command the level of

the manipulator base changes and the end-effector position

is affected. A cascade joint position and velocity controller

are implemented to control each joint, while the calculated

joint variables are inserted in four independent cascade PID

controllers.

3 Reference Frames

In this established framework, several coordinate frames are

used as depicted in Fig. 5. The world frameW is fixed inside

the workspace of the robotic platform, the body frame of the

vehicle B is attached on its base, while the manipulator’s

frame M is fixed on the base of the manipulator. Finally,

the stereo camera frame C origins on the left camera

and is firmly attached to the end-effector frame E . The

transformation of the point pC to the frame E is expressed

through the homogeneous transformation matrix T E
C

(pE =

T E
C

pC). For the rest of this article the superscript denotes

the reference frame. Accordingly, pE can be expressed in

the manipulator’s frame M, using the forward kinematics.

More specifically, pM = T M
E

(q) pE , where T M
E

(q) is the

homogeneous transformation matrix from the end effector’s

frame to the base frame, which depends on the current

manipulator joint configuration q = [q1, · · · , qn]. Finally,

the manipulator is firmly attached to the MAV, thereafter

the transformation matrix T B
M

is constant, expressing the

relative pose between the vehicle base and the manipulator

base. The pose of the target pB, relative to the multirotor

base frame, is calculated through pB = T B
M

pM.

4 Vision for Aerial Manipulation

4.1 Object Tracking

On of the baseline components for an ARW to fulfill

autonomous guidance for aerial manipulation tasks is

perception. More specifically, vision is considered a primary

cue because of the rich information it can provide and is the

key for a robust and reliable operation of the aerial platform.

Within this work, the perception capabilities focus on target

detection and tracking using the onboard camera, as well as

the stereo processing module to extract the target waypoint.

The object tracker forms the core module for a robust and

stable aerial guidance system, to address challenges posed

in complex environments, such as out-of-view events and

Fig. 5 Coordinate Frames of the aerial platform
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background clutter [20] . During the years multiple efficient

tracking algorithms [21] have been proposed, but many

algorithms are not suitable for MAV applications, since they

require high computational resources.

A tracking category that could address these challenges

are the tracking-by-detection algorithms. Briefly, these

tracking algorithms are treated as binary classification

methods, since they constantly try to discriminate between

the target and the background using decision boundaries.

The tracking mechanism is online using patches of both

target and background captured in recent and past frames.

In this article, the tracking-by-detection approach for

robust tracking during manipulation guidance is based on

the Kernelized Correlation Filter (KCF).

The outcome of this process results in a 2D bounding

box, defined as a set B with xb and yb cooridnates (1).

B = {(xb, yb) ∈ R
2| xmin < xb < xmax , ymin < yb < ymax}

(1)

where {(xmin, ymin), (xmin, ymax), (xmax, ymin), (xmax, ymax)}

are the four corners of the bounding box in the image plane.

4.2 Stereo Based Guidance

A major part of the proposed system includes the guidance

layer based on stereo vision during the exploration phase of

the MAV. This part is used when the target of interest lies

within the depth range of the stereo camera. The goal is to

bring the aerial platform in the proximity of the target by

following a simple but efficient strategy.

The basis of the 3D perception of the system is structured

around the reconstruction capabilities of the stereo sensor.

The overall process is initiated by calculating the 3D

structure of the area perceived from the stereo pair, using

Semi Global Block Matching (SGBM) [22] method. The

stereo mapping function S(x, y) maps a point (x,y) from the

image pixel coordinate frame to the camera frame as shown

in Eq. 2.

S(x, y) = (X, Y, Z) (2)

Thus, a pointcloud P is formulated as P = {S(x, y)}.

A pointcloud filtering method is proposed to robustly

isolate the region of interest, combining information from

both the dense mapping and the object tracker presented in

Section 4.1. More specifically, the points belonging to the

2D bounding box B are translated to a pointcloud Pbounded

using the stereo mapping function as

Pbounded = {S(x, y)| x ∈ xb , y ∈ yb} (3)

In the proposed system the centroid extraction depends

on the processed pointlcoud, therefore additional back-

ground parts in the model will downgrade the accuracy

of the centroid. Therefore the clustering method Region

Growing Segmentation [23], part of the pointcloud pro-

cessing component (Fig. 4) is implemented using smooth

constraints, to partition Pbounded into separate regions. The

clustering of the bounded 3D points into groups is selected

to remove parts of Pbounded that do not belong to the desired

target and are directly passed from the object tracker. Usu-

ally, the extracted bounding box does not entirely enclose

the target but also includes parts of the background.

The assumption in the proposed process is based on

the concept that the target of interest covers the largest

part of the bounding box and therefore the largest part of

Pbounded . The size of every cluster in Pbounded is verified by

a heuristic threshold that has been designed to further merge

neighboring clusters that do not meet size requirements. In

this manner the 3D centroid of the target in Pbounded lies

in the cluster with the maximum area. Finally, the centroid

[xc, yc, zc] is extracted as the average position of the point

in the cluster. Overall, there is no metric information of the

target provided a-priori.

On top of the already described process, the pointcloud

is filtered to remove invalid values with the aim of further

refining the centroid position. It is also downsampled

to reduce the number of points through Voxel Grid

Filtering [24] for faster processing which is critical for the

aerial platform. An extra step is considered for targets that

are attached in planar surfaces, where the background plane

is segmented using RANSAC [25]. Figure 6 provides a

stepwise visualization of the pointcloud filtering process. In

the clustered point cloud the points include only the circle

and cross parts of the target, while the white background is

merged after the final filtering step as shown in the right.

The centroid information is transfered to the body frame

of the aerial vehicle B using the transformation from

camera as well as the manipulators kinematics. The stereo

guidance subsystem is finalized with the generation of

the proper waypoint Wp = [pW , �] using the extracted

centroid location, where pW represent the x, y, z positions

in frame W , while � the orientation of the MAV in

frame W . In this case the aerial manipulator is given a

predefined joint configuration q1, q2, q3, q4 according to the

task requirements. The MAV waypoint is converted into

position-velocity-yaw trajectory, which is provided to the

utilized linear model predictive controller. The trajectory

generator takes into account the sampling time Ts of the

position controller and the desired velocity along the path,

denoted by �Vd . The trajectory points are obtained by linear

interpolation between the waypoints, in such a way that the

distance between two consecutive trajectory points equals

the step size h = Ts || �Vd ||. The velocities are then set

parallel to each waypoint segment and the yaw angles

are also linearly interpolated with respect to the position

within the segment. The overall process is summarized in

Algorithm 1.
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Fig. 6 Pointcloud filtering steps, on the left the original pointcloud, in the middle the clustered pointcloud and on the right the final filtered

pointcloud including the whole target

Algorithm 1 Stereo guidance.

Select object to track

for {i : 1 : #f rames} do

{xb, yb} ← Object Tracker

Pbounded ← Stereo Mapping(xb, yb)

xc, yc, zc ← Pointcloud processing(Pbounded )

q1, q2, q3, q4 ← Manipulator Joint configuration(xc,

yc, zc)

pW , � ← Waypoint Extraction(xc, yc, zc)

end for

5 Experimental Results

The developed guidance system has been extensively

tested in real scale experimental trials. The evaluation was

performed indoors in the Field Robotics lab flight arena

located at Luleå University of Technology. The flight arena

covers a volume of 5 × 5 × 3 m3. The validation process

is two-fold, representing each part of the proposed system.

More specifically, the tests were focused, initially, on the

performance of the visual tracking standalone system. The

second validation step considered the guidance submodule

based on stereo processing for the case of target monitoring.

5.1 Visual Tracking

This experimental part is designed to demonstrate the

performance of the tracker, while the MAV is flying close

to the target of interest. These experiments include the

manual navigation of the ARW in the frontal area of

the object of interest following different paths, including

hovering, longitudinal and lateral motions. The main goal

is to provide an insight of the tracker capabilities to track

targets with different characteristics (e.g. shape, color)

during the deployment of the aerial manipulator, while on

the other hand analyze the computation time of this module.

To this end, the trials have been performed considering

three different types of objects to track: 1) a planar

pattern, 2) a custom 3D printed object with rectangular

base housing a semicircle, and 3) a screwdriver tool, which

are targets with incremental complexity. Moreover, the

computational analysis considers the execution times of the

aforementioned parts using the available hardware system

(as presented in Section 2), while it has been realized

through ROS.

Figure 7 demonstrates the use of KCF in the current

guidance system. More specifically, the figure provides

snapshots of different instances from the onboard visual

sensor of the two objects, showing the ability to continu-

ously monitor the target that lies within the field of view of

the camera.

The system has undergone an analysis of the computation

time for the most critical parts 1) the object tracker and

2) the point cloud processing part of the stereo module.

The results consider the execution time for 100 executions

of each part, which are visualized in following histograms

(Fig. 8a, b). The results show that the stereo processing

module is the most computational demanding process of the

proposed system with an average performance of 0.4584

sec per run. On the other hand, the tracker execution time

averages an 0.0121sec. Additional timing dependencies

of the system depend on the internal communication

architecture of ROS, on network latencies, as well as the

camera frame rate.

5.2 Stereo Based Guidance

This section presents the validation of the proposed system

for a target monitoring mission. More specifically, the end-

effector of the aerial platform is autonomously guided to a

desired position relative to the target in an initially unknown

environment, without performing any physical interaction.

The experimental trials examine the performance of the

1550 J Intell Robot Syst (2020) 100:1545–1557



Fig. 7 Experimental tracking

results for three different

objects. In the first row, multiple

snapshots of the tracking

process for the object 1 have

been extracted, in the second

row, multiple snapshots of the

tracking process for the object 2

have been extracted, while in the

third row, multiple snapshots of

the tracking process for the

object 3 have been extracted

(Video Link at: https://youtu.be/

a7g 2Ip2VWE)

Fig. 8 Execution time versus number of encountered time delays after a set of 100 executions for the visual tracker
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Fig. 9 MAV actual trajectory derived from the experimental trials of

the stereo-based guidance. Case 1: relative distance with the target

25 cm. The developed guidance system contributes to the task with

the red and green part of the overall trajectory. The red part is fol-

lowed after the extraction of the centroid, while in the green part the

robotic platform is hovering. The blue parts of the trajectory consti-

tute the initialization (hovering on a fixed position) and termination

phases (landing) of the experiment. (Video Link at:https://youtu.be/

MObjUF1NI-8

system in terms of task execution and accuracy regarding the

end-effector - target alignment. A merit of this approach is

the depth information derived from the stereo system, which

simplifies it’s architecture. Nevertheless, it is crucial to

mention that the performance depends on the stereo camera

specifications.

Initially the aerial vehicle takes off and navigates to a

user defined waypoint, using the high level position control.

When the MAV reaches the waypoint, the target of interest

lies within the field of view of the stereo camera. The

next step for the operator is to select the bounding box

for the desired target, so that the tracking algorithm can

learn online the target for sequential detection, as discussed

in the previous section. A generic object of interest is

placed on top of a bar inside the flight arena. While the

aerial platform hovers at the initial waypoint, the depth

from the stereo camera is converted in a pointcloud and

is processed using the refining methods to extract its 3D

position from the rest of the background. In this manner

the relative position between the MAV body frame and the

target are calculated. In parallel, the current position of

the manipulator is calculated from the forward kinematics

to calculate the relative transformation between the end-

effector and the MAV base. Afterwards, the end-effector

is driven to the final grasping configuration, based on the

application requirements, using its inverse kinematics. The

joint configuration for the final grasping is predefined, but

always considers the position of the object.

Within this work three experimental trials have been

performed to showcase the performance of the system in

various situations. More specifically, experiments one and

two deal with the same target but different monitoring

positions, while experiment three presents the system

operation with a different target.

Figure 9 depicts the 3D trajectory followed by the aerial

platform, while Fig. 10 depicts the path of the end-effector

position versus the execution time of the experiment.

xee, yee and zee correspond to the end-effector position

measurements in the W frame. The Fig. 10 shows that

the proposed approach was able to perform the task and

drive the end-effector close to the target approaching the

reference values in all axes. The object tracking process,

detected and kept the object inside the cameras’ field of

view during all the phases of the experiment successfully.
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Fig. 10 End-effector setpoints vs the actual setpoints for the first

experiment. The plots represent the initialization phase (centroid

and waypoint calculation, the waypoint following, the hovering part

relative to the target and finally the landing
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Fig. 11 MAV actual trajectory derived from the experimental trials of

the stereo-based guidance. Case 2: the end-effector reaches the target.

The developed guidance system contributes to the task with the red and

green part of the overall trajectory. The red part is followed after the

extraction of the centroid, while in the green part the robotic platform

is hovering. The blue parts of the trajectory consist the initialization

(hovering on a fixed position) and termination phases (landing) of the

experiment. (Video Link at:https://youtu.be/MObjUF1NI-8

Moreover, the MAV is able to hover in front of the object at

a desired distance.

Similarly, Fig. 11 depicts the 3D trajectory followed by

the aerial platform, while Fig. 12 depicts the path of the

end-effector position versus the execution time of the exper-

iment. From the implemented tests the proposed approach

was able to perform the task and drive the end-effector

close to the target. The object tracking process, detected and

followed the object during all the phases of the experiment

successfully. Additionally, the method showed satisfactory

performance for extracting the target centroid position.
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Fig. 12 End-effector setpoints vs the actual setpoints for the second

experiment. The plots represent the initialization phase (centroid

and waypoint calculation, the waypoint following, the hovering part

relative to the target and finally the landing

Finally, experiment three presents the deployment of the

system to approach a target with different shape and color.

Figure 13 depicts the 3D trajectory followed by the aerial

platform, while Fig. 14 depicts the path of the end-effector

position versus the execution iterations of the experiment.

In this case the object has been placed in another part of the

flying arena and the main motion of the aerial vehicle was

in the x axis. The plots depict the trajectory following and

hovering parts of the manipulator guidance.

Those three experimental cases demonstrate the capabil-

ities of the method, highlighting that the system can reach

task-desired configurations. Table 2 summarizes the relative

distance to the object as well as the Mean Absolute Error

(MAE) for the real world experiments. The MAE values

correspond to the hovering part in the relative position to

the target and not the overall trajectory followed. The exper-

imental trials show that the system is able to extract the

depth with a substantial accuracy, while the other waypoints

depend on the extracted bounding box.

The average time of execution from take-off till landing

was about 2.5min, while the stereo module standalone takes

around 1min. Nevertheless, experiment three demonstrates

that the second object is more challenging to track and

monitor, since it has smaller size inducing errors in the

centroid extraction, which leads to greater deviations from

the reference values.

Apart from the depth accuracy of the camera the

bounding box selection from the object tracker is also

critical for the centroid extraction. Figure 15 demonstrates a

case where the extracted bounding box includes part of the

background of the object on the right part, adding an offset

on x axis in the centroid measurement. Overall, this system

is able to guide the end-effector in close proximity with the

target and can assist in the task of guidance as the initial

step.
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Fig. 13 Snapshot from the

experimental trials of the

stereo-based guidance, depicting

the MAV hovering in front of

the second object. (Video Link

at:https://youtu.be/

MObjUF1NI-8

5.3 Lessons Learned

Throughout the experimental trials many different expe-

riences were gained that assisted in the development and

tuning of the algorithms utilized. Based on this experiences,

an overview of the lessons learned is provided including

insights on the further developments in the field. This work,

compared to the state of the art, tried to highlight the chal-

lenges of two major components that are critical for the

guidance of the aerial manipulator, namely: 1) the object

tracking and 2) the object localization. Overall, from a prac-

tical point of view, the aerial manipulator will be mainly

utilized in cases that require interaction with the environ-

ment either with objects, surfaces or other generic regions

of interest. In these cases the critical part is the sequential

tracking of the object in multiple frames rather than the ini-

tial detection, since this role can be played by the operator.

Moreover, once the object ha been identified in multiple

frames it should be localized relative to the end-effector

to generate the proper commands. Below are listed some

challenges in different aspects of the end-effector guidance

process.

Fast Tracking The ability to track the object in real time.

In this work the utilized tracker was able to operate at the

camera fps (20 fps) on an Intel NUC i7-5557U. The tracking

speed depends on the application needs and there are other

factors that can limit it except the tracking like the camera

fps. This tracker is suitable and recommended for real time

applications.

Generic Object Detection Ability to detect generic

objects (without prior knowledge on geometry, shape,

motion, color) depending on the application requirements.

Section 5.1 presents experimental trials on the generic

object tracking capabilities. The algorithm requires an

Fig. 14 End-effector setpoints

vs the actual setpoints for the

third experiment. The plots

represent the waypoint following

phase and the hovering part

relative to the target
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Table 2 Reference distance to the target and MAE

Experiment 1 Experiment 2 Experiment 3

Distance to target 0.25m y-axis 0m y-axis 0.6m x-axis

Relative X MAE 0.098m 0.07m 0.02m

Relative Y MAE 0.025m 0.08m 0.08m

Relative Z MAE 0.07m 0.10m 0.10m

initial detection of the target, provided from an object detec-

tion algorithm or the operator and then is able to continue

tracking it. The tracker shows substantial performance

when tracking non identical and distinctive from their sur-

roundings objects, regions/surfaces and is recommended

for the respective application scenarios.

Object Re-Detection The ability to continue tracking the

object after a loss event (target occlusion or target out-of-

view) that often occur with abrupt motions. The current

version of the tracker does not handle target re-detections,

which is a major point for future work and improvements.

Once the object is outside the field of view the tracking

algorithm cannot recover.

Morphology Handling The ability to continue tracking the

object when the morphology of the object changes due to

different viewing angles/distances. The tracker is able to

continue tracking the object up to an extent. There were

cases where the MAV was flying around an object and the

tracker was losing the object, while part of the object was

still inside the field of view of the camera. The general

experience gathered from the experimental trials showed

Fig. 15 Pointcloud of the object having extracted the surrounding

environment and the calculated centroid of the target depicted with the

purple colored sphere

that the tracker was able to handle 30-40% morphological

angle distortions before losing track. On the other hand,

the tracker shows substantial performance when varying

relative distance to the target adapting the bounding box

respectively. This tracker is recommended for cases when

the guidance scenario aims to bring the end-effector close to

the object without involving major angle distortions. Nev-

ertheless, when the object is lost from the angle distortion

the operator can re-initialize the tracking and continue the

guidance.

Complex Regions of Interest The ability to continue track-

ing the object of interest when the surrounding environment

is complex and is difficult to distinguish them. Section 5.1

provides an example where the background and the object

of interest have similar appearance and it is difficult for

the tracker to operate without modifying the background.

Case 3 of the object tracking is an example of the limi-

tations and failure cases of the tracker. This tracker is not

recommended in cases where the object is similar to its

surroundings.

Depth Perception In realistic manipulation tasks, like

cleaning tasks, it is imperative to have a dense and accurate

estimation of the robot’s workspace. In this work a custom

made stereo camera has been employed as described in

Section 4.2. The camera baseline was fixed at 10 cm. The

stereo sensor was able to provide reasonable accuracy

within a workspace of 2 m keeping the depth error with

a mean value of 5 cm. Moreover, the camera intrinsic

and extrinsic calibration is a fundamental process that

affects its performance and should be repeated before

every experiment. Overall, the performance of the specific

hardware was substantial for experimental trials in the lab.

Nevertheless, the depth perception plays an important role

in the proposed guidance scheme and other alternatives

could be also explored in future works to increase both

accuracy and the range of the active workspace.

6 Conclusions

The aim of this article was to present a vision-based guid-

ance system, structured around a robust object tracker, for

aerial manipulation, while characterized by stereo process-

ing for target monitoring tasks. The proposed system is con-

sidered the necessary tool to enable autonomous physical

interaction tasks. Two different types of experiments have

been presented to demonstrate the merits of the proposed

method. Initially the object tracker has experimentally

shown generic target tracking capabilities based on 3 differ-

ent cases of objects. Additionally, the second experimental

phase focused on the performance of the stereo-vision

1555J Intell Robot Syst (2020) 100:1545–1557



guidance scheme. It should be stated that the system has

been limited to approaching the target and not interacting

with it, since during interaction, the MAV, the manipulator

and the object are becoming a coupled system, that needs

different overall control reconfiguration and it is consid-

ered as out of the scope for this article. Finally, lessons

learned and limitations have been discussed, motivating

future works in the field.
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