Guidelines, Criteria, and Rules of Thumb for Evaluating Normed and Standardized Assessment Instruments in Psychology
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Clinicians are often faced with the critical challenge of choosing the most appropriate available test instrument for a given psychological assessment of a child, adolescent, or adult of a particular age, gender, and class of disability. It is the purpose of this report to provide some criteria, guidelines, or simple rules of thumb to aid in this complex scientific decision. As such, it draws upon my experience with issues of test development, standardization, norming procedures, and important psychometrics, namely, test reliability and validity. As I and my colleagues noted in an earlier publication, the major areas of psychological functioning, in the normal development of infants, children, adolescents, adults, and elderly people, include cognitive, academic, personality, and adaptive behaviors (Sparrow, Fletcher, & Cicchetti, 1985). As such, the major examples or applications discussed in this article derive primarily, although not exclusively, from these several areas of human functioning.

Standardization Procedures

Although numerous assessment instruments used in the behavioral (and medical) sciences are not standardized appropriately on relevant demographic variables, the importance of this critical process cannot be underestimated. The standardization of any test of intelligence needs to be based on systematic stratification on the following variables: age; gender; education, occupation, or both; geographic region; and urban versus rural place of residence. In this sense, the Wechsler Adult Intelligence Scale—Revised (WAIS-R; Wechsler, 1981) "represents the ultimate in adult norming of a Wechsler battery" (Kaufman, 1990, p. 76). The same procedure was also used successfully in the development of the survey and expanded editions of the revised Vineland Adaptive Behavior Scales (hereinafter the revised Vineland; Sparrow, Balla, & Cicchetti, 1984a, 1984b), in the Kaufman Assessment Battery for Children (K-ABC; Kaufman & Kaufman, 1983), and, most recently, in the development of the Kaufman Adolescent and Adult Intelligence Test (KAIT; Kaufman & Kaufman, 1993).
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Such overlapping standardization samples result in comparative norms that are very useful to clinicians, teachers, parents, and administrators. For a more comprehensive treatment of this topic, specifically of how information deriving from cognitive and adaptive behavior tests that were normed and standardized on the same overlap sample can facilitate the development of specific remedial programs, see Cicchetti and Sparrow (1990); Cicchetti, Sparrow, and Rourke (1991); and Sparrow and Cicchetti (1985, 1987, 1989).

Perhaps the single most valuable derived score, based on successful test standardization and norming procedures, is the development of a series of standard scores that can then be used to determine the level of functioning of a given individual of a given age in comparison with her or his standardization peers, in terms of a percentile rank. The usual procedure, although there are exceptions, is to express a given standard score on a normative sample mean of 100, with a standard deviation of ±15. Because standard scores are normally (or Gaussian) distributed, a score of 100 is at the 50th percentile, a score of 85 is at the 16th percentile, and a score of 130 is beyond the 95th percentile of functioning. This test information derives from well-standardized and well-normed assessment instruments and is always applicable at the level of total or overall indices of functioning, such as an adaptive behavior composite score (Sparrow, Balla, & Cicchetti, 1984a; Sparrow & Cicchetti, 1989); a Full Scale IQ (e.g., Kaufman & Kaufman, 1993; Wechsler, 1981); or the K-ABC Mental Processing Composite (Kaufman & Kaufman, 1983). One notable exception to the 100 ± a standard deviation of 15 pertains to the fourth edition of the Stanford–Binet Intelligence Scale (Thorndike, Hagen, & Sattler, 1986), which was normed on a mean of 100 and a standard deviation of 16.

Although specific Vineland domains (e.g., Communication, Daily Living Skills, Socialization, and Motor Skills) are also normed on standardization samples with means of 100 and standard deviations of ±15, the typical subtest score for intelligence or IQ tests is often based on a mean of 10 and a standard deviation of ±3. Thus, on the KAIT, one can expect that 99% of a normal sample would produce standard scores on a given subtest (e.g., auditory comprehension) between a range of 1 and 19 (Kaufman & Kaufman, 1993).

Before leaving the topic of standard scores, it is important to mention briefly the concept of confidence intervals, sometimes referred to as bands of error. A given standard score can be banded with a range of confidence intervals that have been constructed to take into account the standard error of measurement of the test instrument. The standard error of measurement defines that amount of test-retest variability that is expected to occur on the basis of the inherent imprecision of the assessment instrument itself. Typical bands of error, for a given well-normed standardized test, are usually reported at one or more of the following confidence intervals: 68%, 85%, 90%, 95%, and 99% (e.g., Kaufman & Kaufman, 1993, p. 77; Sparrow, Balla, & Cicchetti, 1984a, p. 21).

Additional ways of interpreting scores deriving from well-standardized tests often include age equivalents and descriptive categories. The specific procedure for producing age equivalent scores is first to plot mean raw scores for each age group in the standardization sample on arithmetic graph paper. The age equivalent score for any given raw score value is read from a smoothed curve that has been fitted through the plotted points. Such scores are available for the revised Vineland domain and subdomain scores, the various subscales of the WAIS-R, and both the K-ABC and the KAIT. Age equivalents have the distinct advantage that they are easily understood by persons unfamiliar with statistics.

However, when raw score distributions are very uneven or skewed, as tends to be true when they are based on age equivalents, they do not provide the type of representation that Kaufman and Kaufman (1993) referred to as “the full scale continuum, as is necessary for deriving scaled scores” (p. 76). This provides the rationale for developing descriptive categories. For example, maladaptive levels can be derived to denote the frequency of a given individual’s maladaptive behavior in comparison with that of peers of the same age in a national standardization sample. The maladaptive levels (i.e., descriptive categories) and the corresponding percentile ranks used to classify a given raw score, as reported by Sparrow, Balla, & Cicchetti (1984a), are as follows: nonsignificant (50th percentile and below), intermediate (51st–84th), and significant (85th percentile or higher). In a somewhat analogous fashion, Kaufman and Kaufman (1993) provided, for the aforementioned KAIT, raw score; percentile equivalent; and descriptive categories of average, below average, lower extreme, mild deficit, moderate deficit, and severe deficit. These are given for specific age groupings, ranging between 11 years and 85 years and over.

Because it is possible for a test to be adequately normed and standardized and yet have undesirable psychometric properties (e.g., poor reliability and validity), it becomes important to discuss these issues as they relate to assessment instruments.

Test Reliability

Reliability can take many forms. These often include a measure of internal consistency that defines the extent to which items in a given test, domain, subdomain, or subtest hang together. It is measured by application of the familiar coefficient alpha or, when items are scored dichotomously, by the Kuder–Richardson (KR-20) formula (Cronbach, 1970). Other forms of reliability include the familiar test–retest and interexaminer reliability. Finally, the stability of a trait or behavior over time is measured in terms of a temporal reliability coefficient (e.g., Cicchetti & Tyrer, 1988; Tyrer, Strauss, & Cicchetti, 1983). Depending on the scale of measurement for a given item, appropriate reliability coefficients would include kappa (i.e., nominally scaled data), weighted kappa (i.e., ordinally scaled data), or the intraclass correlation coefficient (i.e., dimensionally scaled data; e.g., Fleiss, 1981). Mathematical relationships and, under certain specified conditions, the mathematical equivalencies between the kappa or weighted kappa statistic on the one hand and the intraclass correlation statistic on the other, have been shown (a) in the dichotomous case (by Fleiss, 1975) and (b) in the ordinal case (by Fleiss & Cohen, 1973). Concerning coefficient alpha (or KR-20 in the dichotomous case), two comments need to be made, the first conceptual, the second biostatistical.

Although some biostatisticians would regard interexaminer reliability as the most important type of reliability assessment,
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to distinguish levels that are clinically meaningful from those that may not be. Taking into account the caveats concerning item ceiling and floor effects and the need to consider coefficient alphas in the broader context of other types of reliability assessments (e.g., interexaminer), the following guidelines were suggested by Cicchetti and Sparrow (1990):

- When the size of the coefficient alpha or other measure of internal consistency is below .70, the level of clinical significance is unacceptable; when it is between .70 and .79, the level of clinical significance is fair; when it is between .80 and .89, the level of clinical significance is good; and when it is .90 and above, the level of clinical significance is excellent.

Correlations of .70 or higher are usually considered acceptable levels of internal consistency of items. For both our target age range (infancy through age 5 years), as well as for all age groups in the Vineland standardization sample (through 18 years 11 months), this criterion was always met, with results consistently at the upper end of the acceptable range (.85 or higher).

Alternatively, there is the cogent argument that very high levels of internal consistency merely inform that items hang together well at a particular point in time. That is to say, the same level of internal consistency for the same subjects some weeks later may be based on completely different responses on the same test items at the two different times. Providing that the ordering of responses (e.g., between odd and even items) remains the same at each testing, coefficient alpha will be high, but test-retest reliability will be low. Similarly, if subjects were evaluated independently by two examiners at the same point in time (separated by a time interval large enough to rule out memory effects), then it is possible for coefficient alpha to be high for each examiner’s evaluation, despite a low level of interexaminer agreement. It is this type of reasoning that would force most biostatisticians to disagree with the arguments of Nunnally and to focus on measures of internal consistency within the broader context of test–retest and interexaminer reliability. One might legitimately ask where indeed the entire field of diagnostic assessment in the behavioral sciences would be if scientists used measures of internal consistency as the primary index of the reliability of major nosologic systems rather than appropriate measures of interexaminer agreement. It is the training of independent examiners, using well-defined, non-overlapping criteria (e.g., from the third edition of the Diagnostic and Statistical Manual of Mental Disorders: DSM-III: American Psychiatric Association, 1980) that has produced high levels of agreement that have revolutionized the field of neuropsychologic and neuropsychiatric diagnosis (e.g., see Grove, Andreasen, McDonald-Scott, Keller, & Shapiro, 1981).

Whether the reliability of a given assessment instrument is expressed in terms of a coefficient alpha, test–retest, interexaminer, or temporal reliability coefficient, it is useful to develop guidelines to distinguish levels that are clinically meaningful from those that may not be. Taking into account the caveats concerning item ceiling and floor effects and the need to consider coefficient alphas in the broader context of other types of reliability assessments (e.g., interexaminer), the following guidelines were suggested by Cicchetti and Sparrow (1990):

- When the size of the coefficient alpha or other measure of internal consistency is below .70, the level of clinical significance is unacceptable; when it is between .70 and .79, the level of clinical significance is fair; when it is between .80 and .89, the level of clinical significance is good; and when it is .90 and above, the level of clinical significance is excellent. Cicchetti and Sparrow (1990) went on to state that

With respect to evaluating levels of kappa, weighted kappa, or the intraclass correlation statistic used for measuring intra- and interexaminer levels of agreement, a number of biostatisticians have developed guidelines for determining levels of practical, substantive, or clinical significance (e.g., Cicchetti & Sparrow, 1981; Fleiss, 1981; Landis & Koch, 1977). The guidelines developed by Cicchetti and Sparrow (1981) resemble closely those developed by Fleiss (1981) and also represented a simplified version of those introduced earlier by Landis and Koch (1977). The guidelines state that, when the reliability coefficient is below .40, the level of clinical significance is poor; when it is between .40 and .59, the level of clinical significance is fair; when it is between .60 and .74, the level of clinical significance is good; and when it is between .75 and 1.00, the level of clinical significance is excellent.

Before leaving the topic, it is important to mention that a number of reliability measurements of major assessment instruments in the field of intelligence testing (as well as in other fields) have been based on the standard Pearson product–moment correlation (r) rather than on the statistic of choice mentioned here, namely, the intraclass correlation coefficient (rI). The problem with the product–moment correlation is that it measures similarity in the orderings of test scores made by independent evaluators. Thus, two independent examiners might be very far apart in the total IQ they attribute to the same group of adolescents. However, to the extent that their IQ rankings covary in the same order, the resulting correlation can range between very high and perfect. As noted by Kazdin (1982), “The correlation merely assesses the extent to which scores go together and not whether they are close to each other in absolute terms” (p. 58).

The aforementioned intraclass correlation coefficient, in contrast to the product–moment correlation, has the following desirable properties: (a) It can distinguish those paired assessments made by the same set of examiners from those made by different sets of examiners; (b) it distinguishes those sets of scores that are merely ranked in the same order from test to retest from those that are not only ranked in the same order but are in low, moderate, or complete agreement with each other; and (c) it corrects for the extent of test–retest (or interexaminer) agreement expected on the basis of chance alone (e.g., Bartko, 1966, 1974; Bartko & Carpenter, 1976; Cicchetti & Sparrow, 1981, 1990; Fleiss, 1981).

The question is, however, under what circumstances do the intraclass correlation coefficient and the product–moment correlation produce similar, dissimilar, or the same values? This question is easily answered. The product–moment correlation places the maximum limit on what the intraclass correlation
Hypothetical Data for Comparison of Intraclass Correlation Coefficient and Pearson Product-Moment Correlation

<table>
<thead>
<tr>
<th>Clinical applicant</th>
<th>Clinical neuropsychologist</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

coefficient can be. Thus, the intraclass correlation coefficient can be no higher than the product–moment correlation and will be lower than the product–moment correlation depending on the extent to which there is a systematic bias (or higher mean values) for one examiner’s set of evaluations in relation to that of another.

Suppose that seven clinical psychologists each evaluate the same five internship applicants on a 10-category ordinal scale with respect to suitability for a particular program of predoctoral clinical training in neuropsychology. Suppose, in addition, that specific criteria (i.e., anchorage points) define these 10 categories as follows: 10 = outstanding candidate, top priority; 7 = equal in quality to the average intern selected at this institution; 4 = acceptable, but just barely; and 1 = completely unacceptable. Finally, assume that the scale points 9, 8, 6, 5, 3, and 2 denote, respectively, clinical evaluations that fit between the four anchorage points, with progressively more negative denotation.

The statistic of choice would be the intraclass correlation (Model II), which assumes the same set of five examiners throughout (e.g., Fleiss, 1981; see also Shrout & Fleiss, 1979). Results are presented in Table 1.

The point is obvious, that is, the product–moment correlation does not measure levels of agreement, but the intraclass correlation coefficient does just that. As the difference in paired scores increases systematically from 0 to 5 points, respectively, the intraclass correlation coefficient decreases from 1.00 to .56, .36, .24, and .17. The product–moment correlation remains constant at 1.00.

In the next section, I focus on the important problem of determining the extent to which a clinical assessment instrument is valid or measures what it purports to measure. A much more articulate way of saying this (i.e., a way that eliminates the tautologic quality of the more traditional one just given) was provided by Kaufman and Kaufman (1993), who stated, simply, that “the validity of a test is defined as the degree to which it accomplishes what it was designed to do” (p. 84).

Test Validity

When clinical and research scientists collaborate on the challenging task of developing a new assessment instrument in psychology, and they have already carefully delineated the specific areas of interest (e.g., intelligence, adaptive behavior, personality development), the specific age range of focus (e.g., across the life span, adolescence, childhood), and whether the test is to be applied to specific disability groups (e.g., mentally retarded, learning disabled, or stroke samples), the arduous task of developing specific test items begins.

A major goal of test item development is to obtain as comprehensive a range of content coverage as will do justice to a full range of the meaning of the concept being measured (e.g., personality changes following left- and right-hemisphere stroke in as in Nelson et al., 1993).

This “content-related” validity, as coined by Fitzpatrick (1983), derives from a number of major sources, namely, a comprehensive review of the relevant content literature; the test developers’ clinical, educational, and research experiences; and pilot testing of large pools of items (e.g., Kaufman & Kaufman, 1993, in the development of the KAIT; Sparrow, Balla, & Cicchetti, 1984a, 1984b, 1985, in the development of the revised Vineland; Butcher, Dahlstrom, Graham, Tellegen, & Kaemmer, 1989, in the development of the Minnesota Multiphasic Personality Inventory-II [MMPI-2]; and Millon, 1987, in the development of the Millon Clinical Multiaxial Inventory-II).

A given test item is constructed to produce responses on one of several possible scales of measurement: dichotomous, with two categories of response; polytomous, with three or more nonordered (qualitative) response categories (e.g., Fleiss, 1981); continuous ordinal or dichotomous ordinal (Cicchetti, 1976; Cicchetti & Sparrow, 1981; Cicchetti, Volkmar et al., 1992); or continuous, interval, or dimensionally scaled data (Feinstein, 1987, pp. 24–25). Specific administration and scoring rules are provided, in the form of a manual, that can be used to train clinical examiners who plan to use the assessment instrument in the most reliable manner possible.

Once the instrument has been successfully field tested or pilot tested, with items retained, deleted, revised, or added to the final product, a second type of validity assessment is possible, namely, face validity. Do the items indeed look as though they measure what they are intended to measure? Drawing from the revised Vineland, it would be most unlikely that items measuring the receptive subdomain of Communication (i.e., what the individual understands) would ever be confused with either the expressive subdomain (i.e., what the individual says) or the written subdomain (i.e., what the individual reads and writes).

Discriminant validity is evidenced by the extent to which a relevant behavior or other test response is performed differentially by specifically selected samples in accordance with expec-
tations or hypothesized relationships among the selected groups. Several examples of this type of validity measurement were obtained using the aforementioned Vineland supplementary norm groups, namely, visually handicapped, hearing-impaired, and emotionally disturbed residential children.

As hypothesized, (a) emotionally disturbed children (i.e., by DSM-III criteria) showed their most serious deficits in the Vineland Socialization domain and manifested significantly more maladaptive behaviors than was true of their nonhandicapped peers in the standardization program, (b) visually handicapped children showed the most extensive deficits of any of the supplementary norm groups in overall adaptive behavior, and (c) hearing-impaired children evidenced their greatest deficits on the Vineland Communication domain (Cicchetti & Sparrow, 1990).

Kaufman and Kaufman (1993) used information from KAIT supplementary norms with a different objective in mind, namely, to provide what they refer to as clinical validity samples. By matching these clinical samples to controls on the demographic variables of age, gender, race or ethnicity, and educational status, the authors were able to provide some convincing preliminary evidence of the potential applicability of the KAIT "for assessing a variety of clinical and neurological problems" (p. 107). The clinical validity samples included people who were neurologically impaired (i.e., right-hemisphere impairment), clinically depressed, and reading disabled; as well as people with dementia of the Alzheimer's type. The authors are to be commended for expressing caution until the results of appropriate cross-validation samples are available. In a broader sense, the example presented illustrates the manner in which studies can be designed appropriately for testing the extent to which major cognitive assessment instruments may provide specific diagnostic information, in the form of normative data, that might be useful for applying the test to samples other than those on which it was originally nationally normed and standardized.

Concurrent validity refers to the extent to which a new assessment instrument correlates with an earlier instrument measuring the same or, more likely, a similar construct. In this particular area, it is not possible to generate useful rules of thumb concerning an ideal or minimally or maximally useful correlation value, as so much depends on what the new test purports to measure in relation to the old one. We know for sure that we would hope for a correlation of neither 1.00 nor 0. In the first case, the new test could be considered a veritable clone of the old one with which it is being compared. In the second case, the construct validity of the very concept being measured would be called into question. Another important factor is the extent to which societal and cultural changes since the development of a new test may have necessitated major item changes, as in the case of what was considered adaptive behavior more than three decades ago (e.g., the Vineland Social Maturity Scale; Doll, 1935, 1965) in comparison with today. For example, it was considered adaptively appropriate for children to roam their neighborhoods unattended during Doll's era, but in many neighborhoods today this may be viewed as maladaptive (or potentially life threatening). Another factor is the extent to which earlier instruments may have been inappropriately standardized or normed, for example, the original Vineland Social Maturity Scale, normed on an unrepresentative sample from Vineland, New Jersey; or the original version of the MMPI (Hathaway & McKinley, 1940), normed on a sample based in Minnesota, in comparison with the more broad-based norms produced for the MMPI-2 (Butcher et al., 1989). Examples of concurrent validity of nationally normed adaptive behavior and IQ tests can be found in Sparrow and Cicchetti (1989) and in Kaufman and Kaufman (1993).

In terms of factorial validity, as noted by Sparrow, Balla, and Cicchetti (1984a, pp. 43-44) and Sparrow and Cicchetti (1989), two types of factor analyses were undertaken (principal component, principal factor) on the Vineland nationally normed and standardized sample of nonhandicapped U.S. subjects. In general, subdomains and their respective items loaded appropriately on their intended domains, that is to say, in general, the fit of subdomains (e.g., receptive, expressive, written language) into their intended domains (i.e., Communication) was quite successful. For example, for children 2–3 years of age, the written subdomain, as expected, did not correlate significantly with the factor labeled Communication. Consistent with this result, for children 8–9 years of age, the receptive domain did not fit into the Communication domain to any significant degree. This is also to be expected. Moreover, for both younger (aged 2 to 3 years) and older (aged 8 to 9 years) children, the fit of subdomains into their respective domains was highly significant. For example, the three subdomains interpersonal relationships, play and leisure time, and coping skills were the most highly correlated with the Socialization factor. "... which is comprised precisely of these three subdomains" (Sparrow & Cicchetti, 1989, p. 212).

Kaufman and Kaufman (1993) argue convincingly that "factor structure is probably the most important evidence of a theory-based, multiscale test's construct validity" (pp. 90–95). Using both exploratory and confirmatory factor analyses on their KAIT data, Kaufman and Kaufman provided impressive results indicating that the two subtests defining the KAIT emerge consistently across age groups. Specifically, the two factors coincide very closely with the division of subtests into the two defined scales of the KAIT, namely, Fluid and Crystallized Scales of Adult Intelligence.

Before leaving this important section, one needs to focus on a special application of validity assessment that has been used with some well-known assessment instruments in psychology but derives originally from the field of medical diagnosis. In a number of (but not all) areas of medicine, it is possible to do confirmatory laboratory examinations that serve as the gold standard for the presence or absence of certain diseases. Such confirmatory evidence defines what might be referred to as criterion validity. Using this paradigm, one can compare the physician's test result (e.g., a diagnosis of bacteremia) with the results of a confirmatory result. The usual fourfold contingency table that is thereby generated is illustrated in Table 3. The four cells can then be identified, in terms of the examination's sensitivity, specificity, positive predictive value, and negative predictive value, as follows: Sensitivity, defined as a/(a + c), refers to the extent to which the cases confirmed as positive by the laboratory test are positive by the clinician (also referred to as true positive cases). Specificity, defined as d/(b + d), refers to the extent to which the cases confirmed as negative by the laboratory test...
negative by the physician (also referred to as true negative cases). Overall accuracy, defined as \((a + d)/N\), refers to the extent to which all tested cases (true positive plus true negative) produce the correct diagnosis. Positive predictive value, defined as \(a/(a + b)\), refers to the extent to which the test positive cases of the physician are confirmed positive by the laboratory. Negative predictive value, defined as \(d/(c + d)\), refers to the extent to which the test negative cases of the physician are confirmed negative by the laboratory. The false positive cases are defined by the (+-) or the b cell, and the false negative cases are defined by the (-) or the c cell.

Although it is not yet possible to develop laboratory confirmed diagnoses of personality or mental disorders in the behavioral sciences, in recent years, some behavioral scientists have used the "best clinician diagnosis" (i.e., positive or negative) as a criterion, or gold standard, against which to compare the results of a normed and standardized test (i.e., positive or negative). Recent examples follow. Using a combined score of 10 or higher on the Beck Depression Inventory (Beck, Ward, Mendelson, Mock, & Erbaugh, 1961) and a simultaneous and independent DSM-III diagnosis of clinical depression, as the criterion, and established MMPI standard score cutoff points defining depression, we were able to show in a sample of outpatients the following: an MMPI (a) sensitivity of 78%, (b) specificity of 75%, (c) overall diagnostic accuracy of 77%, (d) positive predictive value of 93%, and (e) negative predictive value of 43% (Nelson & Cicchetti, 1991).

For a much more comprehensive approach to this problem, see the theory-driven work of Millon (1987), who succinctly summarized the need for such an approach:

Diagnostic instruments are more useful when they are linked systematically to a comprehensive clinical theory. Unfortunately, as many have noted (Butcher, 1972), assessment techniques and personality theorizing have developed almost independently. As a result, few diagnostic measures have either been based on or have evolved from clinical theory. The MCMI-II is different. Each of its 22 clinical scales was constructed as an operational measure of a syndrome derived from a theory of personality and psychopathology (Millon, 1969, 1981). As such, the scales and profile of the MCMI-II measure theory-derived variables directly and quantifiably. Since these variables are anchored to a broad-based and systematic theory, they suggest specific patient diagnoses and clinical dynamics, as well as testable hypotheses about social history and current behaviors. (Millon, 1987, p. 3)

Summary

In summary, this article represents an attempt to highlight the need for well-normed and standardized test instruments in psychology in particular and in the behavioral sciences in general. As appropriate, guidelines, criteria, and rules of thumb have been provided to help clinicians arrive at a decision as to which among a myriad of available test instruments might be most appropriate for a given psychological assessment. It is not intended to be a comprehensive survey of the entire literature of appropriately normed and standardized assessment instruments, a colossal endeavor that is far beyond the stated objectives. Rather, I chose to focus mainly on known test instruments that have clearly defined and desirable psychometric properties and have very desirable norms that are based on appropriate standardization procedures. For comprehensive reviews of these basic issues in the field of intelligence testing, the interested reader is referred to Kaufman’s (1990) scholarly, comprehensive, and insightful book Assessing Adolescent and Adult Intelligence and, more recently, to Kaufman and Kaufman’s 1993 test manual for the KAIT. For a comprehensive review of other adaptive behavior scales, see Reschly (1987), Salvia and Ysseldyke (1988), and Sattler (1987).

References
