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INTRODUCTION

This report distills the experience gained from intensive computer building
simulation work for the Energy Edge project. The purpose of this report is
twofold: to use that experience to guide conservation program managers in
their use of modeling, and to improve the accuracy of design-phase
computer m¢dels. Though the main emphasis of the report is on new
commercial construction, it also addresses modeling as it pertains to retrofit
constructiczi. To achieve these purposes, this report will:

discuss the value of modeling for cnergy conservation programs
discuss strengths and weaknesses of computer models

provide specific guidelines for model input

discuss input topics that are unusually large drivers of energy use
and model inaccuracy

provide guidelines for developing baseline models

discuss types of energy conservation measurcs (ECMs) and
building operation that are not suitable to modeling and present
possible alternatives to modeling for analysis

e provide basic requircments for model documentation.

Energy Edge is a large-scale research and demonstration project developed
by the Bonneville Power Administration. This project was initiated to
determine whether commercial buildings can be designed and constructed to
use at least 30% less energy than if they were designed and built to meet the
current regional model energy code, the Model Conservation Standards
(MCS) developed by the Pacific Northwest Electric Power and Conscrvation
Planning Council. Secondary objectives of the project are to determine the
incremental cnergy savings of a wide variety of ECMs and to compare the
predictive accuracy of design-phase models with models that are carcfully
tuned 10 monitored building data.

Twenty eight commercial buildings were selected to participate in Encrgy
Edge. All but two were new construction.  Building types include large,
medium, and smail offices, a grocery, a warchouse, a convenience store,
restaurants, a nursing home, retail stores, medical offices, schools, a motel,
and a strip mall. Funded ECMs include a wide range of envelope, lighting,
HVAC, and controls mcasures.

In its demonstration aspects, Encrgy Edge is intended (o encourage owners
and devclopers to exceed MCS  requirements  with  energy-cfficient
technologies.  Four "Sponsors" -- the Oregun Department of Encrgy, the
Washington State Energy Office, Portland Encrgy Conscrvation Inc., and
Pacific Power -- assist in administering the Encrgy Edge project.

In the arca of research, Bonneville decided to pay special attention to the
methods for determining actual encrgy savings.  Typically, design-phasc
computer analysis must deal with relatively little information about the
reality of a specific building and its operation.  Encrgy Edge attempts to



expand the present limits of energy modeling by monitoring the sclected
buildings in great detail and then using the monitored data to ground the
model in reality.

Though we doubt the reader will find better entertainment clsewhere, we
acknowledge that not all readers will want to read all of this report. For the
benefit of those semi-readers, we provide this guide to the report:

e  Conservation program managers and others with a program perspective
will find the Modeling for Conservation Programs chapter of most
interest.

o  Beginning and intermediate modelers should read the Philosophy of
Modeling chapter. We hope this will help deepen their understanding
of modeling assumptions and error.

o  All modelers should read all of Part 2, Technical Guidelines. This
section proposes default assumptions and modeling requirements for
Bonneville’s Energy Smart project. It also proposes new reguirements
for model documentation.

e The last chapter of Part 1, Technical Overview of Energy Edge
Modeling, provides both program managers and modelers with
interesting, and perhaps, useful information about the role of modeling
in the Energy Edge project. The last part of this chapter summarizes
lessons we learned from the modeling. We hope that this section will
save interested parties the discomfort of first-hand experience.

In proof-reading our work, we have found that our tone often sounds
excessively negative when we discuss modeling error, accuracy, and reliability.
Yet we are avid modelers, and we firmly believe in the value of computer
simulation for energy conservation programs. This contradiction is duc to
the fact that we intend this report, and cspecially part 2, to be an in depth
discussion of the more troublesome aspects of modeling. The less
troublesome aspects do not require extensive treatment.

We wish to acknowledge the invaluable assistance of Phoebe Caner of
Seattle City Light, who updated her work from an 1985 unpublished manual
for modelers. Much of that work has been incorporated in part 2 of this
report.

Note on gender usage: Whether to use "his", "her", "his/her”, or "their" is a
common problem in report-writing. We¢ are uncomfortable with the
grammatical error in using "their" to modify a singular subject; we are weary
of the historically-correct reversion to "his" to salve this discomfort; and we
would feel silly to litter this report with "his/her”.  Therefore, we have
elected to use "her".



EXECUTIVE SUMMARY

Computer simulation of building energy performance can be an expensive
endeavor. For this reason, program managers wish to know when this
expense is warranted. In this report we address this and other questions
related to modeling. When can modeling provide useful information? Who
can make best use of that information? When are mcthods other than
modeling better suited to the task at hand? What can modclers do to
maximize the accuracy and reliability of their models? What can program
managers do to ensure quality in the modeling phase of their programs?
What other program activities are needed to increase the benefit of the
modeling?

Modeling is not necessarily the optimal tool for all energy analysis. It
should not be over-used. [t should not be used when a more simple or less
costly method of analysis can yield adequate results. Similarly, a complex
software program should not be used when a simple one can adequately
address a specific building or ECM. Complex programs do not necessarily
yield more accurate results, (Conversely, a simple program should not be
used when a more complex one is needed to adequately address specific
ECMs or buildings.)

In general, modeling is best suited for the analysis of ECMs that either
interact with or directly affect HVAC performance. An important exception
to this generality is daylighting lighting controls. Modeliing is overkill for
analysis of ECMs that yield to simple manual calculations.

Modeling can be no more accurate than the assumptions that lie behind
both the proposed building and the baseline building models. Even though
the model performs complex calculations accurately on these assumptions,
the result will be misleading if the assumptions are faulty. This report
provides guidance for development of somce of the more critical assumptions.
However, we cannot address all possible assumptions for all possible
buildings. Therefore much of the success of modeling necessarily rests on
the expericnce, skill, and integrity of the modeler.

ECM savings are estimated as the differcnce between two models--the as-
designed model and the baseline model. Modelers typically turn most of
their attention towards the as-designed model. But we have found that the
bascline model is one of the most *.guificant sources of discrepancies
between the savings estimates of different modeling phases (or modelers).
We provide guidelines for bascline model development in part 2 of this
report,

Models are complex, and are very subject to error. Models are to crror as
sponges are to water. We intend with this statement to inject realism, not
pessimism, into the modeling activity. Computer simulation is often the best
available method for estimating ECM savings. But it is a mcthod that must
be subjected to rigorous quality control. We make several recommendations
concerning quality control:



e  We recommend that the Energy Smart mcdelers’ qualifications be
enforced. If the infrastructure cannot supply enough modelers who
have those qualifications, then supplemental required training should
be considered.

e  Westrongly recommend that every model on which important decisions
are to be based should be reviewed by a competent modeler. Review
should include the baseline model as well as the as-designed model.

e  The more complex the software program, the more likely input error
is to occur. Modeler experience and budget must increase as the
complexity of building and software increases. A carelessly or
inexpertly-used complex program may yield less accurate estimates than |
an equally carelessly used less complex program.

e  The modeler should compare the end-use energy use indices (EUISs) of
every baseline model to statistical data for similar building types.
Significant discrepancies should be investigated. This report provides

" the statistical data as well as puidelines for this comparison.

o  For retrofit projects, modelers should compare the baseline (the
building before retrofit) to historical billing data.  Significant
discrepancies should be investigated. ‘

e The modeler should comprehensively document the model.

Much work remains on evaluating the reliability of model estimates. There
have becn a number of studies comparing modeled end-use energy
predictions to monitored end-use data. But there have been few that
attempt the comparison of modeled ECM energy savings with monitored
data. But the latter comparison is the crux of evaluating modeling as a
program tool. Program managers also wish to know what level of
monitoring is necessary. We know that models informed by monitored data
yield different results than uninformed models, but we cannot prove that the
former results are better.

An accurate model can be useful on several levels. Most commonly, it is
uscd to estimate the energy savings of specific ECMs. Financial decisions
are based on these estimates. Slightly less obviously, design decisions can
benefit from these estimates. The model can often illuminate obscure
aspects of the designed building performance. Sometimes the model can
uncover design weaknesses or €rror.

Can modcling be used for program cvaluation? Perhaps. More research is
needed on the statistical reliability of model predictions. The Energy Edge
project case studies indicate a strong variability in the results from different
models, modelers, and modcl-phascs.  But this variability may tend to
disappear and the cstimates become more reliable when applied to a very
large number of buildings.

Maodeling is only one aspect of the techinical tasks in a successful
conservation program. Model estimates cannot be reliable for many ECMs



if the ECMs are not commissioned and maintained properly.
("Commissioning" can include many different tasks, but for our purposes
here we define it simply as ECM performance verification.) Energy Edge
provides many examples of the failure of non-commissioned ECMs.
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PART 1 THE CONSERVATION PROGRAM PERSPECTIVE
1. MODELING FOR CONSERVATION PROGRAMS

A primary purpose of this report is to give energy conservation program
managers information that will better enable them to wisely use computer
simulation of buildings in the programs they create. To achieve this purpose
we will discuss the strengths and weaknesses of computer simulation, how
to maintain quality control over the modeling process, and what other work
should be done to increase our understanding of the value of modeling for
conservation programs.

1.1 THE STRENGTHS AND WEAKNESSES OF COMPUTER
SIMULATION ;

Computer simulation of building energy behavior is primarily useful for
understanding the operation of the building heating and cooling systems.
Energy end-uses that do not impact HVAC can be analyzed with a
spreadsheet, other software, or with a pencil and envelope as effectively as
with a building energy simulation software package. Outdoor lighting,
elevators, and domestic hot water are examples of such end-uses.

In evaluating ECMs, the modeler must judge whether the candidate ECMs
are likely to have significant interactive effects on HVAC performance. If
so, computer simulation can analyze these effects more efficiently,
comprehensively, and accurately than any other available method.
Simulation packages excel at handling complex and exhaustively repetitive
arithmetic calculations. Depending on the simulation package used,
simulatior. can also be an effective tool for dealing with multiple end-use
schedules--whether or not these can be expected to affect HVAC
performance.

Computer simulation also offers the advantage of standardizing the energy
calculations. Most simulation packages are based on well-rescarched
ASHRAE algorithms. (However, it is interesting, given the common basis
of most programs, that different programs can give such wildly different
estimates.)

When is it inappropriate to utilize computer simulation for energy analysis?
Certainly it is inappropriate when the only ECMs of concern are those that
have no effect on the HVAC systems. We suggest that there is another type
of ECM for which simulation analysis is inappropriate. This category
includes those ECMs about which the modeler can only guess baseline and
design behavior. We would include ECMs that affect infiltration and
occupancy sensor lighting controls in this category.

In the case of infiltration-related ECMs (c.g. vestibules, caulking, and vapor
barriers), HVAC theory is inadequate to give the modeler a firm basis for
input assumptions. In the Energy Edge program, we have taken the tack of
not modeling such ECMs, and noting that the fact that they haven’t been
modcled adds a measure of reliability to the energy savings estimates for the

4



remaining ECMs.

In the case of occupancy sensor lighting controls, the problem lies in the fact
that both baseline and ECM lighting schedules depend entirely on modeler
judgement. The model doesn’t really do anything but process the modeler’s
assumptions. Secondary HVAC interactive effects are simulated, but the
primary lighting savings are arbitrary!

Simulation software packages have other weaknesses. If modelers maintain
awareness Of these weaknesses, they can minimize some of the nastier
consequences.  First, most software packages do a relatively poor job of
analyzing electrical demand in a building. This is because most utilities
assign demand charges based on the maximum power draw during a 15
minute period. On the other hand, most software packages view peak
dcmand as the concurrent average hourly maximum for the various end-
uses.! Hourly simulation is somewhat more accurate in predicting the peak
demand of a class of buildings (e.g., offices) because of thc diversity of
schedules and opcration among the buildings.

In addition, most programs do a poor job of modeling morning warm-up.
Where resistance heat is used, these programs tend to spread the actual
spike over one or more hours.  So, in most cases the simulation
underestimates the demand.

This leads to a corollary weakness--using the model to size equipment. In
general, energy simulation programs arc not designed to size HVAC
equipment. Equipment usually is designed to meet near pedk loads. But,
as stated above, the program addresses peak average ¢ loads.? This is not to
say that the computer cannot be a useful tool for sizing HVAC equipment.
The point is that there are programs specifically designed to analyze HVAC
loads and to size equipment of adequate capacity to handle these loads.
Having said this, we suggest though that the simulation package can
sometimes be useful in calling attention to gross over or undersizing of
equipment. If the simulation output equipment selection is sharply at odds
with the designer’s selection, the modeler should discuss this with the
designer. Either the model or the design might have a serious error that

! It is important to understand the concept of average hourly

maximum power as applied to modeling.  For a specific end-use, such as
lighting, this is the installed wattage multiplied by the average percentage
usage during the schedule hour of maximum usage. As an example, this
hour might be 4 PM on weekdays, which is the average hourly power of
all annual weekday 4 PMs,

% Some energy simulation programs can be used to size HVAC
equipment providing the modeler has accurate design information,
understands the actual mechanical system zoning, centers schedules that
reflect peak load conditions, and runs a design day analysis. However,
since design mformation is often incomplete during design-phase cnergy
analysis, we advisc modelers to leave equipment sizing to the HVAC
designer.



cooperation may discover.

Another weakness lies in absolute predictions of building energy
consumption. A Bonneville-sponsored  study found that various
model/madeler groupings estimated energy consumption for small offices to
be between 66% and 127% of the utility billings (when the modelers had no
feedback from utility bills). (Sce reference 3.) The range for large offices
was 37% 10 120% of the atility billings. Perhaps this degree of accuracy is
acceptable to some users of the information. However, we have experienced
several upset building owners who are shocked to sce their utility bills
coming in 50% higher than the model estimate, We recommend that the
modeler clearly state that the simulation estimates arc estimates only--
generated with the best information available at the time.

Most commonly used simulation software packages do not do a good job of
simulating the effect of thermal mass on building performance. Similarly,
most pa kages do not address light-dimming controls in day-lit buildings
well, if at all. Mayy; modified bin method programs do not address solar
gains very well. Some programs have very narrow limitations for the number
of building zones that can be input. The modeler’s task is to consider the
specific building (0 be simulated and determine what building features are
likely to be significant drivers of encrgy behavior. In addition, she must
consider which ECMs are likely to be of particular interest.  Having
determined these things, she then must match the software package to these
features and ECMs. If the modeler is not competent to use the selected
level of software, she should not attempt to model the building,

Controls for HVAC and lighting can be a fertile ground for ECMs,
However, the modeler must maintain great humility when simulating these
ECMs. Most simulation packages are quite crude in their handling of
controls. Controls that yield savings by shaving fractions of operational
hours don’t fit casily into the hourly structure of even the powerhouse
programs. Other controls save cnergy with relatively complex, subtle, and
infinitely variable logic. Simulation packages on the other hand are
necessarily limited in the number of controls variations they can consider.
Therefore, the modeler typically finds herself sculpting either the program
or the ECM or both to fit each other. At best, such sculpting decreases the
accuracy of the ECM analysis. At worst, it gives totally invalid and
misleading results. In addition, most simulation packages assume idcal
controls operation, Since as-built conditions are typically somewhat less
than ideal, it is often difficult or impossible to simulate actual operation.

Energy management systems (EMSs) are often considered as ECMs. We
lament this tendency. An ECM should describe specific control sequences,
not an overall EMS. We suggest that the incremental control changes
themselves should be considered as the relevant ECMs, rather than the
entire control system. For example, since most energy codes now require an
automatic means of sctting back space temperature setpoints during
unoccupied periods, this function of an EMS should not be considered as an
ECM. On the other hand, complex control of multiple chillers serving
primary cooling load and an ice storage system, with integrated waterside

6



economizers, exceeds the capability of conventional control systems.3 Such
control--and the hardware, software, maintenance, and training that make it
possible--should be considered as the ECM, not the entire control system.

A final weakness of energy simulation programs is that, like any computer
program, they have very limited capabilitics to compensate for bad
assumptions or sloppy input.

We have highlighted many of the pimples in simulation programs. Having
done this, we must point out that often there is no better alternative.
Though the electrical demand estimates of a model may be faulty, there is
usually no better tool for making these estimates. Though the thermal mass
algorithms are imperfect, they certainly arce better equipped to deal with this
performance parameter than are hand calculations. We suggest that the
modeler follow this procedure in dealing with these weaknesses:

1)  Consider the specific building to be simulated and determine what
building features are likely to be significant drivers of energy behavior. In
addition, consider what ECMs are likely to be of particular interest.

2)  Consider whether any of these features or ECMs can better be analyzed
using other methods than conventional building energy simulation programs.
Alternatives might  inciude hand (or spreadsheet) calculations, other
computer programs (such as daylighting or ice storage programs),
manufacturer’s analyses (be cautious here), and so forth. Sometimes a
hybrid approach can be useful. For example, a daylighting analysis program
could be used to generate lighting output th«t could be used as direct input
for the energy simulation program. The energy simulation program then can
be used to investigate the interactive HVAC effects of the daylighting
controls.

3) Having determined these things, if encrgy simulation software is still
indicated, select the software package that most clearly addresses these
features and ECMs.  Also, sclect a modeler who is competent with the
selected software.

4)  If possible, check the results of any analysis with another type of
analysis. For example, coarse hand calculations might serve as a check on
the reasonableness of the energy simulation results. We recommend some
version of this with any modeling work. Later in these guidelines we will
address the subject of reasonableness checks in much greater detail.

3 One can arguc that, increasingly, EMSs are bccoming common

practice for large buildings.  Insofar as this is true, it may be
inappropriate to consider one as an ECM. However, even if they are
common practice, using them to their full potential is certainly not
common practice. Pcrhaps conservation programs should concentrale on
this aspect of EMSs.  This is a dccision for conservation program
managers.



1.2 QUALITY CONTROL

Pars 2 of this report addresses things modelers can do to increase the quality
of their work. In this section we address what program managers should do
to ensure the reliability of the modeling tool. But before we can discuss
reliability, we must consider what we mean by model accuracy and reliability.

The modeler always works with incomplete information. Usually she works
with a standard weather file rather than with building-specific weather data.
Usually she must guess at lighting and equipment usage schedules as well as
equipment power densities. Eventual HVAC system operation is always
unknown at the beginning of a modeling project. Also, no energy analysis
software can exactly simulate the complexity of a real operating building.

With all of this missing or inaccurate irformation, and with imperfect
software, the modeler cannot hope to preciscly estimate building energy
consumption. What can she expect? She, and the program managers who
depend on her, can expect 10 get a reasonably accurate picture of building
performance and ECM savings under standard weather and ideal operating
conditions.

Quantifying "reasonable accuracy" is difficult, and varies depending on the
complexity of the building and its ECMs. We believe it is normally possible-
-with some billing data, competent modeling, and a good choice of software-
-to estimate annual building energy consumption within about 10%, and
seasonal consumption within about 25% of the actual measured
consumption. Without the feedback of billing data, model estimates can
casily vary by 50% or more from the eventual billed data. We cannot
comment on the corresponding reliability of ECM savings <stimates since we
know of no research that has been done comparing estimates 1o actual
measured ECM savings.4

Computer simulation of building cnergy performance uses an incredibly
complex scries of modcler inputs, software algorithms, and computer
operations. Error is inescapable. But we can take steps to avoid or catch
the most serious errors--those errors that can lead to wrong program
decisions. Unreliable energy savings estimates (i.e. estimates that differ
significantly from actual measured building performance) can come from
several sources. Modecling error is only one of these sources. Others
include:

o  Different operating conditions
o longer hours, morc people, higher internal gains
o different infiltration loads
O  different weather or indoor temperatures
O different operating profiles

4 The Energy Edge project has gathered extensive building end-usc
data. But it has not attempted to dircctly measure individual ECM
savings. The latter is a complex monitoring task that involves a variety of
on-off, beforc-after, and other experimental approaches.

8



o different controls
. Funded ECMs not installed

e Improper ECM operation
o hardware, software, or calibration problem
o  improper installation
O  inadequate design
O poor controls

Modecling error generally comes from some level of inexperience or
carelessness. Program managers can take steps to guard against these,

Incxperience is a relative term. Different software programs and different
buildings require different levels of modeler experience.  Bonneville has
written qualifications to be required for the lead modeler in Energy Smart
projects (reference 13). These should be enforced both in letter and intent.
A word on intent: the qualifications state that, "The specific qualifications
may be satisfied by several pcople possessing different skills and experiences
which, when taken together, meet the intent of the ’lead’ requirements.”
The intent of this statement is to not require superwoman modelers when
all the required expertise is available and used cooperatively within one firm.
A firm does not satisfy this intent if it has design personnel who have no
contact with the modeling projects.

Carelessness is also a continuum. We are all careless to a greater or lesser
extent. Every modeler makes mistakes, and even the best modelers
sometimes make major errors. The single best antidote for this is to have
a competent modeler (other than the project modeler herself) review every
model. There is no substitute for subjecting a model input and output to
a second pair of sharp eyes. 2erhaps not all projects warrant the expense of
such a review.” But we suggest that if a project is not worth the expense
of a review, then it may not be worth the expense of modeling in the first
place. MNote that effective review of a model is difficult or impossible if the
modeler has not prepared comprehensive documentatio as described in
part 2.

Finally, we have prepared the modceling guidelines in part 2 in order to
improve the quality and consistency of modeling assumptions. Though thesc
guidelinzs are not appropriate for all situations, they provide a framework
that should be especially helpful to less experienced modelers. We believe
that the active support of program managers for use of these guidelines will
help make modeling a more reliable tool for conservation programs.

> Review of a model normally takes from two 1o cight hours,

depending on the simulation software, building complexity, and quality of
the maodel and documentation,
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1.3 RECOMMENDATIONS FOR FUTURE WORK

There is much we don’t know about the reliability of computer simulation
for ECM savings estimates. Modeling has been, and will likely continue to
be, a major tool for design assistance and program evaluation. Therefore,
we would do well to support future research intd such basic questions as:

¢ Do better-tuned models give more accurate ECM savings estimates?

e  How reliable arc the ECM savings cstimates at various phases of
modeling?

e Docs arithmetic adjustment of model estimates using billing data give
reliable ECM savings estimates?

e Recent work with short-term energy measurements indicates that
conventional theory may be defective in dealing with envelope thermal
transmission (references 2 and 14). Is this work valid?

¢  What arc realistic default assumptions for infiltration in different
building types?

e Can simple arithmetic adjustments be used to account for the
interactive HVAC cffects of lighting ECMs? If so, can we dispense
with modeling whenever only lighting ECMs are considered?

e What arc the relative cost-to-benefit ratios of modeling and
commissioning?

e Are certain classes of ECMs no longer cost-effective when the cost of
modeling and commissioning are included? Which classes?

In addition, we note iwo questions that are specific to Bonneville Power
Administration programs:

e How reliable are the ECM savings estimates of the Prescriptive Path?®

e  Can thc ELCAP End-Use Index (EUI) tables be expanded by either
dircct end-usc measurement or tuned modeling to address other
climatic arcas and newer construction? (Sce references S and 15.)

We also recommend consideration of a possible follow-up step to aid
consistency among modelers.  This step is the creation of a library of
annotated DOE2 input files for various commercial building types. Each
input file would serve as a sort of check-list of relevant inputs with
recommended defaults appropriate to that building type. The file would be

®  The Prescriptive Path was created .or the Bonneville Power
Administration Encrgy Smart project.  Based on a scries of prototype
building computer simulations, it defined energy savings for @ number of
simple ECMs in small buildings.

10




liberally sprinkled with comments that explain the significance of the inputs.
The file library could reside in magnetic form on the Electric ldeas
Clearinghousc bulletin board.
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2. THE PHILOSOPHY OF MODELING
21 THE PHILOSOPHY OF MODELING ASSUMPTIONS

"Assumptions" is not necessarily a dirty word. At every stage of modeling,
the modeler must make assumptions. Even when the modeler tries to avoid
making assumptions by letting a simulation program revert to default values,
she is still making assumptions. In that casc, the assumption is that the
software authors were correct in their assumptions.  Often the software
default assumptions are poorly documented or inappropriate for the specific
building at hand.

There are several issues here:
1)  Assumptions are inevitable,

2) By avoiding the responsibility of making assumptions, the modeler may
inadvertently incorporate poorer, hidden assumptions.

3) Assumptions range in quality from good to bad. Or, from another
perspective, they range from believable to far-fetched.

4)  The modeler’s task is to identify when inadequate information forces
some level of assumption. Having done this, she must use the best tools
available to ensure that her assumptions are at the high end of the various
scales of quality. These tools will include deductions from O&M audits,
deductions from monitored data, data from other similar buildings,
engineering rules-of-thumb, engineering judgement, and so forth. Somewhat
obviously, the sharpest tools should be used in preference to the dullest
ones. We would consider rules-of-thumb and engineering judgement to lie
towards the duller end of the spectrum. However, for design-phase
modcling these may be the only tools available.”

5)  Assumptions have maximum credibility when they are supported by
several of the above tools. We recommend that the modeler check the
reasonableness of any significant assumption with a second method whenever
possible. In a later section of this report, we will present guidelines for
reasonableness for many of the more significant areas of assumption.

6)  Assumptions may and should change as the level of knowledge about
the building (new construction) increases.  Information about HVAC
operation, cnd-use schedules, ctc. gains greater definition as the project
progresses. Much more information is available for an as-built model than
for the design model. Similarly, more is available late in the design phase
than early in the design concept phase. Since the modeling work may span

7 When we refer 1o design-phase  modeling  throughout this

document, we include the retrofit equivalent--ECM  conceptual design
modeling. Both of these are distinet from the modeling that occurs later
in a project. These later models generally benefit from more accurate
knowledge about the building and its operation.
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several weeks, months, or even years, the modeler must use her judgement
and maintain integrity when deciding what assumptions warrant adjustment.

7)  Since the simulation results may say more about the assumptions than
about the building, the modeler must clearly document all assumptions. She
must clearly state the assumption. She must clearly state the source of the
assumption--including whether it is a program default. She must include all
relevant calculations, communications, mcasured data, etc. Complete
documentation allows other analysts to develop a confidence-level in the
simulation results. It may also serve as a basis for a second pair of eyes to
discover a potentially significant modeling error.

2.2 THE PHILOSOPHY OF SIMULATION ERROR

There is a popular bumper sticker that says, in essence, unfortunate things
happen.  This observation applies to modeling. Errors happen. Every
modeler makes mistakes. Every energy simulation program has bugs.
Building information is often wrong. Error can arise from the mass of
model input, from lack of understanding about the program or the building,
from building changes, and from mis-tweaking (more about that in part 2).
In sum, every model contains errors. This is true no matter how many times
the model has been examined, massaged, and corrected.  Every model
contains errors,

Does this mean computer simulation is useless, or worse? No. Computer
simulation is still the best tool available for many energy analysis tasks.
However, it does mean that we should maintain humility and skepticism
about simulation results. And it also mcans that we should carefully
consider quality contr ' procedures.

We cannot hope to catch all modeling errors. But we can certainly strive 1o
eliminate the most significant ones. While it may not be important that an
R-30 roof was input as R-28, it will be critical if a hydronic heating system
was input without & boiler or other heating source. There are relatively
straightforward quality control procedures that would catch the latter error.
The most helpful procedures entail some level of investigation of model
input and output reports and reasonableness comparisons of end-usce output
with typical values for these end-uses. We discuss these procedures in some
detail in part 2 of this report.

One final dose of error philosophy: The yet-to-be-written book, "The Inner
Game of Modcling", makes the point that since crror is a fact of life, it is
most constructive 10 just notice error and learn from it. Embarrassment,
shame, cover-up are all counter-productive. This report is in fact partly an
exercise in noting and learning from error. The Energy Edge project has
been a generous teacher.

13



3. TECHNICAL OVERVIEW OF ENERGY EDGE MODELING
3.1 MODELING METHODOLOGIES

A wide variety of energy simulation software packages (and modelers) have
been used in the Energy Edge project. These programs fall into two main
groups--modified bin method and hourly analysis programs. Several of the
Sponsors uscd bin method models for their initial screening of buildings.
All of the Sponsors used hourly programs for the design model and
subsequent models of buildings sclected for Energy Edge participation. Not
all of the models for a given building were nccessarily run by the same
modeler.

Selection of modcling programs was generally based on the following
criteria:

1)  SCREENING: Initial screening of multiple applicants for Energy Edge
funding was done with quick, simple bin method programs. Though it was
suspected that these programs are generally less accurate than the more
complex hourly analysis programs, it was felt that they nevertheless provided
a reasonable basis for comparison among buildings. In addition, it was felt
that an hourly analysis simulation that is quickly and carclessly prepared
would likely be more wildly inaccurate than a similarly carcless bin
simulation.

2) AS-DESIGNED MODEL: The as-designed model is the model that
incorporates the building design information at whatever its level of
completion. This level of completion might vary from concept design to
complete construction documents.  Once a project was selected for
participation in Energy Edge (and sometimes before it was seiected), an as-
designed modcl with bascline was run. This model uses an hourly analysis
program. Several different programs have been used.  These include
DOE2.1 (B, C, and D versions), TRACE, ADM2, and ESP. DOE2.1 was
used most frequently.

3) AS-BUILT MODEL: After the building is constructed and has
operated for a period of at lcast 6 months to a year, an as-built model is
generated. The intent of this model is to capture the most up-to-date
knowledge about the building and its operating systems. Data for the modcl
are gathered from construction inspections, as-built building drawings,
operations and maintenance (O&M) audits by the Sponsor, and occasionally
from commissioning activitics.

With only one exception, all Energy Edge as-built models used DOE2. The
one exception involves a high-rise building with a complex ice storage system
that cannot be adequately simulated with the present version of DOE2.
(The "E" version, due to be released in the autumn of 1991, will address this
type of system.) The as-built model for this project used the TRACE
program, with some custom-written algorithms to deal with the complexitics
of the ice storage.

4) TUNED MODEL: Bonneville, in a quest for maximum analytical
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reliability, has carried the Energy Edge modeling one step beyond . the as-
built model. Extensive operating end-use data are collected for each Encrgy
Edge building. The model tuning adjusts the as-built model through a serics
‘of iterations to calibrate it to the monitored data. Though we have
developed three different tuning methodologies (references 1 and 2), all
three share the common approach of adjusting model input using monitored
data until the simulation output matches monitored data within set
tolerances.

The primary types of monitored input are site weather, end-use schedules
and power densities for loads such as lighting and cquipment, and opcerating
schedules for HVAC equipment. The simulation output of greatest interest
is HVAC c¢nd-use encrgy consumption. However, other end-uses must be
tuned before HVAC tuning can be successful,

Model tuning relics on the hypothesis that if a model is calibrated such that
its end-usc energy consumption cstimates approximate measured end-use
consumption, then the model predictions of ECM and total building energy
savings are more accurate than for an untuned model. We must point out
that though this hypothesis scems intuitively correct, it has not been
rigorously analyzed and tested. !

A sccondary purpose of the Encrgy Edge tuning work is to cvaluate the
program benefits of spending more time and money on the as-built and
tuned models. Work to date indicates frequent and sometimes significant
discrepancies among the energy consumption estimates of the four modeling
stages (screening, as-designed, as-built, and tuned models).

3.2 COMPARISON OF MODEL SAVINGS ESTIMATES

Various studies have documented the variability among the predictions of
different models and modelers. (References 3,4.) This document does nog
attempt to rehash this territory.  The guidelines developed in this report
focus on the input uncertainties identificd in these assessments,

The Corson study (ref. 3) pursucd two main research paths.® The first had
11 different modelers use five different software packages 1o model four
different building types. The modcling was done in three cycles--cach cycle
giving the modclers more information about the building. The first cycle
gives the modelers only basic building characteristics information.  The
second cycle gives utility billing data.  The third cycle gives end-use
monitored data. The tentative conclusions of this portion of the study are:

1)  The billing data feedback generally resulted in simulations that more
nearly match each other and more closely approach measured data. Cycle 1
annual encrgy as modeled by DOE2 ranges from 56% to 148% of the

8 Note that this is a massive study. We do not claim to do it justice
with our interpretation of the results as presented here. One of the main
conclusions of the study is that much further work is required to add
meaning and certainty to the study results.
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respective billing data. (These are larger differences than with some of the
bin method software packages studied.) Cycle 2 percentages of billing data
for the DOE2 models range from 93% to 106%.

2) The end-use data feedback also resulted in an improvement in
simulation results (for most programs tested) relative to the simulations
done with billing data feedback. However, these cycle 3 results are not
nearly as marked as the cycle 2 results.  Also, the DOE2 annual kWh
differences increased for three of the four buildings moleled.

3) There is great variability in results among the different software
packages and among modelers.

The second main research path involved running multiple buiiding
simulations for two of the building types to test model sensitivity to 25
different input parameters.” The tentative conclusions of this portion are:

1) The tested parameter that is the strongest driver of energy consumption
in the two buildings is the HVAC system selected. There is great variability
among the software packages as to the significance of HVAC system
selection. '

2) Parameters of secondary importance include:
e wall insulation in the small building (R11 increase)
o  supply fan operating mode during unoccupied hours
e iniernal load schedules (2 hour increase in lighting, equipment,
and occupancy)
e  building location (mild versus severe climate).

3) Tested parameters of minimal sensitivity generally include:
¢  building orientation (rotated 90 degrees)

floor insulation (R-value increased 30%)

roof insulation (R-value increascd by R-19)

south wall glazing area (small retail--convert 30% of opaque wall

area to glass; large office--reduce 30%)

glazing R-value (increase 30%)

glazing shading coefficient (decrease 30%)

outside air CFM (increase 50%)

interior lighting power density (decrease 30%:)

interior lighting heat to space (decrease 30%)

hot water usage (increase 100%)

% Experience from our work docs not always agree with the results of
this study. We have found that some of the parameters shown in this
study to be of minimal significance as energy drivers have sometimes been
of major significance with specific buildings. Also, starting values for the
paramecters may have a strong role in determining importance.  For
instance, a change in wall insulation R-value from O to 11 could be
critical, whereas a change from 11 to 19 could be insignificant. Thus we
warn against offhandedly ignoring the effect of any of these parameters.
Experience and informed judgement are always valuable tools.
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economizer operation (turn off)
supply air volume (increase 30%, holding outside air CFM
constant)
cooling COP (increase 30%)
space setpoint temperature (increase winter occupied setpoint by
) 5 F degrees)
e cooling equipment part load performance (increase specified
capacity 50%)
nun.per of occupants (increase 50%)
vacation period, unoccupied (add July)
building mass (change from medium to heaviest category)

In addition to the conclusions from the two main research paths, the study
called into question the common modeling rule-of-thumb that though
estimates of base building consumption may vary widely among different
models and raodelers, the ECM energy savings estiniates will show little
variation. The Corson study saw results that are totally opposed to this rule-
of-thumb. The study results indicate that the ECM savings estimates vary
more widely than do the widely-varying base building estimates. In our
Energy Edge work, we have seen some results that also support this
conclusion. This is of global significance! If valid, it means that we
modelers can no longer find solace in the belief that a sloppy base model
can nevertheless yield accurate ECM savings data. And if we modelers can’t
find solace in this belief, then the program administrators who routinely base
financial decisions on our simulations must feel some unease also.

33 ENERGY EDGE COMPARISONS

Lawrence Berkeley Laboratory (LBL) is responsible for impact analysis of
the Energy Edge program. Part of their work has involved comparing the
design-phase computer models to the tuned models. This report section
owes much to an unpublished LBL. memorandum that summarizes the carly
results of this analysis.

As the Energy Edge program has progressed, LBL has found substantial
differences in the building systems and operating conditions between carly
design intentions and actual occupied buildings. Part of LBL’s evaluation
cfforts has included tracking these changes. Although this task is hampered
by lack of data, such as clear reference to original modeling assumptions,
LBL has identified and compared key building characteristics (ref. 16).

The main finding of the analysis is that the carly design predictions and the
tuned model estimates show tremendous variation in the estimated energy
savings of the ECMs. We see, for example, in an 8500 ft? office building
that the total energy usc of the tuned model is about the same as the design-
phase baseline model, but the total savings by the ECMs were similar to the
design-phase model. However, the savings of individual ECMs differ by as
much as a factor of five between the two models. (See Figure 1.)

There appear to be several reasons for these differences. At least two (and
to some extent, all) of the ECMs owe their differences to the dissimilarity
in baseline assumptions in the two models.
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" Figure 1
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Int a 4100 f1? fast food restaurant, we see significant differences between the
ECM savings estimates for four of the five ECMs. (See figure 2.)

In this building the difference in the savings estimates for the lighting ECM
is primarily due to differences in baseline assumptions. The difference for

the hot water heat pump ("ht pump DHW") is due to a mistaken assumption

in the design-phase model regarding hot water usage. The monitored data
allowed us to improve this assumption in the tuned model.

In a 3025 ft% medical office, we sce relatively small differences between the
ECM savings estimates for three of the four ECMs. The fourth ECM shows
a tremendous difference between the two estimates. (See figure 3.)

In this case the difference appcears 1o be due to the fact that the funded
lighting controls (occupancy sensors and daylighting controls) are not
working. The tuned model simulates this as-operating condition, whereas
the design-phase model assumes proper operation,

Each difference between the performance of the ECMs in the design-phasc

versus tuned models can be assigned to one or more of the following four

categories:

1) Improper or different ECM operation (hardware, software, or
calibration problem, incorrect installation, poor design, poor control,
different controls, cice.)

2) ECM not installed (or new ECM installed)

3) Different assumptions about operating conditions of ECM or building .

(operating profiles, weather, infiltration, occupancy, etc.)

4) Modecling technique differed (error, different software, different
bascline assumptions, ¢tc.)

From the analysis of the three buildings described above, it appears that
categories 1 and 4 arc thc main causes of differences in ECM savings
estimates between the two modeling phases. However, we also see examples
of the other two categorics.

34 LESSONS LEARNED FROM MODEL CALIBRATION

The Energy Edge project has required us to examine a small number of
building models in exhaustive detail. For most buildings we have had the
benefit of well analyzed cnd-use monitored data, and sometimes
supplementary measurements of ECM or system bchavior.

For most buildings we are charged with calibrating the model end-use
monthly, scasonal, and annual encrgy consumption to the monitored data.
The extent of this activity is unique in the annals of energy modeling, and
has cnabled us to catch a glimpse of certain inalicnablc modeling truths,
We have already alluded to some of these in the appropriate sections, But
we shall summarize all of these truths in this section.
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Figure 2
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Figure 3

ECM Energy Savings Comparison
Medical Office, 3025 sq.ft.
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1)  One cannot overemphasize the importance of the bascline definition.
We have seen that differences in baseline assumptions were responsible for
most of the greatest differences in ECM savings cstimates between the three
design-phase and tuned models discussed in the previous section. Codes
simply do not address all the aspects of model input.  Therefore modeler
judgement is unavoidable.

Program managers must realize that there is often some degree of
unavoidable arbitrariness in the definition of the baseline model. Diffcrent
competent and ethical modelers may make different assumptions about
various baselinc parameters. This becomes particularly significant when
these parameters are affected by an ECM. The implication of this is that
the ECM savings estimates must then also have a degree of arbitrarincss.

In part 2 of this report we discuss baseline derivation in some detail. Both
modelers and program managers should read that scction,

2)  Many of the most significant energy drivers can be quantificd only by
educated guess--even with extensive monitored data. This is especially true
during design-phase modeling and for new construction. The most obvious
example of this is infiltration, though ventilation air volume and schedule,
internal equipment loads and schedules, and HVAC system control are also
significant. Infiltration and ventilation air assumptions can overshadow most
other inputs for buildings thai are subject to a significant heating load.
These assumptions can greatly affect ECM savings estimates, especially when
directly addressed by an ECM.

Often, parametric analysis of the extremes of reasonable values can give the
modeler insight into the importance of these uncertain energy drivers.
Parametric analysis is also helpful in establishing the error bounds related
10 specific inputs.

In part 2 we provide some guidelines for these assumptions. However, both
modelers and program managers should realize that the science of
infiltration is crude, and that savings reliability can often be diminished by
this. When a modeler analyzes an ECM that relies heavily on infiltration
assumptions, she should clearly document the assumptions and the degree
of uncertainty about them.

3) Small buildings are often disproportionately affceted by occupant
intervention.  We found that it is sometimes impossible to calibrate the
models for small buildings. Occupant manipulation of a single thermostat
or a single window in a one or two zone building can completely mask the
known input parameters. We know of nothing that can be done in the
design-phase models to address this issue,  (Though, again, parametric
analysis of the impact of thermostat sctting variability may be uscful in
establishing the error bounds.) The lesson here is not a solution. The
lesson is one of awareness. End-use and ECM savings estimates from
design-phase models of small buildings may differ significantly from the
actual cend-use consumption and ECM savings duc to such occupant
intervention.



4)  Choice of tuning methodology can strongly influence ECM savings
estimates. We recently completed a model tuning study of a small credit
union in Idaho. In analyzing this building, we used two different
methodologics. One of these methodologies drew on work by the National
Renewable Energy Laboratory (NREL, formerly Solar Encrgy Research
Institute, SERI) involving short-term energy monitoring (STEM). This
approach directly measured the building load coefficient and, indirectly, the
envelope overall U-value. The startling conclusion of these tests was that
the measured envelope U-value is about 40% of the value as calculated by
ASHRAE methods! Yes, this means that STEM believes the envelope
behaves more efficiently than as predicted by conventional theory. Assuming'
that the methodology is valid, one possible explanation for this is that the
envelope operates as a heat exchanger--heating infiltration air as it filters
through.

Much work remains o validate this methodology, but these results should
certainly give modelers pause. We are not at this time recommending that
modelers depart from conventional methods for U-value calculation.
However, one should note that, depending on which theory is embraced, the
savings estimates for any ECM related to envelope performance may differ
widely.

5)  Errors happen, happen. The modeler should never assume her model
to be correct.  Part 2 deals at length with error checking and model
debugging. Suffice it to say here that models are never correct.  They are
only less incorrect as the modeler takes greater care.

6) ECMs often do not operate as intended. Another Energy Edge project
lesson is that ECMs (and, for that matter, buildings) often do not work as
intended by the original design.  Dynamic systems (lighting controls,
cconomizers, energy management systems, other HVAC controls) are the
most frequent examples of this.

Several conclusions can be drawn from this lesson. The first is that design-
phas¢ models that assume proper ECM operation will often not be
indicative of actual ECM savings or building cnergy consumption.  The
second is that, if program managers are scrious about procuring ECM
savings, then the programs must include commissioning of the ECMs and
related systems.  They must also support intelligent operations and
maintenance procedures for the life of the measures. The third is that
HVAC tuning can be complicated by unintended operation.

7)  Simplified analysis can bear useful results. Sometimes a model can be
used for analysis of only a part of a building or for certain ECMs only. This
caiy greatly simplify the modeling task when appropriate. An Energy Edge
project example of this was an existing large office/retail building with a
complex glass facade and massive construction. We wished to approximate
the potential savings due to air-side cconomizers and night flushing. As a
first cut, we modeled only interior zones. This was based on the assumption
that since the installed capacity of interior HVAC units grossly exceeded
that of perimeter units, and since the building appeared to be satisfying
heating and cooling loads, then the interior zones represented the vast
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majority of heating and cooling energy consumption.

From this crude analysis we found that the ECM savings were not at all
close 10 the cost-cffective criteria. Therefore further analysis was not
warranted, and we had avoided significant modeling effort and expense. The
lesson is that model complexity is not an end in itself. The modeler should
always be alert to the potential for simplified modeling.
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PART 2 TECHNICAL GUIDELINES

1. GENERAL MODELING STRATEGIES
1.1 THE ROLE OF THE ANALYST

Conserving energy requires living on the edge. Excessive amenity levels are
avoided, but so is deprivation. HVAC systems are¢ sized with adequate
capacity but little margin for error. New, relatively complicated and
untested technologics are introduced where the tried and true once reigned.
Designers, manufacturers, installers and building operators and
administrators are forced up against a learning curve,

Energy savings analysis increases investment in conservation by offering
building owners the information nceded to weigh first cost against reduction
in annual operating costs. Savings calculations also serve as the basis for
utility funding in demand side management programs. Nevertheless, it is
important that energy conservation not be confused with energy analysis.

Analysis is only a small link in the chain of activities that leads to a
successful ECM. Once estimated savings have been used to select an ECM,
it is effective manufacturing, desiga, installation and operation that
determine actual savings. The analyst’s role is not only to predict typical
energy savings but also to promote actual savings through all phases of the
project.

Critical parameters, assumed in the analysis, need to be written down by the
analyst to serve as performance specifications, along with assumed operating
setpoints and schedules. The analyst needs then to check design documents,
bids and equipment submittals to assure that the performance specifications
are being met. The design documents, whether they are done by a
manufacturer or a consultant, should indicate that adequate attention has
been assigned to fitting the general technology to the specific project.

Ideally, an ECM description should include, from an early stage, a writien
consensus between the designer, customer and analyst of how the success of
the ECM is to be evaluated after installation. For HVAC and controls,
check-out trend logs should be planned in advance wherever possible. The
analyst can also promote clear labelling of equipment, training of the
building operators, and good user manuals. To last, an ECM must be
reliable, convenient and understandable.

10 We wuse the terms “analyst” and "modeler”  somewhat

interchangeably in this report. Insofar as we intend a difference, it lics in
usage of "modeler” in a more restricted sense of "one who models". The
analyst, on the other hand, is the modcler who also provides design
assistance, encourages commissioning, docs hand calculations, etc.
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1.2 BALANCING DETAIL WORK WITH TIME FOR CRITICAL
THOUGHT

Computer simulations requirc so many detailed inputs there may be little
time to sit back and look at the overall picture and still turn a profit. Be
sure to simplify the simulation to an extent that there’s time to think about
the results from a distance. Analysis requircs judgement, which requires
time for calm reflection,

At first it is tempting to model each schedule, each system, each strange
wall, each unconditioned space and cach wall layer with intricate detail. But
the inputs and outputs can easily bccome unmanageable.  Checking inputs
and outputs for reasonablencss and carcless errors takes time. A huge
number of detailed inputs full of errors is of no advantage to anyone.

The ultimate goal in simulation is to focus any desire for detail on inputs
that make a big difference. To some degree, the critical inputs vary from
one building or ECM to the next. However, the following guidelines may
be gencrally useful in reducing the amount of time spent on detail work.
Most of the points that are summarized here are discussed in greater detail
later in this report.

e Interior Walls. Do not model interior walls between air spaces
that are roughly the same temperature unless they are needed to
properly simulate thermal mass or light-dimming controls in day-
lit buildings. However, the modeler must take care that she allow
some path for heat transfer from interior zones with significant
internal gains.

e  Utility Rooms. In general, don’t model mechanical (or electrical)
rooms or mechanical room walls. The heat loss from the
cquipment usually keeps the rooms warm, and that energy is
already accounted for in the HVAC model as cquipment
incfficicncy.

e  Permanently Shaded Glazing. Treat windows that arc
permanently shaded as north-facing without shade, or as unshaded
with a low shading cocfficicent.

e  Schedules. Since schedules are highly uncertain in any case, don’t
create two schedules that are only off by 10% unless that
diffcrence is the specific goal of a control ECM,

e  Boofand Ground Losscs. With tall buildings, pay little attention
to the roof, doorway and ground heat loss characteristics unless
they are direetly involved in an ECM.

e  Hand Calculations. Calculate consumption by domestic hot
water, exterior lights, and cquipment located in unconditioned
space by hand (i.c. with a sprecadsheet). That way you can change
those caleulations without rerunning the program,
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Caution:

Sensitivity studies. We highly rccommend the modeling practice
of running parametric simulations of parameters in question to
test their sig nificance in a specific building. 1f changing the values
within the range of uncertainty has little effect on the output,
then the modeler can arbitrarily select a mid-range value and
move on.

Lighting Inputs. If lighting is fairly evenly distributed, calculate
a watts per square foot input to use throughout, even for retrofit
baseline simultations.

Spreadsheets.  Some modelers find it helpful to develop the
envelope and internal gain inputs on a computer spreadsheet.
(Sce appendix V9) Some modelers even go so far as to usc a
spreadsheet (o help generate their DOE2 BDL files.

Pre-simulation Review. 1f possible, check the level of detail in
zoning and schedules with any reviewers before you get started.

Preserving Carefully Donc Work. If you perform a careful
detailed calculation to create an input, file the calculation
carefully so that you don’t have to redo it a month later when
checking your worik.

Focus on ECMs. Even with the baseline inputs, focus on the
inputs that will be directly affected by the ECMs to be modelled.

The net heating and cooling loads on a zonc are sacred. The

modeler should not move wails, lights, equipment, c¢tc between zones.
Multiple spaces can be joined irto a single zone, but the respective lights,
walls, floor area, ctc should be imanipulated together, and not capriciously
assigned to different zones.

1.3 NEGOTIATIONS BETWEEN THE MODELER AND THE
COMPUTER SIMULATION

The good modeler knows how to negotiate profitably with her software.

Part of successful negotiation is arriving at the table with an opinion about
what the results should be. The modeler should have access to information
about typical:

Btu per square foot per year total consumption by building type,
end-use breakdown fractions,
seasonal variation of end-use consumptions, and

a rcasonable range of inside space temperatures.

The modeler should also have some sense of what the energy savings for
cach ECM wiil be, either from back of the envelope caleulations or previous
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modeling experience.

These prejudgments form the modeler’s side of the argument. 1f the
simulation produces results that fall dramatically outside the range of
anticipated results, the modeler’s most reasonable first reaction is to try to
bring the simulation into line--always remaining open to the possibility that
the simulation is correct. The order of attack is important, and should be
roughly as follows:

1)  Carcless Errors in the Inputs. Look for carcless errors in the inputs.
Examine both the actual input and the simulation program input echo
reports.

2) Simulation Output, Examine parts of the simulation output that might
lead to some clarification of the difference between simulation results
and the expected values.

3) Understanding of the Simulation Algorithms. Rercad the appropriate
sections of the simulation users’ manual to check whether you've
understood the simulation properly, and correct any errors resulting

- from such misunderstandings.

4)  Understanding of the Building or the Design. Think about the physical
process being modelled and whether the model - as described in the
user’s manual - has captured the major elements. If not, consider a
change in the inputs or a hand calculated correction to the outputs.

5) Increased Attention to Detail in the Inputs. Consider redoing more
carefully any inputs that were developed in a rush if it seems the
difference might create a more reasonable outcome.

6) Fiddling with Inputs with a High Degree of Uncertainty. Tweak
uncertain inputs within a reasonable range of values to move the
simulation results toward the answers you expected. (This is a complex
and dangerous topic.  "Responsible tweaking" requires modeler
experience, judgement, and integrity.)

If the results are still mysterious, the modeler may try a parametric run or
two 10 make sure she understands how the simulation works on algorithms
related to the source of disagrcement. As an example, she might input
infiltration at two diffcrent values during unoccupied hours--say, 0.2 and
0.5 air changes/hour. Or she might try two runs--one with 5% minimum
outdoor air ventilation and one with 20%.

The overall strategy is thus first to increase accuracy, then tweak, and finally
to consider that either there is a bug in the simulation or an error in the
preformulated answers. If the simulation has been around for over 10 years,
most of the bugs have probably been worked out. To distinguish between
a bug and a sober lesson in reality, it may be helpful to talk with someonce
who is familiar with the software and talk with pcople knowledgeable about
the technology in question.  For unexpected ECM savings, try hand
calculations to sce whether the same results can be approached manually.
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Do not tweak all of the uncertain inputs before checking for careless errors.
Otherwise you may find yourself in the humbling and inefficient activity of
tweaking back to center after careless errors have been found.

If the modeler doesn’t start each simulation with an idea of the reasonable
range of outcomes, she will be at a disadvantage in routing out careless
errors and misunderstandings about how the simulation works, On the
other hand, a modeler who resorts to unrealistic inputs to generate what
appear to be the "right" outputs may be working from erroneous
preconceptions. ‘It is important to know when to stop arguing and (o start

listening,

Computer analysis is helpful not only in fine-tuning ECM savings
calculations within the range of typical values but also in identifying overly
optimistic ECM expectations.

Simulations may also help dislodge outdated notions of encrgy use indexes

and ecnd-use brecakdowns. As design fashions shift, so do building
consumption patterns.

29



2. SOURCES OF MODEL DISCREPANCIES

There is a growing body of knowledge that identifies recurring modelers’
biases in constructing building models. End-use monitoring through the
ELCAP and Energy Edge programs has lead to surprising new information
about equipment power densities and lighting and equipment- use during
unoccupied hours. Review of design phase modeling for Encrgy Edge
buildings has also revealed some typical crrors resulting from modeler
oversight or misunderstanding of how simulations use input data.

Since these findings may be particularly helpful to modelers, they are
summarized here. Each of these topics is also covered in greater detail later
in this report. ‘ '

2.1 EQUIPMENT POWER DENSITY
We idcnlify two significant biascs that relate 1o equipment powcr‘ density:

1) Undcrestimates from using rules of thumb, Equipment loads (also
referred 1o as plug-loads and receptacles), tend o be vastly
underestimated.  The time-worn rule-of-thumb for office spaces has
been 0.5 W/ft%, not including large main-frame computers.  Recent
studies indicate that a power density of 1.0 to 2.0 W/fi? is more
appropriate.

2) Overestimates from using nameplate data. When modelers have access
to audit data, the opposite tendency occurs. Use of nameplate capacity
as the connected load in a computer model overestimates consumption.
Many pieces of equipment, like photocopying machines and printers,
draw power in varying amounts through their operation cycle. The
peak, or nameplate consumption, is only experienced for a fraction of
the time the machines are on. As a general rule of thumb, we advise
that nameplate ratings be multiplicd by 1/3 1o get the ap{)ropriale
power density input for typical electronic office equipment.!

2.2 UNOCCUPIED EQUIPMENT AND LIGHTING SCHEDULES
Modelers often assume that the lighting and ¢quipment loads go to zero

during unoccupied periods. Monitoring data have shown that in fact 10%
10 30% of the lighting and at least 30% of equipment loads are on during

' There is much variation among different types of clectronic
equipment in the ratio of average to rated power. Personal computers
tend to be constant load machines with average power at 25% 10 40% of
rated power. Copicrs and printers have ratios that can vary widely, and
that are primarily a function of the duty cycle of the machines. Average
power for such machines is generally between 15% and 30% of rated
power,  Because of the preponderance of personal computers in the
receptacles load of the typical office, the 1/3 rule of thumb is a reasonable
approximation. (Reference 21, Harris ct al, and reference 22, Piette.)
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unoccupied hours in typical office buildings.!? Similar valyes apply to
other commercial building types. '

2.3 WINDOW SHADING

In the course of reviewing design-phase simulations of Energy Edge
buildings, we found that interior and exterior shading are among the most
commonly overlooked model inputs. Often this occurs either as a simple
oversight or because the modeler has no infermation on which to base
assumptions. Existence and use of curtains are the norm rather than the
exception since glare and overheating tend to occur in direct sunlight. The
modeler should assume, unless there is firm evidence to the contrary, that
the building has interior, occupant-operated shading, Extensive shading by
adjacent buildings or trecs, as well as shuding of the building by itself all
need to be taken into account by the modeler.

Computer simulations vary widely in their ability to model internal and
external shading. Compromises often need 0 be made. For example,
curtains or shading by adjacent buildings can be modeled by input of an
artificial shading coefficient. The modeler is encouraged to model shading
accurately within the limits of the program, and in no case to ignore shading
just because it is uncertain or difficult to model.

24 WINDOW AND WALL U-VALUES

Modelers commonly ignore the effects of window frames and metal wall
studs on U-values. For multiple paned windows with metal frames that have
no thermal breaks, an overall window U-value more than the U-value of the
double glazing should be used. Metal wall studs should also be taken into
account when calculating the average wall U-value, Heat loss through walls
and windows is otherwise significantly underestimated.

2.5 HEAT LOSS TO GROUND

Some computer models overestimate heat loss to ground from flooys in
contact with the soil. Heat loss to ground from floors occurs primarily at
the perimeter. - Calculations based on the entire floor area are likely to
overcstimate heat loss. If a simulation calculates heat loss from floor to
ground bascd on a floor arca input, the modeler is encouraged to input the
floor perimeter in linear feet or 1o input an artificially low U-value. The
artificially low U-value is morc convenient if the floor arca is used to
calculate infiltration or equipment loads as well as conduction losses. (Sce
reference 11, p. 111.118.)

12 The unoccupied fractions of peak lighting and cquipment power
appear to be somewhat dependent on building size. Small offices tend to
have lower unoccupiced fractions than do large offices.
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2.6 OPERATION ASSUMPTIONS

Modelers typically assume that both the baseline and the as-designed
- building operate according to design intent. Commissioning ard auditing
xperience constantly screams to us that this is just not the case! Though
we are not suggesting that the design-phuse modeler simulate broken
buildings, we are suggesting that the modeler be aware of this issue and be
humble about her simulation estimates.

Commissioning work in the Energy Edge project and other northwest energy
conservation programs is providing much anecdotal evidence that certain
ECMs frequently do not work according to the designers’ intent. Controls-
related ECMs are probably the most common example. For instance, we
have pever seen economizer controls on packaged equipment to operate
properly as-installed. Energy management systems typically are only partiaily
utilized--in direct contrast to the designer’s fantasies. Such anccdotal
evidence suggests that computer simulation based solely on design intent is
quite misleading as to the true cost and energy savings of these ECMs.

We recommend that the modeler, in her role as a provider of design
assistance, make herself and the building owner aware of these issues. She
should especially emphasize that model predictions presume . proper
installation and operation of the relevant building systems. It is critical that
the building owner (and, for that matter, the energy provider) understand
that it is not sufficient to just analyze and fund such ECMs. Ongoing
attention to operation and maintenance is required.



3. FOCUSING ON THE INPUTS THAT HAVE A SIGNIFICANT
IMPACT ‘

It is important in computer modeling of buildings to focus on the inputs
that are most critical to making an accurate estimate of energy savings from
the ECMs under consideration. Any input directly affecied by the ECMs
should be given careful scrutiny in both the baseline and the post-ECM runs.
Inaddition, glazing U-values and shading cocfficient, infiltration, ventilation,
fan schedules, lighting and equipment watts per square foot, and thermostat
settings are always important. The risk of significant error for other inputs
depends to some degree on the size of the building and whether or not it is
new construction.

3.1 SMALL BUILDINGS

In small buildings, critical inputs include roof U-values, heat loss to ground,
and heat transfer through unconditioned spaces such as attics, storage areas,
and garages.

3.2 LARGE BUILDINGS

In large buildings, zoning, cconomizer controls, air distribution system type,
and multiple-zone HVAC system controls become more critical than in
small buildings, because many of the HVAC zones have no exterior walls
and therefore arc cooled even in the winter.

3.3 RETROFIT PROJECTS

For retrofit projects, the greatest difficulty is determining how the cxisting
equipment is controlled. Manual adjustments to mixed air setpoints and
unoccupied period equipment operation can have a critical impact on
building consumption, but are not easy to ascertain. Air flow rates and fan
and pump consumption may also be difficult to determine if the original
system was dramatically oversized and the system is being operated at flow
rates much lower than were intended.

When applying ECMs to the simulation of an cxisting building, it is critical
to input non-default values for important HVAC parameters. Supply CFMs,
and chiller and heat pump capacities should be input by the modeler for the
post-ECM run (i.c. carried from the baseline to the post-ECM run) even if
they were allowed to default for the bascline, because otherwise the addition
of any ECM affecting peak hecating and cooling loads will cause the entire
HVAC system to be resized.

Occupant discomfort in an existing building may be related to a reduction
in energy consumption. Burned out light bulbs that haven’t been replaced,
inadequate ventilation, or undersized cooling cquipment may save cnergy
while reducing the quality of the space being served.  For such cases, the
bascline simulation may tend to overestimate baseline consumption if it
models normal operating conditions. If the comfort problem is corrected as
part of the ECM installations, modceled ECM savings may be incorrect. For
that reason, it is important in retrofit projects to discuss with the owner any
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needs to improve amenity levels beyond the existing condition and to
consider the implication of such needs on ECM savings.
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4, SIMULATION INPUT

Proper selection of simulation inputs requires understanding of building
technologies as well as computer models. In this section, recommendations
arc made for developing simulation inputs. When an understanding of the
physical process being modeled is critical to developing the appropriate
model inputs, that process is described.

4.1 ZONING

This scction paraphrases cxtensively from an article in the BLAST News
(reference 9), and blends in our own opinions. We therefore take full
responsibility for any faults in the malcrial, but take only partial credit for
its successes.

4.1.1 The Basics

The goal of any simulation is to take something that is extremely complex
(a building) and to model it as simply as possible yet as accurately as
necessary. One of the most critical steps is the zoning of the building, The
more complex the building, the more important this step becomes.
Buildings with a small number of zones are much easier 10 manage than
buildings with an abundance of zones.

Aggregation of loads into zones, systems, and plants can have a significant
impact on encrgy consumption, particularly for large buildings and buildings
served by multiple-zone heating and cooling systems.!?

Zoning in simulation modcls is based on, but is not identical to, HVAC
zoning. An HVAC zonc is defined by an individual thermostat and that part
of the air distribution system that responds to that thermostat. A designer
will often give individual thermostatic control to several different groups of
occupants in an arca that can be expected to have a relatively homogenous
heat balance. A model zone, on the other hand, represents simply a mass
of air on which a heat balance is performed. There can be one or many
HVAC zones in a model zone. There will rarcly be more than one model
zonce per actual HVAC zone.

When describing a building in a model, the first step is 10 zone the building.
When placing zone boundarics, it is very important to remember that:

A zone represents a mass of air on which a healt balance is performed.

Surfaces, scheduled loads, and controls provide mechanisms for encrgy

3 we frequently refer 1o "multiple-zone systems” in this report. This
nomenclature is not to be confused with the more common teim, "multi-
zone system". A multiple-zone system as used here is an HVAC system
that serves more than one zone and responds on some level 1o multiple
thermostats. A multi-zone is one example of a multiple-zonc system;
VAV, dual duct, VVT, and so forth arc other examples.
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flow into and out of a zone.

This means, for the model, that the entire zone has one mass of air at a
single temperature. Any surfaces which are assigned to a given zone
exchange energy with the zone air mass and with the other surfaces of the
zone. Any scheduled loads and controls which are assigned 10 a given zone
exchange energy with the zone air mass and with the zone surfaces.

Before discussing ways to zone a building, there are some common myths
about zones which must be dispelled:

Myth 1:
A zone must represent an enclosed volume.
This is not necessary... If a zone has a hole in it, it will not let in

masses of outside air. Surfaces, controls, and scheduled loads are the
only means by which energy can enter or leave a space. Many zones
may be completely described with a single exterior wall and a piece of
internal mass.

Myth 2:

A zone must represent a continuous volume.

This is not necessary. It is possible to have a single zone consist of
several spaces which are far removed from each other. For example,
all of the bathrooms in an entire building might be combined into a
single zone.

Myth 3:
A zone must all be on one floor.
This is not necessary. Very often, it is useful to have a single zone

include rooms on several different floors.

Remember that a model zone is a somewhat abstract thing--it is not limited
by the geometry of specific rooms or of the HVAC distribution system.
However, since buildings are divided into rooms, a zone will typically be a
collection of rooms.

Start With One Zonc

One approach to zoning a building is to start with the entire building as one
zone and then subdivide that zone as needed. Any building may be modeled
as one zone, if desired. This would be a very simple model, but it can be
done. If a single-zone modcl is sufficient for the needs of a project, then
there is no need to go any further in zoning the building,

There arc many different criteria which may be used to determine additional
zone boundaries. Five basic criteria arc usage, controls type, solar gains,
perimeter or interior location, and fan system type.  These five
characteristics arc sufficient to define almost all of the necessary zone
boundarics, yet there may often be special conditions which require
additional zones to be created.

1)  Zoning by Usage. Rooms which differ greatly in usage typically need
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2)

to be described in scparate »~acs, All rooms which are included in a
zone should have similar internal loads.

Example A ‘

A kitchen with high internal loads should not be grouped into the
same zone as a storage room with low internal loads. If both of these
rooms were modeled in a single zone, the kitchen loads would be
distributed evenly throughout both rooms; it would be as though there
was no wall between the kitchen and the storage room. The modcler
may, however, decide that this distinction is trivial to the major energy
patterns of the building, In this case, the zones could be combined.

Example B

Ten offices with similar lighting levels and controls, occupancy rates,
and equipment loads may be described with a single zone. These
offices may even be on different floors, and they do not necessarily
have to be adjacent 1o each other. Since all of the rooms will
essentially behave the same, nothing is lost by combining them into a
single zone.

Zoning by Controls Type. Rooms with different temperature control
strategies or thermostat schedules (or thermostat setpoints) typically
need to be described in separate zones. A zone can only have onc
control profile which is active for any given hour, so all rooms which
are included in a zone will be controlled the same way.

Examplc A

Fifteen classrooms are heated/cooled from 8am to S5pm and are set
back from Spm to 8am. All of these rooms may be included in a singlc
zone.

Example B

A hospital office area is occupied from 7am 10 7pm and is sct back
from 7pm to 7am. The hospital patient rooms ar¢ never sct back. The
offices and the paticnt rooms should be placed in at least two different
zones to model the setback periods properly.

Zoning by Solar Gains. Rooms which have greatly differing solar gains
should not be included in the same zone, because the effects of the
solar gains will be diluted throughout the entire zone.

Perimeter zones with windows should be assigned at least one zone for
each direction of the compass, Otherwise multiple zonce system
controls are difficult to model accurately, and solar overheating of one
zone is likely to be misrepresented in the simulation as free heat in
another arca of the building,

For further simplification (and somewhat less accuracy) the perimeter
zones can combine north and cast sides, and south and west sides.
Zonces with unglazed exterior surfaces or extensive heat loss through
interior walls can also be lumped in a single zonc if they are otherwise
similar.
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4)

5)

Example A
A north-facing zone should not be combined with a south-facing zone.

Example B
A core of interior offices should not be combined with an atrium
unless a single thermostat controls the HVAC for both.

Zoning by Perimeter or Interior Location. For large buildings, careful
attention should be paid to separation of interior and perimeter spaces
when breaking the building down into zones. Ignore the location of
interior walls in this case. Interior spaces with no exterior walls, roofs,
or floors are cooled year round. Pcrimeter areas stretching from
exterior walls with windows inward to about 12 to 15 fect from the wall
are often heated. If these perimeter spaces and interior spaces are
lumped into common zones, the simulation will dramatically
underestimate  winter  heating and  non-economizer  cooling
consumption.

Zoning by Fan System Type. Rooms which are served by different
types of fan systems should not be included in the same zone, since a
single zonc may be served by only one type of fan system.

Example A
A room which is served by a fan coil systcm should not be combined
with a room which is served by a variable air volume (VAV) system.

Special Considerations:

There will often be special conditions in a building which require additional
zoning in order 10 model the building conditions accuratcly. The modeler
must always analyze the thermal aspects of the building to determine
whether the zoning will be sufficient. Here are a few things to watch for.

Shading
When zoning is based on solar gains, remember to consider shading
effects.

Large Open Spaces

Models generally assume that all zones are well-mixed. If there is
reason to believe that different parts of a large space may cxperience
different conditions, then the space may be divided into more than one
zone. Remember, though, to provide some means for heat transfer
between these zones.  This may be accomplished with mixing or
interzone surfaces.

Unconditioned Spaces

When describing unconditioned spacces, such as attics and crawlspaces,
consider the boundarics carefully. For example, if the attic is scparated
into more than onc section, so that the sections will not always be at
the same temperature, then it may be necessary 1o use more than one
zone 1o describe the attic.
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It is important when combining spaces into a single zone that all of the
clements of each space are included. Do not move, for example, the lighting
or a window from one zone into another without moving also the respective
floor area, equipment and any associated exterior surfaces.

4.12 Assignment of Zongcs to Systems

In computer simulations, once the net heating and cooling loads have been
calculated for a zone (usually on an hourly basis), the loads are combined
with any loads due to ventilation or change in thermostat setpoint and
passed to the simulation of the air distribution system, which we refer to
simply as the "system".

Zoning of Single Zone Systems:

Zone assignment is not particularly critical for single zone systems, except
that the following two conditions should be met.

1) If some of the building is heated or cooled by a different system type,
different fuel, or at a significantly different efficiency level than another
part of the building, that distinction nceds to be made by assigning the
respective zones to separate systems.

2y If multiple zones are assigned in a computer simulation to a single-
zone air distribution system, some simulations will assume that each
zone is scrved by a scparate air distribution system, while other
simulations will add recheat and serve all of the zones with a single
system. Since the latter strategy is far less efficient, the modeler needs
to make sure that the strategy taken reflects the actual design or
building.

In existing buildings, singlc zone systems as installed are sometimes serving
incompatible spaces, such as interior and perimeter arcas, without much
success, Discomfort caused by improper zoning is difficult to model. The
simulation is likely to overestimate consumption if proper zoning is
modeled.

Converscly, extensive use of baseboards 1o offsct inadequate air distribution
system zoning in existing buildings can introduce an inefficiency that isn’t
reflected in a simulation of a single zone system serving the same arca. In
such cases, greater simulation accuracy may be achicved by modcling the
single zonce system as a multiple-zone system with reheat or baseboard heat.

Zoning of Multiple-Zone Systems:

For multiple-zone systems, it can be important (o assign zones 10 air
distribution systems accurately. In general, it takes more energy for an air
distribution system to serve zones with diverse simultancous (i.c. at any
given time) heating and cooling needs than it takes to serve zones with
similar loading patterns. Two extreme examples will illustrate the case.

Fans Schedules. If a building contains 4 zonces that are occupicd 12
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hours a day and one zone that is occupied 24 hours a day, the cnergy
consumption for heating and fans is going to be higher if the 24 hour
zone is served by the same air distribution system as the other zones.

Cold (and hot) duct central supply temperatures. If a building contains
some zones that require 52 F supply air for cooling year round and
other zones that are in heating during cold weather, cnergy
consumption for heating (and possibly cooling) is likely to be higher
if all zones are on the same air distribution system.

If a computer room or a 24 hour part of the building is served by its own air
supply system, adding those zones t0 a multiple-zone system serving the rest
of th¢ building will result in a significant overcstimate of encrgy
consumption,

4.1.3 Assignment of Systems to Plants

Where one or more air distribution systems is scrved by one or several
boilers and chillers, the heating and cooling loads on the respective air
distribution.systems are passed to a separate "plant” section of the program.
Unitary systems, which include the supply fan and all heating and cooling
equipment within a single enclosure, are modeled without a "plant”
simulation.

Plant assignments (the assignment of one or more air distribution systems
to a specific group of boilers and chillers) can be important if different fucls
or efficiency levels characterize different boilers and chillers in the building,
Plant assignments are also important because they affect where on the part
load curve the boiler or chiller is operating,.

Building energy simulation software generally offer limited capability for
assigning different air distribution systems within the same simulation to
diffcrent boilers and chillers. Inaccuracies that might result from this
limitation should be considered qualitatively by the modeler in presenting
the simulation results,

Sometimes software limitations may make it advisable for the modceier o
simulate a particular building in two or threc scparate parts (i.c.
independent models).  This, of course, adds to the complexity of the
modeler’s work, and requires careful accounting to not lose track of any of
the parts. Software limitations that could make this necessary might include:

o  inability to assign different air distribution systems to different
plant equipment, '

e insufficicnt allowance for required number of zoncs,

e  inability to accept multiple occupancy or operating schedules for
different building sections,
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4.2 ENVELOPE LOADS
42.1 Infiltration

Infiltration can be one of the most significant cnergy drivers in a building
simulation. This is also the simulation parameter about which the modeler
is likely to have the poorest information. For these reasons, modelers often
view infiltration with mixed feelings. On the one hand, it is frustrating to
have to guess at such an influential parameter. On the other hand, because
the truth is safely hidden, the modeler often feels free 1o adjust ("tweak™)
this paramcter within the wide bounds of reasonableness in order to match
measured data.

The ASHRAE Standard 90.1 recommends procedures for model input of
infiltration (reference 8): ' ‘

“Infiltration shall impact only perimeter zones. When the HVAC
system is ON, no infiltration shall be assumed to occur. When the
HVAC system is OFF, the infiltration ratc for buildings with or
without operable windows shall be assumed to be 0.038 CEM/(t? of
gross exterior wall."

An exception is provided for hotels and motels. For these buildings, the
above infiltration rate is to be assumed for all hours.

Though we have littie data 1o support this contention, we belicve that the
above guidance is somewhat simplistic. The assumption of zero infiltration
during hours of HVAC system operation rests on the assumption that
system operation will result in building pressurization. However, this
presumes a well-designed, well-balanced, and properly operated air
distribution system. It also presumes the absence of other infiltration-
related effects such as tall building stack-effect, a high frequency of occupant
or customer entry and cgress, normally-open loading docks, and so forth,
The presence of any of these cffects should prompt the modeler to
reconsider her infiltration input.

Similarly, the mandated value for infiltration during hours of no HVAC
operation is restrictive and simplistic. Though the valuc may be generally
appropriate, the standard gives no guidance as to when this value applics.
Is it wind-dependent or independent? Is it temperature dependent? We
recommend that 0.038 CFM/ft2 is a reasonable beginning assumption, but
that the modeler consider the characteristics of the building being modeled
to determine its ultimate suitability. We further recommend, if the software
package being used has the capability, that the modeler split the volume
between wind-dependent and wind-independent infiltration. Wc note,
however, that DOE2 does a relatively poor job of simulating wind-dependent
infiltration. DOE2 modelers often rightly choose to model infiltration as
wholly wind-independent. Turning our attention to baseline building input,
we recommend that this model use the same infiltration input as the design
modcl unless a specifiecd ECM dircctly affects infiltration.
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4.2.2 Window Unit U-Values and Shading Coefficients

Modclers commonly assume that the winter U-value of a single-glazed
window is 1.1, and that the U-value of a double-glazed window is (.49,
However, these values do not consider the effect of the window frame. An
aluminum frame with no insulating "thermal break" can degrade these U-
values to 1.23 and 0.78, respectively (reference 6). Given the high U-values
of glazing relative to walls and roofs, this bias can have a disproporticnately
large effect on the building model. The opaque frame can also have a
significant effect on the overall window unit shading coefficient.

Typically, the design-phase modeler will not have accurate information about
the window units to be installed. We recommend that, unless the design
specifically includes an ECM relating to glazing and frame type, the modeler
assume a double-glazed window with a non-thermal-break aluminum frame.
If the modeler does have knowledge of the specific window types to be
installed, then we recommend that she use the manufacturer’s rated window
unit U-values (and shading coefficients) as a first preference, 1f these are
not available, or are suspect, then the modeler should either refer to the
ASHRAE Fundamentals Handbook (1989), Chapter 27, Table 13, or use the
Lawrence Berkeley Laboratory computer program WINDOW 3.1. The
modeler should also adjust shading coefficients to account for opaque
portions.

DOE2 modelers should note that the input for glazing heat transfer is
GLASS-CONDUCTANCE, not U-VALUE. The former parameter adjusts
the U-value for outside film coefficient and wind speed. The DOE2
reference manual provides a formula for making this conversion.

423 Wall U-Values

One cannot assume the U-value of a wall (or roof or floor section) to be the
same as the U-value of the insulation it contains. In some cases the U-value
of the wall-section may be less than that of the insulation due to other
layers, air-spaces, etc. And in some cases the U-value may be substantially
higher than that of the insulation due to wall construction. Metal stud
construction is a prime example of the latter. (See Reference 8, Appendix
E, for a thorough technical treatment of this issue.) In general, though, stud
spacing, thickness, and type all influence the wall U-value.

The State of Oregon Energy Code Compliance Manual (reference 7)
presents a useful set of tables for dealing with this issue. We recommend
that the modeler uses these tables where appropriate. These tables can be
found in appendix 1.

Sometimes insulation is installed in such a manner that it's theoretical U-
value is not realized. This can occur when batt insulation is compressed in
a wall space or installed with major gaps. The as-built modeler should be
aware of such deficiencies and adjust nominal U-values to reflect the as-
installed conditions.
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Architectural features of a building sometimes make it unusually difficult to
calculate an appropriate U-value. When the modeler encounters such
features, she should f{irst cvaluatec whether they are likely to have a
significant effect on building energy behavior. If the features affect only a
small portion of the building, then the modeler may decide that quick-and-
dirty calculations may be adequate,

If the features may have a significant effcect, the modeler should take more
care in these calculations. Sometimes, this may involve adding zones 10 the
model--for instance, to model an unheated arca above the top floor ceiling,
or an attic. Sometimes, it could involve modeling the feature with a high
and a low in a range of possible U-values. This would bracket the effect of
assumptions about this feature on the model.

Recent work at the National Renewable Encrgy Laboratory suggests that
effective U-values may actually be 60% lower than those calculated using the
standard ASHRAE methods.  One project measured a small building’s
overall U-value on the basis of heating consumption and outside air
tcmpcratures.14 Until the SERI methodology and results have been
closely examined and duplicated, it would be premature to revise the
recommendations given above. It will be interesting however, to follow the
outcome of further investigation.

424 Shading and Solar Gain

When a building has significant areas of glazing, solar gain through that
glazing can be a major driver of building cnergy performance. - Accurate
solar gain calculations must take into account the building latitude, the time
of year, the time of day, the orientation of the building surface, the physical
characteristics of the surface, and shading, Hourly computer simulations are
generally equipped to accurately take care of all of these factors except
shading, without much inconvenience to the user.

Exterior shading is usually uncontrolled by the occupants, and excrts a
seasonal effect on building energy behavior. Ground-based shading such as
trees may block the low winter sun more than the high summer sun. Or
they may loosc their leaves in winter--leading to the opposite effect.
Ignoring this may lead to gross miscalculation of heating energy, cooling
encrgy, or both.

If a building is 10 be located in an urban arca amidst muftiple high-rise
buildings, then those buildings will offer exterior shading. Most software
programs have some means of entering such shading. For new construction,
if the design drawings include landscaping plans, then the modcler should
input major shading features from thesc plans. [If the building involves
architectural features such as fins or overhangs that will shade the windows,
these features must be input.

4 This project was donc cooperatively with Bonneville. 1t applied the
STEM techniques to an Energy Edge small office. The results of this study
arc reported in reference 17.
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Another commonly overlooked type of exterior shading is the building itself.
Often one wall of a building may shade other walls. Again, this can have a
significant ¢ffect on the simulated performance.

Occupant-controlled interior shading can be a more difficult, but equally
important, cnergy driver,  Usually the type and usage of interior shading
devices is not known until well after the design-phase model is required.
However, it is reasonable for the modeler to assume that some form of
interior shading will be installed if there is a significant area of untinted
glazing--especially on the south and west sides of a building. Lacking
guidance from the owner and architect, we typically assume shading by
venctian blinds. As for scheduling of usage, we typically assume that west-
side blinds will be shut from 3pm to 8am the following morning, and that
south-side blinds will be shut from 11am to 3pm. Sometimes we adjust
these schedules scasonally.

ASHRAE Standard 90.1 (reference 8) requires that glazing be assumed to
be internally shaded by medium-weight draperies closed one-half time, It
further requires that the shading be calculated as effective over one-half the
glazed arca in cach zone. Though we see this requirement as more arbitrary
than our normal assumptions, we recommend that the modeler use
whichever she feels most comfortable with.

It’s imporldm to remember that shade will tend to increase heating
consumption in the winter and reduce cooling u)nsumptlon in the summer.
Similarly, solar gain that occurs in the carly morning is likely to reduce
heating consumption, while solar gain in the afternoon will more often
increase cooling loads. A shading coefficicnt, which applies equally year
round, is therefore not going to properly represent operation of curtains,
deciduous trees, or external structures that result in varying degrees of
shading.

Window sctback and overhangs are generally easy to input into simulations.
Movable curtains can be modelled in DOE2, but cannot be modelled in
many programs. Shading by adjacent buildings and other parts of the same
building tends to be time-consuming, even when possible. 1t’s advisable for
that reason to model windows that are in almost permancnt shade as cither
north-facing or with a very low shading cocfficient.

Keep in mind that for most simulations, cach zone floats in space, with no
designated geometrical shape or relationship to the other zones. The
simulation has no idca if one part of the building shades another unless that
information is input explicitly.

4.2.5 Daylighting

Installation of additional glazing and controls to automatically reduce
clectric lighting during sunlit periods is referred to as daylighting. The
HVAC cffects of glazing arc casy to model in simulations; the reduction of
clectric lighting in response 1o varying levels of natural light is much more
difficult to simulate. Even lighting design programs that model only
daylighting makc some serious simplifying assumptions, such as zcro direct
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beam (versus diffuse) solar radiation.

In most building energy simulations, the only way to model the lighting
effects of daylighting is to input a reduction in the peak lighting load, or a
change in the lighting schedule,

Unfortunately, this method tends to underestimate the energy savings from
daylighting controls. Natural light is usually brightest during warm weather,
so daylighting reduces cooling energy requirements while having little effect
on heating. Simulations that can only model daylighting controls by a
change in the average lighting levels year round will tend to overestimate
both heating and cooling.

For this reason, the modeler is advised to model a daylighting ECM with
daylighting algorithms if they are available in the simulation being used for
overall analysis.

DOE2.1 (versions C and later) does offer a daylighting program. All
sunlight entering the space is assumed to be split in half, with half being
evenly distributed over the ceiling and the upper half of the walls, and half
being evenly distributed over the {loor and the lower half of the wall area.
The modeler inputs the minimum foot-candle requirement, and the location
it is required. Specific architectural daylighting elements, such as light
shelves, cannot be directly simulated by the program, so their attenuation of
light entering the spacc may be evaluated by the modeler and included in the
shading coefficient,!®

4.2.6 Thermal Mass
The well known equation for heat loss (or gain),
Q = U-value * Area * (T, - Ty,

fails to account for solar gain or thermal lag. While such an cquation is
useful for sizing equipment, using worst case (design) conditions, it is less
accurate for calculations of annual encrgy consumption. The strength of
computer programs as tools to estimate annual cnergy consumption lics
largely in their ability to account for solar gain and thermal lag, two factors
which are not easy to model in hand calculations.

When the outside temperature and/or inside temperature is varying with
time, the above equation is no longer correct for any given moment, because
the heat loss or gain by the space is affected not only by current
temperatures, but also by the history of previous temperatures.  Given
dynamic, (non-steady state) outside or inside temperatures, heat is stored in
the walls and roofs, creating a thermal lag. Thc{( rate at which a change of

15 DOE2 function commands can be used to input the effects of
various architcctural clements. In buildings where daylighting control is a
significant ECM, an architcctural scale model can be created to gjcnualc

data for the function commands.
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outside temperature is registered inside the building is a function of the
insulation value, and even more importantly, the weight of the wall or roof
through which the heat is passing.

Thermal mass affects the timing of cooling loads as well as encrgy storage
behavior,  Thus inputs describing mass can be important in estimating
cooling load shapes and coincident peak demand in buildings of hcavy
construction.

Heavy buildings are likely to show higher savings from night flushing than
light buildings. Heat absorbed by heavy walls during hot days is released 1o
the atmosphere and to the interior of the building at night, Cool night air
can be used to cool the building at night, displacing use of mechanical
cooling that would otherwise be nceded the following day.

The amount of energy required for morning warm-up or cool-down is
greater in heavy buildings than in light buildings (unless the building is
permitted 10 warm up or cool down after occupancy). Heat transfer
decreases as the difference between the inside temperature and the outside
temperature decreases.  Ina light building, the inside temperature
approaches the outside temperature (during setback, sctup, or night shut off)
faster than in a heavy building with the same configuration and envelope U-
values,

Accurate building weight simulation improves the accuracy of night sctback
and night flushing savings cstimatces, as well as the effects of solar gain on
HVAC loads. ‘

DOE2 provides two mecthods for dealing with transient heat gains in a
space--precalculated weighting factors and custom weighting factors. The
program uses the precalculated factors as a default. So, once again, if the
modeler declines to select a method, she has, by default selected one.
Quoting from the DOE2 Reference Manual, p.111.143 (reference 11),

"To aid the user in deciding which of the above methods 10 use for
HVAC calculations, the following can be stated. The Precalculated
Weighting Factor method requires the least computer time and
produces the feast accurate results. The Custom Weighting Factor
method is more accurate than the Precalculated Weighting Factor
method, but requires more uscr-input cffort and slightly more
computer time. In the following cases use of the Custom Weighting
Factors is suggested:

Buildings with thermostat sct-back and/or sct-up

All passive solar buildings

Masonry buildings

Heavy construction buildings

Any building in which it is nccessary to dcefine the
distribution of the solar radiation within the building

o Buildings located in sunny locations with large amounts of
solar encrgy entering the spaces.”

e o ¢ o o
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We have found that the use of custom weighting factors instead of
precalculated weighting factors has made a significant difference in heating
and cooling end-uses in buildings that meet some of the above descriptions.
Other modelers have also noted a significant difference. The modeler
should follow the DOE2 reference manual recommendations concerning
when to use custom weighting factors.

In our work, we have found that switching from prccalculatcd 1o custom
weighting factors generally makes a more significant difference than
changing the values of the keywords in the custom weighting input. Though
we have not researched the question exhaustively, it appears that the most
critical custom weighting input is the area and construction of interior walls
(including floors and ceilings). As long as the modeler takes some care in
her input of actual interior wall characteristics (area, construction, U-value,
and location), her input for the remaining custom weighting keywords
(FURNITURE-TYPE, FURN-FRACTION, AND FURN-WEIGHT) will
have relatively little effect. She may {ind it convenient to enter an adiabatic
wall rather than standard interior walls to adequately simulate the mass
without affecting the inter-zonal heat transfer. She must also use layer-type
input for exterior walls as opposed to the "quick" U-value input.

To use custom weighting factors, the modeler must input a FLOOR-
WEIGHT of zero under the appropriate zonc SPACE-CONDITIONS
command. Reasonable input for the FURNITURE-TYPE keyword is
HEAVY for a predominance of file cabinets, bookshelves, etc., and LIGHT
for a predominance of chairs, softwood furniture, etc. Reasonable input for
the FURN-FRACTION keyword is 0.2 to 0.3 for a typical ()fflce layout,
Reasonable input for the FURN-WEIGHT keyword is 2 to 5 (lb/ft ) for the
typical office. Extensive file storage, heavy equipment pallets, library stacks,
and so forth would prompt a higher input value.

DOE?2 also prowdes keyword for descrlpu(m of the portion of the solar

radiation coming through the glazings in the space that is absorbed by the

particular interior wall, floor, or ceiling under which the keyword is input.
Generally, the DOE2 defauits for this keyword, SOLAR-FRACTION, are

adequate. These defaults are: 60% of the incoming solar radiation is

absorbed by the foor; the remaining 40% is distributed to the other named

surfaces in the space, according to their surface arcas. The modeler should

override these defaults only when they are a clear misrepresentation of the

actual geometry of the space.

4.2.7 Unconditioned Spaces

Heat transferred through surfaces (wall, floor or ceiling) between
conditioned and unconditioned spaces can be modeled in ¢ither of two ways.

Mecthod 1: The unconditioned space is input as a zone in the program, and
the surface between the two zones is input as an interior surface.

Method 2: The surface between the two zones is input as an exterior
surface, with provisions made to sce that solar gain and the additional
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thermal lag of the adjacent space are roughly accounted for,

The advantage of the second method is speed: it doesn’t require
descriptions of the exterior surfaces or conditions of the unconditioned
space.

The disadvantage of the second method is that it is difficuli 10 model the
thermal lag and solar gain characteristics of an unconditioned space as a
simple surface. If, for example, an office is adjacent to an unheated
warehouse, the effects of outside temperature changes will be transmitted
through the warehouse to the office at a slower pace than they would be
through a light exterior wall. There probably is some sort of exterior wall
which the user could input which would approximate the same insulation
value, thermal lag and solar gain characteristics as an attached warchouse,
but it is not obvious what that surface would be like. The best that one can
do when forced to use such a procedure is 10 make the interior surface
which is modeled as an exterior surface heavy enough to roughly cover the
effects of the thermal mass of the unconditioned space.

If there is a liberal flow of outside air threugh the unconditioned space, (as
in most commercial garages), it is advisable to model the interior surface
as an exterior surface, because the temperature of the conditioned space will
be similar to the outside temperature. The surfaces should be described as
north walls, or horizontal surfaces facing down (with a 180 degree tilt in
DOE2), to minimize solar gain.

Do not model mechanical rooms, or the walls of such rooms. They are
heated for free by the waste heat from HVAC equipment,

In small buildings, hecat loss and heat gain between conditioned and
unconditioned spaces can have a significant impact on the overall building
energy consumption.  In those cases, it may be worth modeling
unconditioned spaces as zones. For large buildings, where the overall effect
of the unconditioned space is small, the added detail work involved in
modeling unconditioned spaces as separate zones is usually not worth the
effort.

4.2.8 Interior Walls

It is often unnccessary to model an interior wall if the thermostat schedules
for the zones on either side of the wall have identical setpoints and hourly
profiles.  Heat transfer docs not occur unless therce is a temperature
difference.

However, there arc two important exceptions to this recommendation. First,
the modeler must take care that an interior zone with high internal heat
gains during periods of HVAC non-opcration has some means of
transferring this heat to adjoining perimeter zones. Otherwise, these interior
zones may see unoccupied period temperatures float absurdly high. This in
turn can lead to improper morning pick-up loads and gencrally
overestimated occupied period cooling loads.
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Second, when thermal mass is important to a building’s energy behavior, the
modeler should elect to calculate custom weighting factors.  She can
simulate the mass of an interior zone by cntering an adiabatic wall with
surface area equal to that of the actual interior walls.

If there is a significant temperature difference across an interior wall for a
significant period of time, the wall should be described in the model. There
are typically two ways to describe an interior wall in a building simulation.
Either the modeler is asked to identify the zone on the other side of the wall
or to give the average temperature of the air on the other side of the wall.

Be sure not to input an interior wall under both adjacent zones. That would
result in duplicating the heat transfer.

In a large building, very often the heat transfer octween the conditioned
spaces and an adjoining massive unconditioned space (such as a parking
garage) will be insignificairt relative to the other heat balances in the
building. If the modeler decides not to model such a massive unconditioned
space as a separate zone(s), the simplest approximation is to input under the
adjacent zone an interior surface, and give the temperature on the other side
of the wall as the average annual temperature.

Summarizing our recommendations, model interior walls only if:
(1) the thermostat schedules and setpoints for the zones on either side
of the wali are not identical, or

(2) the zone has significant internal gains during periods when the
HVAC system is not operating, or

(3) an adiabatic wall is needed to properly simulate thermal mass,
4.2.9 Above-Ceiling Spaces

Most commercial buiidings have spaces several feet high located between the
ceiling of each conditioned space and the floor (or roof) above it. Such a
space is unique in several respects. It gains heat from recessed fluorescent
fixtures, foses and gains heat through the exterior plenum walls, and loses
and gains heat from heating and cooling supply air ducts. In some buildings,
HVAC retur air travels unducted through these spaces. In these cases, the
spaces are termed ceiling plenums. The temperature of the ceiling plenums
is not thermostatically controlled.

Heat losses and gains which occur in a ceiling air plenum affect the amount
of energy consumed for HVAC because they affect how much heat is lost or
gained by the return air between the conditioned space and the supply fan,
The above-ceiling space temperature also affects heat loss or gain through
the ceilings of the space below and any floor above, and the amount of heat
loss or gain from supply air ducts.

In most cases the walls of the above-ceiling space can be included in the
zone directly below it. The walls, and heat from lights would be included in
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the inputs for that zone. The greatest inaccuracy of such an approach occurs
for true return air plenums, and only when economizer cooling is operating
or a high minimum outdoor air percentage is in effect. During these
conditions, the heat of lights and heat gain through the plenum walls would
still be modeled as entering the space rather than being dumped outside
before entering the supply fan and coils. Energy consumption for cooling
tends to be low during periods of cconomizer cooling, so this inaccuracy is
not large. However, the inaccuracy may be significant in the casc of a high
minimum outdoor air gcrccmage since this condition occurs during all hours
of HVAC operation.!

4.2.10 Heat Loss to Ground

Heat loss through surfaces in contact with the ground is only a very small
part of the overall heat loss for a multiple story commercial building. For
such a building, accuracy is not very important, though care should be taken
1o avoid gross overcstimates. In single-story commercial buildings, heat loss
to ground can be a significant portion of the building’s total heat load.

The temperature of the ground is more stable than temperature of the air,
particularly as depth increases. But the temperature of the soil is
significantly affected by the presence of the building. One cannot simply say
that the ground temperature is usually around 50°F so the underground wall
or floor heat loss can be modeled as,

Q = Ux Ax (T, - 50 degrees)

because in fact, during the heating season, the soil under a heated building
and around underground walls is warmer than the normal ground
temperature.  Use of this type of calculation, though, is common in the
more simple software packages, and tends 1o overestimate heat loss o
ground.

According to the ASHRAE Handbook of Fundamentals (1989, page 25.6),
heat loss through underground floors and walls is best understood as flowing
from the building interior, through the ground to the outside air. The
ground acts as thermal mass and insulation. The longer the path through
the soil from the building to the outside air, the lower the heat loss. Heat
loss therefore decreases with depth and distance from the building’s
perimeter.

If a simulation uses the full floor arca to calculate heat loss from a floor in
contact with the soil, it is best to cither input the linear footage of the
floor’s perimeter where the simulation asks for area, or to input an
artificially low U-value. The low U-valuc is the better approach if the floor

1o If the DOE2 modeler feels that for a specific building it is
important to account for the heat exchange between the return air stream
and the plenum  walls, she can model the plenum as ZONE-
TYPE=PLENUM and, in the SYSTEM command for the adjacent

conditioned zone, model the RETURN-AIR-PATH=PLENUM-ZONES.
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is likely to be important to the building thermal mass behavior or if the
floor area input is also used for calculating other information such as
infiltration or zone equipment loads, The DOE2 modcler should use the
actual floor construction for calculation of the custom weighting factor
parameters. The artificial U-value can be calculated as,

U-EFF = U, .1 X (length of perimeter/floor area)

actua

4.2.11 Weather

It is our experience from Energy Edge and other modcling projects that
minor variations in weather input data usually have a relatively minor effect
on simulation results. Edge put & lot of time and money into monitoring
actual weather at the building sites. However, in our modeling we have
found that it rarcly made a significant diffcrence in annual end-use energy
consumption whether we used the site-gathered weather file or the Typical
Mecteorological Year (TMY) weather file for the closest available site.
Typically we would find about a 5% or less annual difference between
simulations using the two types of weather files. Monthly differences were,
of course, more noticeable. But for design-phase modeling, monthly energy
consumption is usually not of prime importance.

However, we have found an exception to the statement that minor local
variations in wcather usually has a minor effect on simulation results. In
one Energy Edge simulation we found that an average local 5 F degree
increase in dry bulb temperaturc from the TMY data resulted in a 70% 1o
80% increase in HVAC energy consumption. We believe that this degree
of cffect can occur when the thermal balance temperature of a building is
close to the average annual dry bulb temperature. The effect may alse be
tied to the volume of outdoor air introduced through infiltration and
ventilation.

We recommend that the design-phase modeler use the best readily available
weather data for the location closest to the project site. But we don’t
gencrally recommend that the modeler (or the utility) spend additional time
10 gather and process extensive site-specific weather data. A compromisc
position that may have merit is to monitor or otherwise acquire local
outdoor dry bulb temperature only, and to integrate this scries of valucs into
the TMY weather file.

17 The Corson report (reference 3) also generally backs up our
experience.  In the sensitivity study phase of that work, Corson found
that, depending on the software used, switching the weather file between
Eugene, Oregon (a site with relatively moderate summers and winters),
and Richland, Washington (a sitc with rclatively extreme summers and
winters), usually resulted in less than a 10% difference in the estimates
for annual energy use. (However, most of this difference is in the heating
end-usce.)
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4.3 INTERNAL LOADS

The modeler must estimate end-uses such as cquipment (also referred to as
"plug-loads" and "receptacles”) and lighting both to account for the power
consumed by the end-use and for the cooling (or in the case of refrigeration,
heating) load imposed on the space by the end-use. In general, there are
three types of input parameters associated with such end-uses. These are
peak power consumed, a profile (schedule) of fraction of peak power used
in any given hour, and a fraction of hourly energy consumed that results in
a load to the space in which the equipment is located. Following is a
generic discussion of these three parameters. Scction 4.3.1 begins a more
detailed discussion of these parameters as they apply to plug-loads,
computers, lighting, refrigeration, and cooking.

1) Pc