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## 1. Introduction

Hamilton's principle of least action is one of the fundamental principles of physics. According to it a system moves in such a way that the time integral over its Lagrangian takes an extreme value on the real path of the system when compared with the neighboring paths having the same end

[^0]points. In this paper, that has mainly expository character, we present different approaches to the Hamilton's principle with variable order fractional derivatives, indicating our further work in this direction.

When Hamilton's principle is known, all the information regarding the processes of a particular system are included into its Lagrangian. There have been many generalizations of Hamilton's principle, see for example [25], [1] and references therein. Recently, the Hamiltons's principle has been generalized by replacing the integer order derivatives in Lagrangian with the fractional ones (derivatives of real order). The first study of Hamilton's principle with fractional derivatives was conducted by Riewe ([19]), ([20]) while for other works, we refer to [6, [16], (4).

Our intention in this work is to generalize the fractional Hamilton's principle by introducing variable order fractional derivative into the Lagrangian. Variable order fractional derivatives are presented in several publications (see for example [21], [15], [8], [23], [9] and [17]). In our work, we shall replace the integer order derivative in the Lagrangian density with the variable order fractional derivatives so that the action integral has the form

$$
\begin{equation*}
I=\int_{t_{0}}^{t_{1}} L\left(t, y(t),{ }_{0} D_{t}^{\alpha(t)} y, \alpha(t)\right) d t, \tag{1}
\end{equation*}
$$

where $L$ is the Lagrangian density, $y$ is a generalized coordinate, ${ }_{0} D y_{t}^{\alpha(t)}$ denotes the left Riemann-Liouville fractional derivative of the order $\alpha=$ $\alpha(t), t \in\left[t_{0}, t_{1}\right]$ of $y$ and $t_{0}$ and $t_{1}$ are given time instants. Our main assumption is that the minimization in (1) should be performed with respect to both $y$ and $\alpha$. We believe that this constitutes a novel approach to Hamilton's principle that allows determination of both $y$ and $\alpha$. Also this minimization leads to a new type of variational problem. To obtain the necessary conditions for the optimality in the case of Lagrangian having variable order fractional derivatives we need the corresponding integration by parts formula. In Section 4 we derive this formula for one (of several proposed) types of fractional derivatives of variable order.

We stress on the fact that our results depend on the definition of fractional derivative of variable order. In publications that appeared lately different definitions of variable order fractional derivatives have been introduced. The questions raised in these publications have a deep meaning from both mathematical and physical point of view (see [17], 8]). The integration by parts formula that we derive here and the resulting variational principles, show that the definition based on distributional approach to fractional derivatives has certain advantages among proposed definitions.

We recall the definitions of the fractional integrals of constant real ( $\alpha=$ const) order. Let $t \in[0, T], T>0$. The left and right Riemann-Liouville
(RL) fractional integrals are given as

$$
\begin{equation*}
{ }_{0} I_{t}^{\alpha} y=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-\tau)^{\alpha-1} y(\tau) d \tau, \quad 0 \leq t \leq T \tag{2}
\end{equation*}
$$

respectively

$$
\begin{equation*}
{ }_{t} I_{T}^{\alpha} y=\frac{1}{\Gamma(\alpha)} \int_{t}^{T}(\tau-t)^{\alpha-1} y(\tau) d \tau, \quad 0 \leq t \leq T \tag{3}
\end{equation*}
$$

Let $0<\alpha<1,1 \leq p, q<1$. Then the operators ${ }_{0} I_{t}^{\alpha} y$ and ${ }_{t} I_{T}^{\alpha} y$ are bounded and linear ones from $L_{p}([0, T])$ to $L_{q}([0, T])$ if $1<p<1 / \alpha, q=p / 1-\alpha p$ (see [22]).

The left and right RL fractional derivatives are defined as

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} y=\frac{d}{d t} \frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{y(\tau)}{(t-\tau)^{\alpha}} d \tau, \quad 0 \leq t<T, \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{t} D_{T}^{\alpha} y=-\frac{d}{d t} \frac{1}{\Gamma(1-\alpha)} \int_{t}^{T} \frac{y(\tau)}{(\tau-t)^{\alpha}} d \tau, \quad 0 \leq t<T \tag{5}
\end{equation*}
$$

respectively. If $y \in C^{1}[0, T]$, the derivatives ${ }_{0} D_{t}^{\alpha} y$ and ${ }_{t} D_{T}^{\alpha} y$ exist, belong to $L_{r}[0, T]$ and are given by the following expressions $(t \in[0, T])$

$$
\begin{aligned}
{ }_{0} D_{t}^{\alpha} y & =\frac{y(0+)}{\Gamma(1-\alpha) t^{\alpha}}+\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{y^{(1)}(\tau)}{(t-\tau)^{\alpha}} d \tau, 0 \leq t \leq T, \\
{ }_{t} D_{T}^{\alpha} y & =\frac{y(T)}{\Gamma(1-\alpha)(T-t)^{\alpha}}-\frac{1}{\Gamma(1-\alpha)} \int_{t}^{T} \frac{y^{(1)}(\tau)}{(\tau-t)^{\alpha}} d \tau, 0 \leq t \leq T,
\end{aligned}
$$

with $1 \leq r<1 / \alpha$.
Now suppose that $\alpha$ is not a constant but a given function of $t$, satisfying $0 \leq \alpha(t)<1, t \in[0, T]$. The problem is how to define ${ }_{0} I_{t}^{\alpha(t)} y,{ }_{0} D_{t}^{\alpha(t)} y,{ }_{t} I_{T}^{\alpha(t)} y$ and ${ }_{t} D_{T}^{\alpha(t)} y$. There are several definitions proposed in the literature. We state some of them. In all results that follow we assume $y(t)=0$ for $t<0$.

1) In [21] the following definition of left fractional integral of variable order is proposed

$$
\begin{equation*}
{ }_{0} I_{t}^{\alpha(t)} y=\frac{1}{\Gamma(\alpha(t))} \int_{0}^{t}(t-\tau)^{\alpha(t)-1} y(\tau) d \tau, 0 \leq t \leq T . \tag{6}
\end{equation*}
$$

2) In [15] several definitions are introduced. The first is identical to (6)). The next one, is

$$
\begin{equation*}
{ }_{0} I_{t}^{\alpha(t)} y=\int_{0}^{t} \frac{(t-\tau)^{\alpha(\tau)-1}}{\Gamma(\alpha(\tau))} y(\tau) d \tau, \quad 0 \leq t \leq T \tag{7}
\end{equation*}
$$

3) We state another definition proposed in [15], where it is assumed that $\alpha$ is a function of $(t-\tau)$, i.e.

$$
\begin{equation*}
{ }_{0} I_{t}^{\alpha(t)} y=\int_{0}^{t} \frac{(t-\tau)^{\alpha(t-\tau)-1}}{\Gamma(\alpha(t-\tau))} y(\tau) d \tau, \quad 0 \leq t \leq T . \tag{8}
\end{equation*}
$$

The fractional derivative of variable order could now be defined simply (as in the case of constant order) by taking the first derivative of the $(1-\alpha(t))$ integral given by any of the expressions (6)-(8). This leads to the definition of the form

$$
{ }_{0} D_{t}^{\alpha(t)} y=\frac{d}{d t} \int_{0}^{t} \frac{(t-\tau)^{-q(t, \tau)}}{\Gamma(1-q(t, \tau))} y(\tau) d \tau,
$$

where $q(t, \tau)=\alpha(t), q(t, \tau)=\alpha(\tau)$ and $q(t, \tau)=\alpha(t-\tau)$, in cases (6) -(8). Thus, we obtain, respectively:
1)

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)}=\frac{d}{d t} \int_{0}^{t} \frac{(t-\tau)^{-\alpha(t)}}{\Gamma(1-\alpha(t))} y(\tau) d \tau, \quad 0 \leq t \leq T, \tag{9}
\end{equation*}
$$

2) 

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\frac{d}{d t} \int_{0}^{t} \frac{(t-\tau)^{-\alpha(\tau)}}{\Gamma(1-\alpha(\tau))} y(\tau) d \tau, 0 \leq t \leq T, \tag{10}
\end{equation*}
$$

3) 

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\frac{d}{d t} \int_{0}^{t} \frac{(t-\tau)^{-\alpha(t-\tau)}}{\Gamma(1-\alpha(t-\tau))} y(\tau) d \tau, 0 \leq t \leq T . \tag{11}
\end{equation*}
$$

There are other definitions of variable order fractional integrals and derivatives. As will be seen, all definitions have, as a starting point, certain form of fractional derivative of constant order. Then, this form is generalized by allowing the constant $\alpha$ to become a function.

In 21 the Marchaud fractional derivative is used as a starting point, so that the variable order fractional derivative is defined as $(0<\alpha(t)<1)$ :

$$
{ }_{0} D_{t}^{\alpha(t)} y=\frac{y(t)}{\Gamma[1-\alpha(t)] t^{\alpha(t)}}+\frac{\alpha(t)}{\Gamma[1-\alpha(t)]} \int_{0}^{t} \frac{y(t)-y(\tau)}{(t-\tau)^{1+\alpha(t)}} d \tau, 0 \leq t \leq T .
$$

In 13 the following definition is proposed:
5)

$$
\begin{align*}
{ }_{0} D_{t}^{\alpha(t)} y & =\frac{d}{d t} \int_{0}^{t} \frac{y(t-\tau)}{\Gamma[1-\alpha(\tau)]^{\alpha(\tau)}} d \tau \\
& =\frac{y(0)}{\Gamma(1-\alpha) t^{\alpha(t)}}+\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{y^{(1)}(\tau)}{(t-\tau)^{\alpha(\tau)}} d \tau, 0 \leq t \leq T \tag{13}
\end{align*}
$$

or alternatively

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\frac{d}{d t} \int_{0}^{t} \frac{y(\tau)}{\Gamma[1-\alpha(t-\tau)](t-\tau)^{\alpha(t-\tau)}} d \tau, \quad 0 \leq t \leq T, \tag{14}
\end{equation*}
$$

which is (11).
We present now the definition given in [8]. As a motivation, note that starting from (4), assuming that $y \in A C([0, t])$ and that $\alpha=$ const, we obtain (see [22], p.32):

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\frac{y(0+)}{\Gamma(1-\alpha) t^{\alpha}}+\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{y^{(1)}(\tau)}{(t-\tau)^{\alpha}} d \tau, \quad 0 \leq t \leq T, \tag{15}
\end{equation*}
$$

where $y^{(1)}(\tau)=d y(\tau) / d \tau$. By replacing $\alpha=$ const with $\alpha(t)$ in (15) it follows

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\frac{y(0)}{\Gamma(1-\alpha(t)) t^{\alpha(t)}}+\frac{1}{\Gamma(1-\alpha(t))} \int_{0}^{t} \frac{y^{(1)}(\tau)}{(t-\tau)^{\alpha(t)}} d \tau .0 \leq t \leq T . \tag{16}
\end{equation*}
$$

The definition proposed in [8] (see also [18]) reads:
6)

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\frac{y(0+)-y(0-)}{\Gamma(1-\alpha(t)) t^{\alpha(t)}}+\frac{1}{\Gamma(1-\alpha(t))} \int_{0}^{t} \frac{y^{(1)}(\tau)}{(t-\tau)^{\alpha(t)}} d \tau, 0 \leq t \leq T . \tag{17}
\end{equation*}
$$

For functions that satisfy $y(0)=0$ (since we assumed $y(t)=0$ for $t<0)$ the definitions (16), (17) agree.

Next we present the definition of variable order fractional derivative based on Grünwald-Letnikov definition for derivative of constant order. This approach is especially useful in numerical treatment of differential equations with variable order derivatives. The left Grünwald-Letnikov fractional derivative of variable order (see [27]) is defined as:
7)

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\lim _{h \rightarrow 0, n h=t} h^{-\alpha(t)} \sum_{j=0}^{n}(-1)^{j}\binom{\alpha(t)}{j} y(t-j h) . \tag{18}
\end{equation*}
$$

It can be shown that in the case when $y$ is continuously differentiable (see [27), then definitions (9) and (18) agree.

The above definitions of variable order fractional derivatives are special cases of a general fractional variable order derivative proposed in [24] as:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\frac{d}{d t} \int_{0}^{t} K_{\mu, \nu}^{\alpha(t)}(t, \tau) y(\tau) d \tau, 0 \leq t \leq T, \tag{19}
\end{equation*}
$$

where $\mu$ and $\nu$ are real parameters and

$$
\begin{equation*}
K_{\mu, \nu}^{\alpha(t)}(t, \tau)=\frac{1}{\Gamma(1-\alpha(\mu t+\nu \tau))(t-\tau)^{\alpha(\mu t+\nu \tau)}}, \quad 0<\tau<t . \tag{20}
\end{equation*}
$$

The parameters $\mu$ and $\nu$ belong to the causality parallelogram of LorenzoHartley $(\mu, \nu) \in \Pi$, where

$$
\begin{equation*}
\Pi=\left\{(\mu, \nu) \in \mathbb{R}^{2}: 0 \leq \mu \leq 1,-1 \leq \nu \leq 1,0 \leq \mu+\nu \leq 1\right\} . \tag{21}
\end{equation*}
$$

Thus, for example with $\mu=0, \nu=1$, we recover (9) while with $\mu=1, \nu=$ -1 , (19) becomes (11).

As it is stated in [18] and [9, the problem of choosing a "proper" definition of variable order fractional derivative is open. In the next section we present an analysis which supports the definition given in (11).

## 2. Distributional setting of variable order derivatives

In this section we review within the theory of distributions the definition of the fractional derivative of constant order and propose a generalization to the case when the order of the derivative is also a function.

Let $\mathcal{S}(\mathbb{R})$ denote the space of rapidly decreasing functions in $\mathbb{R}$ (functions $\varphi$ is in $\mathcal{S}(\mathbb{R})$ if $\varphi(t)$ and all its derivatives tend to zero as $t \rightarrow \pm \infty$ faster than the inverted value of every polynomial) and let $\mathcal{S}^{\prime}(\mathbb{R})$ be its dual, i.e., the space of tempered distributions; $\mathcal{S}_{+}^{\prime}(\mathbb{R})$ denotes its subspace consisting of distributions supported by $[0, \infty)$. We consider in $\mathcal{S}_{+}^{\prime}(\mathbb{R})$ the family

$$
f_{\alpha}(t)=\left\{\begin{array}{cc}
H(t) \frac{t^{\alpha-1}}{\Gamma(\alpha)}, & t \in \mathbb{R}_{+}, \alpha>0  \tag{22}\\
\frac{d^{N}}{d t^{N}} f_{\alpha+N}(t), & \alpha \leq 0, \alpha+N>0, N \in \mathbb{N}
\end{array}\right.
$$

where $H$ is Heaviside's function and $\Gamma$ is the Euler Gamma function. It is well known that $f_{\alpha} * f_{\beta}=f_{\alpha+\beta}, \alpha, \beta \in \mathbb{R}$, where $*$ denotes the convolution of $f_{\alpha}$ and $f_{\beta}$. The convolution operator $f_{\alpha} *$ in $\mathcal{S}_{+}^{\prime}(\mathbb{R})$ is the operator of fractional differentiation for $\alpha<0$ and of fractional integration for $\alpha>0$. It coincides with the operator of derivation for $-\alpha \in \mathbb{N}$ and integration for $\alpha \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. Note $f_{\alpha=0}(t)=\delta(t)$, where $\delta$ is the Dirac Distribution. Let $\alpha>0$ and $y \in L_{\mathrm{loc}}^{1}(\mathbb{R})$ be polynomially bounded with $y(t)=0$ for
$t<0$. Then $I^{\alpha} y=f_{\alpha} * y$. In general, for $y \in \mathcal{S}_{+}^{\prime}(\mathbb{R})$ the fractional derivative of order $\alpha \in[0,1)$ is defined as

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} y=f_{-\alpha} * y=\frac{d}{d t} f_{-\alpha+1} * y \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{-\alpha}=\frac{d}{d t} H(t) \frac{t^{-\alpha}}{\Gamma(1-\alpha)}, \tag{24}
\end{equation*}
$$

so that

$$
{ }_{0} D_{t}^{\alpha} y=\int_{0}^{t} \frac{d}{d \tau} \frac{\tau^{-\alpha}}{\Gamma(1-\alpha)} y(t-\tau) d \tau=\frac{d}{d t} \frac{1}{\Gamma(1-\alpha)} \int_{0}^{t} \frac{y(\tau)}{(t-\tau)^{\alpha}} d \tau .
$$

In [3] we proved that $y \longmapsto{ }_{0} D_{t}^{\alpha} y$ is linear and continuous mapping from $\mathcal{S}_{+}^{\prime}(\mathbb{R})$ to $\mathcal{S}_{+}^{\prime}(\mathbb{R})$.

Suppose that $\alpha \in C^{1}([0, \infty)), 0 \leq \alpha(t)<1$. We consider a family in $\mathcal{S}_{+}^{\prime}(\mathbb{R})$ given by

$$
\begin{equation*}
\left(f_{-\alpha(t)}(t)\right)_{+}=\frac{d}{d t} H(t) \frac{t^{\alpha(t)}}{\Gamma(1-\alpha(t))}, \quad t \in \mathbb{R}_{+} \tag{25}
\end{equation*}
$$

(see [9]). Let $\phi \in \mathcal{S}(\mathbb{R})$. Recall, the action of $\left(f_{-\alpha(t)}(t)\right)_{+}$on $\phi$ is $\left\langle f_{-\alpha(t)}(t), \phi\right\rangle$ $=-\left\langle f_{1-\alpha(t)}(t), \phi^{(1)}\right\rangle$. Thus, $\left(f_{-\alpha(t)}(t)\right)_{+}$is a tempered distribution.

With (23) and (25) we define the left variable order fractional RL integral and derivative as:

Definition 2.1. Suppose that $\alpha \in C[0, \infty), 0 \leq \alpha(t)<1$ and $y(t)=$ 0 for $t<0$. The left RL fractional integral of variable order $\alpha(t)$ is defined as

$$
\begin{equation*}
{ }_{0} I_{t}^{\alpha(t)} y=\left(f_{-\alpha(t)}(t)\right)_{+} * y=\int_{0}^{t} \frac{y(\tau)}{\Gamma(\alpha(t-\tau))(t-\tau)^{1-\alpha(t-\tau)}} d \tau t \in \mathbb{R} \tag{26}
\end{equation*}
$$

and the left RL fractional derivative of variable fractional order $\alpha(t)$ is

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=f_{-\alpha(t)} * y=\frac{d}{d t} \int_{0}^{t} \frac{(t-\tau)^{-\alpha(t-\tau)}}{\Gamma(1-\alpha(t-\tau))} y(\tau) d \tau, t \in \mathbb{R} \tag{27}
\end{equation*}
$$

In (27) the derivative is taken in the sense of distributions. Note that ${ }_{0} D_{t}^{\alpha(t)} y=\frac{d}{d t}{ }_{0} I_{t}^{1-\alpha(t)}$. Also if $y \in \mathcal{S}_{+}^{\prime}(\mathbb{R})$, then ${ }_{0} I_{t}^{\alpha(t)} y \in \mathcal{S}_{+}^{\prime}(\mathbb{R})_{0}$ and $D_{t}^{\alpha(t)} y \in \mathcal{S}_{+}^{\prime}(\mathbb{R})$ (since $f_{-\alpha}(t), 0 \leq \alpha(t)<1$ is a locally integrable function). The definitions reduce to the classical ones when $\alpha=$ const. From (27) the assumption of [15] that the arguments of $\alpha$ in the exponent of $(t-\tau)$ and in the gamma function, of equation (11) are the same, here follows naturally. Physically, definition (26) and (27) imply that a memory of the value of
order of integration $\alpha$ is taken into account in the evaluation of a fractional derivative. Based on (27), we define for absolutely continuous functions fractional derivatives as follows:

Definition 2.2. Let $\alpha \in C[0, T), 0 \leq \alpha(t)<1$ and $y \in A C([0, T])$. Then left and right RL fractional derivatives of variable order $\alpha$ are defined as:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha(t)} y=\frac{y(0)}{\Gamma(1-\alpha(t)) t^{\alpha(t)}}+\int_{0}^{t} \frac{y^{(1)}(\tau)}{\Gamma(1-\alpha(t-\tau))(t-\tau)^{\alpha(t-\tau)}} d \tau \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{t} D_{T}^{\alpha(t)} y=\frac{y(T)}{\Gamma(1-\alpha(T-t)) t^{\alpha(T-t)}}-\int_{t}^{T} \frac{y^{(1)}(\tau)}{\Gamma(1-\alpha(\tau-t))(\tau-t)^{\alpha(\tau-t)}} d \tau, \tag{29}
\end{equation*}
$$

respectively.

## 3. Integration by parts formula

In this section we consider the integration by parts formula ([14], p.76) for fractional derivatives of variable order. Thus, let $\alpha \in C[0, T), 0 \leq$ $\alpha(t)<1, y(t)=0$ for $t<0$ and $y(t)=0$ for $t>T$. Recall that, for $\alpha=$ const. and $0<\alpha<1$ we have: If $f \in{ }_{0} I_{t}^{\alpha}\left(L_{p}[0, T]\right)$ and $g \in{ }_{t} I_{T}^{\alpha}\left(L_{q}[0, T]\right)$, $1 / p+1 / q \leq 1+\alpha$, then

$$
\begin{equation*}
\int_{0}^{T}{ }_{0} D_{t}^{\alpha} f(t) g(t) d t=\int_{0}^{T} f(t){ }_{t} D_{T}^{\alpha} g(t) d t, \tag{30}
\end{equation*}
$$

where ${ }_{0} I_{t}^{\alpha}\left(L_{p}[0, T]\right)$ and ${ }_{t} I_{T}^{\alpha}\left(L_{q}[0, T]\right)$ denote the class of functions $f$ and $g$ that can be represented as Riemann-Liouville integrals, that is $f={ }_{0} I_{t}^{\alpha} \varphi$ for some $\varphi \in L_{p}[0, T]$ and $g={ }_{t} I_{T}^{\alpha} \psi$ for some $\psi \in L_{q}[0, T]$, respectively. Note that for the case when $\alpha \rightarrow 1$ the equation (30) reduces to the known result.

For variable order fractional derivative given by (28),(29) we have the following:

Proposition 3.1. Suppose that $y \in A C([0, T]), 0 \leq \alpha(t)<1, t \in$ $[0, T]$. Then the following integration by parts formula holds:

$$
\begin{equation*}
\int_{0}^{T} f(t)_{a} D_{t}^{\alpha(t)} y(t) d t=\int_{0}^{T} y(t)_{t} D_{T}^{\alpha(t)} f(t) d t . \tag{31}
\end{equation*}
$$

To prove the proposition, we transform the left hand side term

$$
\int_{0}^{T} f(t)_{0} D_{t}^{\alpha(t)} y(t) d t
$$

as follows:

$$
\begin{gathered}
\int_{0}^{T} f(t)_{0} D_{t}^{\alpha(t)} y(t) d t=\int_{0}^{T} f(t)\left[\frac{d}{d t} \int_{0}^{t} \frac{y(\tau)}{\Gamma(1-\alpha(t-\tau))(t-\tau)^{\alpha(t-\tau)}} d \tau\right] d t \\
=\left.f(t) \int_{0}^{t} \frac{y(\tau)}{\Gamma(1-\alpha(t-\tau))(t-\tau)^{\alpha(t-\tau)}} d \tau\right|_{t=0} ^{t=T} \\
=f(T)\left[\int_{0}^{T} \frac{y(\tau)}{\Gamma(1-\alpha(T-\tau))(T-\tau)^{\alpha(T-\tau)}} d \tau\right] \\
-\int_{0}^{T} f^{(1)}(t)\left[\int_{0}^{t} \frac{f^{(1)}(t)}{\Gamma(1-\alpha(t-\tau))(t-\tau)^{\alpha(t-\tau)}} d \tau\right] d t \\
\left.=\int_{\tau}^{T} \frac{y(\tau)}{\Gamma(1-\alpha(t-\tau))(t-\tau)^{\alpha(t-\tau)}} d t\right] d \tau \\
=\int_{0}^{T} y(\tau)\left[\frac{f(T)}{\Gamma(1-\alpha(T-\tau))(T-\tau)^{\alpha(b-\tau)}}\right. \\
\left.-\int_{\tau}^{T} \frac{f^{(1)}(t)}{\Gamma(1-\alpha(t-\tau))(t-\tau)^{\alpha(t-\tau)}} d t\right] d \tau \int_{0}^{T} y(t)_{t} D_{T}^{\alpha(t)} f(t) d t .
\end{gathered}
$$

Thus, we conclude that the definition (28),(29) preserves the form of integration by parts formula (30). The expression (31) is the basis for Variational principle with Lagrangian having derivatives of variable order that we treat in the next section.

## 4. Variational principle for variable order fractional derivative: Generalized Hamilton's principle

Consider the Lagrangian density be given by

$$
L(y, \alpha)=L\left(t, y(t), a D_{t}^{\alpha(t)} y(t), \alpha(t)\right)
$$

with $y$ and $\alpha$ belonging to specified spaces. We consider the problem of minimizing the following functional

$$
\begin{equation*}
I=\int_{0}^{T} L\left(t, y(t),{ }_{a} D_{t}^{\alpha(t)} y(t), \alpha(t)\right) d t \tag{32}
\end{equation*}
$$

Here we assume that $L$ depends on time, generalized coordinate, fractional derivative of generalized coordinate and order of the derivative function. Also $y \in \mathcal{U}$, where $\mathcal{U}$ is the space of admissible functions and $\alpha \in \mathcal{V}$ where
$\mathcal{V}$ is the space of admissible order functions. In each specific example $\mathcal{U}$ and $\mathcal{V}$ are specified in advance. Generally, $\mathcal{U}$ will be the set of functions satisfying some regularity properties (for example $y \in A C([0, T]))$ and specified boundary conditions. For simplicity we assume again that $0<$ $\alpha(t)<1, t \in[0, T]$.

We shall distinguish the following cases:

1) Function $\alpha$ is given. The problem then becomes: Find $y=y^{*}$ such that

$$
\begin{align*}
\min _{y \in \mathcal{U}} I(y, \alpha) & =\min _{y \in \mathcal{U}} \int_{0}^{T} L\left(t, y(t),{ }_{0} D_{t}^{\alpha(t)} y(t), \alpha(t)\right) d t \\
& =\int_{0}^{T} L\left(t, y^{*}(t),{ }_{0} D_{t}^{\alpha(t)} y^{*}(t), \alpha(t)\right) d t . \tag{33}
\end{align*}
$$

To obtain necessary conditions for the minimum, we assume that $y=y^{*}+\varepsilon h$ where $\varepsilon \in \mathbb{R}$, and $h$ is such that $y \in \mathcal{U}$ for all $\varepsilon$. Since $\alpha$ is given it is not subject to variation. By substituting (33) into (32) we find that for each $h$

$$
I\left(y^{*}+\varepsilon h, \alpha\right)=\int_{0}^{T} L\left(t, y^{*}(t)+\varepsilon h(t),{ }_{0} D_{t}^{\alpha(t)}\left(y^{*}(t)+\varepsilon h(t)\right), \alpha(t)\right) d t
$$

is a function of $\varepsilon$ only. Thus $\frac{d}{d \varepsilon}\left(I\left(y^{*}+\varepsilon h, \alpha\right)\right)_{\varepsilon=0}=0$ leads to

$$
\begin{equation*}
\int_{0}^{T}\left[\frac{\partial L}{\partial y} h(t)+\frac{\partial L}{\partial_{a} D_{t}^{\alpha(t)} y}{ }_{a} D_{t}^{\alpha(t)} h(t)\right] d t=0 . \tag{34}
\end{equation*}
$$

Using (31) we obtain the necessary condition for the minimum of (32) in the form of Euler-Lagrange equation

$$
\begin{equation*}
\frac{\partial L}{\partial y}+{ }_{t} D_{T}^{\alpha(t)} \frac{\partial L}{\partial_{a} D_{t}^{\alpha(t)} y}=0 . \tag{35}
\end{equation*}
$$

Equation (35) is a generalization of the classical Euler-Lagrange equations as well as generalization of the Euler-Lagrange equations given in [6] for $\alpha=$ const .
2) Function $\alpha$ is a constant, i.e., $\alpha=$ const such that $\alpha \in[0,1)$ but is not given in advance. Then minimization of (32) becomes

$$
\begin{equation*}
\left.\min _{y \in \mathcal{U}, \alpha \in[0,1]} I(y, \alpha)=\min _{y \in \mathcal{U}, \alpha \in[0,1)} \int_{0}^{T} L\left(t, y(t),{ }_{0} D_{t}^{\alpha} y(t), \alpha\right)\right) d t . \tag{36}
\end{equation*}
$$

The necessary conditions for optimality of (36) read (see [5])

$$
\begin{equation*}
\frac{\partial L}{\partial y}+{ }_{t} D_{T}^{\alpha} \frac{\partial L}{\partial_{0} D_{t}^{\alpha} y}=0, \int_{0}^{T}\left(\frac{\partial L}{\partial_{0} D_{t}^{\alpha} y} G(y, \alpha)+\frac{\partial L}{\partial \alpha}\right) d t=0, \tag{37}
\end{equation*}
$$

where
$G(y, \alpha)=\frac{\partial_{0} D_{t}^{\alpha} y}{\partial \alpha}=\frac{d}{d t}\left(f_{1} * y\right)(t, \alpha), \quad f_{1}(t, \alpha)=\frac{1}{t^{\alpha} \Gamma(1-\alpha)}[\psi(1-\alpha)-\ln t]$,
$t>0$, with the Euler function $\psi(z)=\frac{d}{d z} \ln \Gamma(z)$, and $\left(f_{1} * y\right)(t, \alpha)=$ $\int_{0}^{t} f_{1}(\tau, \alpha) y(t-\tau) d \tau$. The expression (38) holds for $y$ being locally integrable function, i.e., $y \in L_{\text {loc }}^{1}(\mathbb{R})$ with $y(t)=0$ for $t<0$. In [5] the expression for $\frac{\partial_{0} D_{+}^{\alpha} y}{\partial \alpha}$ is determined also for the case when $y \in S_{+}^{\prime}(\mathbb{R})$ and consequently ${ }_{0} D_{t}^{\alpha} y \in S_{+}^{\prime}(\mathbb{R})$, where $S_{+}^{\prime}(\mathbb{R})$ denotes the subspace of $S^{\prime}(\mathbb{R})$ consisting of tempered distributions supported by $[0, \infty)$. In this case (see [5], p.604)

$$
\begin{align*}
\left\langle\frac{\partial_{0} D_{t}^{\alpha} y}{\partial \alpha}, \phi(t)\right\rangle & =\frac{\partial}{\partial \alpha}\left\langle\frac{d}{d t}{ }_{0} I_{t}^{1-\alpha} y, \phi(t)\right\rangle=-\frac{\partial}{\partial \alpha}\left\langle{ }_{0} I_{t}^{1-\alpha} y, \phi^{(1)}\right\rangle= \\
& =-\left\langle\frac{\partial}{\partial \alpha}{ }_{0} I_{t}^{1-\alpha} y, \phi^{(1)}\right\rangle=\left\langle\frac{d}{d t} \frac{\partial}{\partial \alpha}{ }_{0} I_{t}^{1-\alpha} y, \phi\right\rangle \\
& \left.=\left\langle\frac{d}{d t}\left(f_{1} * y\right)(t, \alpha)\right), \phi\right\rangle \tag{39}
\end{align*}
$$

where $\phi \in \mathcal{S}(\mathbb{R})$ and we used the fact (see Section 2) that $\frac{\partial}{\partial \alpha}{ }_{0} I_{t}^{1-\alpha} y=$ $\left(f_{1} * y\right)(t, \alpha)$ with $f_{1}$ given by the second part of (38).
3) Function $0<\alpha(t)<1, t \in[0, T]$, is not given and must be determined form the minimization of (32). Thus, we have

$$
\begin{equation*}
\min _{y \in \mathcal{U}, \alpha \in \mathcal{V}} I(y, \alpha)=\min _{y \in \mathcal{U}, \alpha \in \mathcal{V}} \int_{0}^{T} L\left(t, y(t),_{a} D_{t}^{\alpha(t)} y(t), \alpha(t)\right) d t . \tag{40}
\end{equation*}
$$

Let $y=y^{*}$ and $\alpha=\alpha^{*}$ be the functions such that

$$
\begin{equation*}
\min _{y \in \mathcal{U}, \alpha \in \mathcal{V}} \int_{0}^{T} L\left(t, y(t),_{a} D_{t}^{\alpha(t)} y(t)\right) d t=\int_{0}^{T} L\left(t, y^{*}(t),_{a} D_{t}^{\alpha^{*}(t)} y^{*}(t), \alpha\right) d t . \tag{41}
\end{equation*}
$$

To obtain the necessary conditions for the optimality in the problem (41) we let $y=y^{*}+\varepsilon_{1} h, \alpha=\alpha^{*}+\varepsilon_{2} \theta$ and $\theta$ such that $y \in \mathcal{U}, \alpha \in \mathcal{V}$ for all $\varepsilon_{1}, \varepsilon_{2} \in \mathbb{R}$. Again substituting this into $\int_{0}^{T} L\left(t, y(t){ }_{, a} D_{t}^{\alpha} y(t)\right) d t$ and by observing that there is no relation between $y$ and $\alpha$ we obtain (see [10]) the
following necessary condition for optimality

$$
\begin{align*}
\int_{0}^{T}\left(\frac{\partial L}{\partial y}+{ }_{t} D_{T}^{\alpha(t)} \frac{\partial L}{\partial_{0} D_{t}^{\alpha(t)} y}\right) h(t) d t & =0 \\
\int_{0}^{T}\left(\frac{\partial L}{\partial_{0} D_{t}^{\alpha(t)} y} \frac{\partial_{0} D_{t}^{\alpha(t)} y}{\partial \alpha(t)}+\frac{\partial L}{\partial \alpha(t)}\right) \theta(t) d t & =0 \tag{42}
\end{align*}
$$

Now, by using (38), it follows that

$$
\begin{align*}
\int_{0}^{T}\left(\frac{\partial L}{\partial y}+{ }_{t} D_{T}^{\alpha(t)} \frac{\partial L}{\partial_{0} D_{t}^{\alpha(t)} y}\right) h(t) d t & =0 \\
\int_{0}^{T}\left(\frac{\partial L}{\partial_{0} D_{t}^{\alpha(t)} y} Q(y, \alpha)+\frac{\partial L}{\partial \alpha(t)}\right) \theta(t) d t & =0 \tag{43}
\end{align*}
$$

where $Q(y, \alpha)=\frac{\partial_{0} D_{t}^{\alpha(t)} y}{\partial \alpha(t)}$. Under suitable conditions, (see [10], p. 9-11) we obtain from (43)

$$
\begin{equation*}
\frac{\partial L}{\partial y}+{ }_{t} D_{b}^{\alpha} \frac{\partial L}{\partial_{0} D_{t}^{\alpha} y}=0, \frac{\partial L}{\partial_{0} D_{t}^{\alpha} y} Q(y, \alpha)+\frac{\partial L}{\partial \alpha}=0 . \tag{44}
\end{equation*}
$$

To determine $Q(y, \alpha)$ we proceed as in the case (38), (39) so that

$$
\begin{align*}
& Q(y, \alpha)=\frac{\partial_{0} D_{t}^{\alpha(t)} y}{\partial \alpha(t)}=\frac{d}{d t}\left(g_{1} * y\right)(t, \alpha), \\
& g_{1}(t, \alpha)=\frac{1}{t^{\alpha} \Gamma(1-\alpha(t))}[\psi(1-\alpha(t))-\ln t], \quad t>0, \tag{45}
\end{align*}
$$

and

$$
\begin{equation*}
\left.\left\langle\frac{\partial_{0} D_{t}^{\alpha} y}{\partial \alpha}, \phi(t)\right\rangle=\left\langle\frac{d}{d t}\left(g_{1} * y\right)(t, \alpha)\right), \phi\right\rangle \tag{46}
\end{equation*}
$$

for $y \in L_{l o c}^{1}(\mathbb{R})$ and $y \in S_{+}^{\prime}(\mathbb{R})$, respectively.
4) Function $\alpha$ is not given explicitly, but is given in terms of $t, \alpha$ and $y$ by an additional differential equation equation. Thus, the optimization problem is formulated as: Minimize

$$
\begin{equation*}
\min _{y \in \mathcal{U}} I(y, \alpha)=\int_{0}^{T} L\left(t, y(t),{ }_{a} D_{t}^{\alpha(t)} y(t), \alpha(t)\right) d t \tag{47}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\frac{d \alpha}{d t}=\Psi(t, \alpha(t), y(t)) \tag{48}
\end{equation*}
$$

This situation is typical for internal variable theories. Namely, $\alpha$ is treated in (47) as an internal variable that is determined through constitutive equation (48). Thus, we have to solve

$$
\begin{equation*}
\min _{y \in \mathcal{U}} I(y, \alpha)=\min _{y \in \mathcal{U}} \int_{0}^{T} L\left(t, y(t),{ }_{a} D_{t}^{\alpha(t)} y(t), \alpha(t)\right) d t, \tag{49}
\end{equation*}
$$

subjected to the constraint (48). We rewrite (49), (48) as: find a minimum of

$$
\begin{equation*}
\min _{y \in \mathcal{U}, z \in \mathcal{V}} I(y, z, \alpha)=\min _{y \in \mathcal{U}, z \in \mathcal{V}} \int_{0}^{T} L(t, y(t), z(t), \alpha(t)) d t \tag{50}
\end{equation*}
$$

where $\mathcal{U}$, and $\mathcal{V}$ are given, subjected to the constraints

$$
\begin{equation*}
\frac{d \alpha}{d t}=\Psi(\tau, \alpha(t), y(t)), \quad{ }_{a} D_{t}^{\alpha(t)} y(t)=z(t) . \tag{51}
\end{equation*}
$$

Using the Lagrange multiplier rule (see [6, [7], [12]) we consider the modified functional

$$
\begin{gather*}
\min _{y \in \mathcal{U}} \bar{I}(y, z, \alpha)=\min _{y \in \mathcal{U}} \int_{0}^{T}\{L(t, y(t), z(t), \alpha(t))  \tag{52}\\
\left.+p\left[z(t)-{ }_{a} D_{t}^{\alpha(t)} y(t)\right]+q\left[\Psi(\tau, \alpha(t), y(t))-\alpha^{(1)}\right]\right\} d t
\end{gather*}
$$

where $p$ and $q$ are Lagrange multipliers. The necessary condition for the optimality $\delta \bar{I}=0$, after partial integration and the use of (31), becomes

$$
\begin{align*}
\delta \bar{I} & =\int_{0}^{T}\left\{\left[\frac{\partial L}{\partial y}-{ }_{t} D_{1}^{\alpha(t)} p+q \frac{\partial \Psi}{\partial y}\right] \delta y\right. \\
& +\left[z-{ }_{a} D_{t}^{\alpha(t)} y(t)\right] \delta p+\left[\Psi(\tau, \alpha(t), y(t))-\alpha^{(1)}\right] \delta q+\left[\frac{\partial L}{\partial z}+p\right] \delta z \\
& \left.+\left[\frac{\partial L}{\partial \alpha}-p \frac{\partial_{a} D_{t}^{\alpha(t)}}{\partial \alpha(t)}+q^{(1)}(t)\right] \delta \alpha\right\} d t . \tag{53}
\end{align*}
$$

Now, from (53) we obtain

$$
\begin{gather*}
\alpha^{(1)}=\Psi(\tau, \alpha(t), y(t)), \quad{ }_{a} D_{t}^{\alpha(t)} y(t)=z(t), \\
{ }_{t} D_{1}^{\alpha(t)} p=\frac{\partial L}{\partial y}+q \frac{\partial \Psi}{\partial y}, \quad q^{(1)}(t)=-\frac{\partial L}{\partial \alpha}+p \frac{\partial_{a} D_{t}^{\alpha(t)}}{\partial \alpha(t)}, \quad p=-\frac{\partial L}{\partial z}, \tag{54}
\end{gather*}
$$

with boundary conditions on $p$ and $q$ depending on the boundary conditions on $\alpha$ and $z$. Thus, for example, if $\alpha(0)$ and $\alpha(1)$ are arbitrary, we have $q(0)=q(1)=0$ (see [26]).

Remark 4.1. Condition (54) implies the following special cases: If $\alpha=$ const that is prescribed, then $\Psi(\tau, \alpha(t), y(t))=0$ and since $\delta \alpha(0)=$ $\delta \alpha(1)=0$ we have $\delta q(0)$ and $\delta q(1)$ arbitrary. From (54) we then obtain

$$
\begin{equation*}
{ }_{a} D_{t}^{\alpha(t)} y(t)=z(t),{ }_{t} D_{1}^{\alpha(t)} p=\frac{\partial L}{\partial y}, \quad p=-\frac{\partial L}{\partial z} \tag{55}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial L}{\partial y}+{ }_{t} D_{1}^{\alpha} \frac{\partial L}{\partial_{0} D_{t}^{\alpha} y}=0 \tag{56}
\end{equation*}
$$

the result (56) obtained in [6]. If we assume that $\alpha=$ const but is not given in advance, we have $\Psi(\tau, \alpha(t), y(t))=0$ and $\delta \alpha(0)$ and $\delta \alpha(1)$ arbitrary. This implies $q(0)=q(1)=0$. From (54) we obtain

$$
\begin{aligned}
& \alpha^{(1)}=0, \quad{ }_{a} D_{t}^{\alpha(t)} y(t)=z(t),{ }_{t} D_{1}^{\alpha(t)} p=\frac{\partial L}{\partial y}, \\
& q(t)=\int_{0}^{t}\left[-\frac{\partial L}{\partial \alpha}-\frac{\partial L}{{ }_{a} D_{t}^{\alpha} y(t)} \frac{\partial_{a} D_{t}^{\alpha}}{\partial \alpha(t)}\right] d t, p=-\frac{\partial L}{\partial z},
\end{aligned}
$$

or

$$
\begin{align*}
\frac{\partial L}{\partial y}+{ }_{t} D_{b}^{\alpha} \frac{\partial L}{\partial_{0} D_{t}^{\alpha} y} & =0 \\
\int_{0}^{1}\left[-\frac{\partial L}{\partial \alpha}-\frac{\partial L}{{ }_{a} D_{t}^{\alpha} y(t)} \frac{\partial_{a} D_{t}^{\alpha}}{\partial \alpha}\right] d t & =0 \tag{57}
\end{align*}
$$

where we used the condition $q(1)=0$. The result (57) was obtained recently in (5].

## 5. Conclusion

In this work we recalled several definitions of fractional derivative of variable order. We concluded that definitions based on generalized distributional definition of left (11) and left and right fractional derivative of variable order (27) preserve the integration by parts formula. This enabled us to formulate several variational principles (optimization problems) listed as problems 1), 2) and 3) in Section (4. These variational principles may be used to determine differential equations of process together with order function $\alpha$ as a constant (Case 2) or as a function (Case 3). Also, we proposed a new optimization problem (Case 4) in which $\alpha$ is determined as a constitutive quantity. Central results on which our analysis is based are relations (38) and its generalization (45). We believe that new variational problem (47), (48) may be used to give rational basis for obtaining equations of process when the order of the derivative changing with time and value of the dependent (state) variable. An example of this type is presented in [11] where the order of the derivative was taken to be defined as

$$
\begin{equation*}
\alpha(t)=\frac{1+y^{2}(t)}{2} . \tag{58}
\end{equation*}
$$

Our analysis (equation (48)) can be easily modified to include (58) as a constraint.
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