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Abstract. In this paper we present a new model appropriate for pattern
recognition tasks. This new model, called αβ Associative Model, arises
when taking theoretical elements from the αβ associative memories, and
they are merged with several new mathematical transforms. When applied
to handwritten digits recognition, namely in the MNIST database, the αβ
Associative Model exhibits competitive results against some of the most
widely known algorithms currently available in scientific literature.
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1 Introduction

Handwritten digits recognition is an important research area. Several techniques
have been used to improve the recognition performance: contours [1], bootstrap-
ping [2], neural networks [3], Singular Value Decomposition (SVD) [4], k-Nearest
Neighbor (k-NN), Learning Vector Quantization (LVQ), Support Vector Classi-
fiers (SVC) with Radial Base Function (RBF) kernel [5], Multi-Layer Perceptron
(MLP) and LeNet [6], and holographic associative memories [7], among others.

On the other hand, αβ associative memories have been successfully used in
recent years to tackle some pattern recognition problems [8]. In this paper, a new
handwritten digits recognition model is introduced, taking theoretical elements
from the αβ associative memories.

The rest of the paper is organized as follows: in section 2 the αβ associative
memories are briefly described. The new model is proposed in section 3, section 4
presents some experimental results, and section 5 includes some conclusions and
future work.

2 αβ Associative Memories

In this section we use the concepts, results and notation introduced in [8]. An
associative memory M is a system that relates input patterns, and outputs
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patterns, as follows: x −→ M −→ y with x and y the input and output pattern
vectors, respectively. Each input vector forms an association with a correspond-
ing output vector. For k integer and positive, the corresponding association will
be denoted as

(
xk, yk

)
. Associative memory M is represented by a matrix whose

ij-th component is mij . Memory M is generated from an a priori finite set
of known associations, referred to as the fundamental set of associations. If μ
is an index, the fundamental set, whose cardinality is p, will be represented
as: { (xμ, yμ) | μ = 1, 2, . . . , p }. A distorted version of a pattern xk to be re-
called will be denoted as x̃k. If when feeding a distorted version of x� with
� = {1, 2, . . . , p} to an associative memory M, it happens that the output cor-
responds exactly to the associated pattern y�, we say that recall is correct.

The αβ associative memories are of two kinds and are able to operate in two
different modes. The operator α is useful at the learning phase, and the operator
β is the basis for the pattern recall phase. The properties within the algebraic
operators α and β, allow the αβ memories to exhibit similar characteristics to the
ones inherent to the binary version of the morphological associative memories,
which were introduced by Ritter et al. [9], in the sense of: learning capacity,
type and amount of noise against which the memory is robust, and the sufficient
conditions for perfect recall.

2.1 The α and β Operators

The heart of the mathematical tools used in the Alpha-Beta model, are two
binary operators designed specifically for these memories. We define the sets
A = {0, 1} and B = {0, 1, 2}, then the operators α and β are defined in tabular
form:

Table 1. Definition of the Alpha and Beta operators

α : A × A → B β : B × A → A
x y α (x, y) x y β (x, y)
0 0 1 0 0 0
0 1 0 0 1 0
1 0 2 1 0 0
1 1 1 1 1 1

2 0 1
2 1 1

The sets A and B, the α and β operators, along with the usual ∧ (minimum)
and ∨ (maximum) operators, form the algebraic system (A, B, α, β,∧, ∨) which
is the mathematical basis for the Alpha-Beta associative models.

The ij-th entry of the matrix y ⊕ xt is:[y ⊕ xt]ij = α (yi, xj). If we consider
the fundamental set of patterns: { (xμ, yμ)|μ = 1, 2, . . . , p} then, the ij-th entry
of the matrix yμ ⊕ (xμ)t is:

[
yμ ⊕ (xμ)t

]

ij
= α

(
yμ

i , xμ
j

)
.
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2.2 The Learning and Recalling Phases

Because of there are two kinds of αβ associative memories, ∨ and ∧, and if we
consider that each one of the kinds is able to operate in two different modes,
heteroassociative and autoassociative, we have four different available choices.
Due to expediency, we will only discuss here the αβ autoassociative memories
of kind ∨. Then, the fundamental set takes the form {(xμ, xμ) |μ = 1, 2, . . . , p}.
Also, the input and output patterns have the same dimension n, and the memory
is a square matrix V = [vij ]n×n.

Learning Phase
For each μ = 1, 2, . . . , p , and from each couple (xμ, xμ) build the matrix[
xμ ⊕ (xμ)t

]

n×n
.

Apply the binary ∨ operator to the matrices obtained in step 1 to get V as

follows: V =
p∨

μ=1

[
xμ ⊕ (xμ)t

]
.

The ij-th entry is given as: vij =
p∨

μ=1

α
(
xμ

i , xμ
j

)
, where vij ∈ B, ∀i ∈

{ 1, 2, . . . , n} , ∀j ∈ { 1, 2, . . . , n}.

Recalling Phase
A pattern x�, with ω ∈ {1, 2, ..., p} is presented to the αβ autoassociative mem-
ory of kind ∨ and the following operation is done: VΔβx�. The result is a
column vector of dimension n, with i-th component given as:

(VΔβx�)i =
n∧

j=1

β
(
vij , x

�
j

)

(VΔβx�)i =
n∧

j=1

β

⎧
⎨

⎩

⎡

⎣
n∨

j=1

α
(
xμ

i , xμ
j

)
⎤

⎦ , x�
j

⎫
⎬

⎭

3 Our Proposal

Some definitions are necessary before the algorithm of the αβ Associative Model
can be described. Below are presented 6 definitions, which are then used to
characterize the two phases of the new model algorithm.

3.1 Definitions

Definition 1. Let A = {0, 1} be the binary set, and x and y be two vectors
x ∈ An, y ∈ An, where n is the dimension of vectors x and y, and n ∈ Z

+. We
define ki as follows:

ki =
i∑

j=1

β (yj , yj) for i ∈ {1, 2, . . . , n}
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Definition 2. Let A = {0, 1} be the binary set, and x and y be two vectors
x ∈ An, y ∈ An, where n ∈ Z

+ is the dimension of vectors x and y, and kn

is a number obtained through definition 1. We define the Restriction of vector x
with respect to vector y as a new vector z ∈ An−kn , denoted as x|y, through the
following algorithm:

for (int i = 1; i < n-k(n); i++) {
int c = 0;
while (y[i + c] == 1) {
c++;

}
z[i] = x[i + c];

}

Remark 1. The last component of z is zn−kn .

Definition 3. Let A = {0, 1} be the binary set, and x, y, and z be three vectors
x ∈ An, y ∈ An, z ∈ An−kn , where n ∈ Z

+ is the dimension of vectors x and
y. We define the Pseudo-Inverse Restriction of vector z with respect to vector y
as the operation obtained by the following algorithm:

for (int i = 1; i < n; i++) {
int c = 0;
if (y[i] == 0) {
x[i] = z[i + c];

} else {
c++;
x[i] = 1;

}
}

Definition 4. Let A = {0, 1} be the binary set, and x and y be two vectors
x ∈ An, y ∈ An, where n is the dimension of vectors x and y, and n ∈ Z

+. The
τ−Transform of x with respect to y gives as result a vector with dimension n,
whose components are calculated as follows:

[τ (x, y)]i = xi − β (xi, yi)

Definition 5. Let A = {0, 1} be the binary set, and x and y be two vectors
x ∈ An, y ∈ An, where n is the dimension of vectors x and y, and n ∈ Z

+. The
θ−Transform of x with respect to y is a vector of dimension n given by:

θ (x, y) = τ (x, y) + τ (y, x)

Definition 6. Let A = {0, 1} be the binary set, let x be a vector x ∈ An of
dimension n ∈ Z

+, and p ∈ Z
+, 1 < p ≤ 2n is the cardinality of the fundamental
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set of an αβ Model. The vector S is made up of n binary components, which are
calculated from the fundamental set as:

Si =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

p/2∧

k=1

β
(
x2k−1

i , x2k
i

)
if p is even

β

⎡

⎣
(p−1)/2∧

k=1

β
(
x2k−1

i , x2k
i

)
, xp

i

⎤

⎦ if p is odd

3.2 The αβ Associative Model Algorithm

With these definitions, we are now capable of describing the algorithm.

Learning Phase

1. Calculate the vector S from the fundamental set, according to definition 6.
2. Obtain the restricted version of all the fundamental patterns xμ|S and as-

semble the restricted fundamental set {(xμ|S , xμ|S) |μ = 1, 2, . . . , p}.

Recall Phase

1. Let x̃ be a unknown input vector to the αβ Model.
2. Obtain the restricted input pattern x̃|S from the input vector x̃ and the

vector S, according to definition 2.
3. Obtain the τ−Transform of the restricted input pattern x̃|S with respect to

each of the restricted fundamental patterns, τ ( x̃|S , xμ|S)∀μ, according to
definition 4.

4. Obtain the τ−Transform of each of the restricted fundamental patterns with
respect to the restricted input pattern x̃|S, τ (xμ|S , x̃|S)∀μ, according to
definition 4.

5. Obtain the θ−Transform of the restricted input pattern x̃|S with respect to
each of the restricted fundamental patterns, θ ( x̃|S , xμ|S)∀μ, according to
definition 5.

6. Find ω such that θ ( x̃|S , xω|S) =
p∧

μ=1

θ ( x̃|S , xμ|S), ω ∈ {1, 2, . . . , n}.

7. The restricted fundamental vector corresponding to the restricted input pat-
tern x̃|S is xω|S.

8. Apply the inverse restriction function to xω|S, according to definition 3, in
order to obtain the final result.

4 Experimental Results

We used the MNIST database of handwritten digits to test the Alpha-Beta As-
sociative Model. This database has a training set of 60,000 examples, and a test
set of 10,000 examples. The MNIST database is made up by gray-level images
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Fig. 1. MNIST database a) first 100 handwritten digits of training set,
b) first 100 handwritten digits used for testing

and was constructed from NIST’s Special Database 3 and Special Database 1,
which contain images of handwritten digits [10].

The algorithm of the αβ Associative Model was programmed in Borland’s
C++ Builder 6.0. In the learning phase we use the 60,000 handwritten digits
of the training set, and a subset of the testing set for the recalling phase. An
example of the patterns used is shown in figure 1.

The result obtained was 99% of handwritten digits correctly recognized. When
compared to the results presented in references [11] - [16], and shown in table 2
(along with the proposed algorithm), we can see that the αβ Associative Model

Table 2. Comparison between various algorithms

Algorithm [Reference] Year Preprocessing Error
k-NN, Euclidean (L2) [11] 1998 none 5.0%
k-NN, Euclidean (L2) [11] 1998 deskewing 2.4%
2-layer NN, 300 HU [11] 1998 deskewing 1.6%

2-layer NN, 800 HU, Cross-Entropy [12] 2003 none 1.6%
2 layer MLP (CE) [12] 2003 none 1.6%

SVM [13] 2002 affine 1.4%
k-NN, Tangent Distance [11] 1998 affine & thick 1.1%

2 layer MLP (CE) [12] 2003 affine 1.1%
k-NN, Tangent Distance [11] 1998 16x16 pixels 1.1%

NN, RBM + NCA training [14] 2007 none 1.0%
αβ Associative Model [This paper] 2008 none 1.0%

Convolutional net LeNet-5 [11] 1998 none 0.95%
2-layer NN, 800 HU, MSE [12] 2003 elastic distortions 0.9%

large conv. net, random features [15] 2007 none 0.89%
Convolutional net LeNet-5 [11] 1998 huge distortions 0.85%

large conv. net, unsup pretraining [16] 2006 elastic distortions 0.39%
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is competitive against other algorithms which present the best classification re-
sults on the MNIST database of handwritten digits. It is noteworthy to mention
that, while not exhibiting the best result, the presented model does not need
to perform any preprocessing besides binarization, unlike many of the other
algorithms.

5 Conclusions

We have applied the αβ Associative Model to handwritten digits recognition,
using the MNIST database. This database was created and published by Yann
LeCun.

The experimental results obtained in this work, shown that the αβ Asso-
ciative Model is competitive against other algorithms which present the best
classification results on the MNIST database of handwritten digits; namely, the
algorithms reported by Yann LeCun, who apply a preprocessing phase, before
carrying on the recognizing task. Besides, most of these algorithms are more
computationally expensive than the αβ Associative Model.

We recommend to others researchers who are interested in this model, the
application of the Alpha-Beta Associative Model on other public databases (from
UCI, for example).

Acknowledgement. The authors would like to thank the Instituto Politécnico
Nacional (Secretaría Académica, COFAA, SIP, and CIC), the CONACyT, and
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