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Hardware and software for tachistoscopy:
How to make accurate measurements on any PC
utilizing the Microsoft Windows operating system

COLLIN J. McKINNEY, EARL R. MAcCORMAC, and KATHLEEN A.WELSH-BOHMER
Duke University Medical Center, Durham, North Carolina

Methods for automated stimulus display and accurate response time measurement with IBM­
compatible PCs are of great importance in cognitive research designs. Accurate measurements of re­
action times are required to interpolate other measures, such as speed of mental processing. We present
a description of hardware and software that displays stimulus images and performs reaction timing that
is not dependent on PC performance characteristics. This is accomplished by electronically bypassing
timing errors normally inherent to the operation of the computer. A high-precision external timer mea­
sures the time between stimulus onset and a subject's push-button response while a video blanking cir­
cuit controls the video presented to the monitor screen. Two options for accurately detecting stimulus
onset are presented: (1) A photodetector can be used to sense the actual onset ofthe stimulus on a sec­
ondary video monitor screen; (2) the video blanking circuit can provide a signal coincident with the ini­
tiation of video to the monitor. Both methods result in a system timing accuracy of 100usee.

Psychological research often requires the accurate mea­
surement of reaction times in response to visual stimuli.
In many cases, reaction time measurements are used to
give an indication of subject involvement in the task, to
evaluate the performance of the subject, and to help dis­
criminate among various brain functions. Currently, the
visual stimuli for projects performed in our laboratory
include words, simple geometric figures, and complex
fractal images. Future projects will most certainly involve
such images as digitally rendered photographs or other
more complex images in three dimensions or in motion.
Computer-based methods for displaying images and mea­
suring response times are desirable, because ofthe degree
ofautomation that is available and because of the ease of
modifying the stimulus through, simple programming.
IBM PC-compatible computers have found widespread
use and provide a reasonable platform for laboratory
measurements.

However, computer-based methods for providing stim­
uli and for measuring response times have various limi­
tations, many of which have been described in the litera­
ture (Dutta, 1995; Gabrielsson & Jarvella, 1990; Mogg &
Bradley, 1995; Palya, Walter, & Chu, 1995; Paredes,
Miller, & Creeger, 1990; Rodgers, Schneider, Pitcher, &
Zuccolotto, 1995; Segalowitz & Graves, 1990). The major
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limitation that arises from the use of a PC is that the ac­
curacy of time measurements is highly dependent on the
PC's type, speed, external hardware, and software. For
example, the commercially available Micro Experimen­
tal Laboratory (MEL) system has been shown to have in­
accuracies ofbetween ±1.5 and ±6.5 msec, depending on
the hardware used (Mogg & Bradley, 1995). Various in­
accuracies can result when utilizing a PC's internal timers,
because of a lack of complete control over the micropro­
cessor's activities. A method using assembly language con­
trol over the serial port resulted in a reported resolution
of I msec (Gabrielsson & Jarvella, 1990), but the ability
to maintain this accuracy while the processor is perform­
ing other tasks was not fully addressed, and the develop­
ers acknowledged the highly machine-dependent nature
of the software program. Graves and Bradley (1991) have
indicated that reliable millisecond timing can be per­
formed on most PCs utilizing assembly language codes
under DOS (Graves & Bradley, 1991).

Our particular projects require the use of complex
image stimuli and a simple user interface, both of which
are easily supported within Microsoft Windows, as op­
posed to the DOS environment. Therefore, a flexible
method for presenting stimuli and for accurately mea­
suring reaction times, using an IBM-compatible PC run­
ning Microsoft Windows, was desired for use in cognitive
function studies. Several of the main design goals of this
project include (l) the ability to avoid timing inaccura­
cies from differing equipment hardware specifications
(i.e., processor speeds, operating system overhead, video
processing speeds, video scan rates, etc.), so that 100­
usee timing resolution can be obtained under all condi­
tions; (2) the ability to make measurements from software
running under the Windows operating system; (3) the use
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ofhardware that is external to the computer, so that it can
be transferred between computers without the use of
tools and so that it can be used with laptop as well as with
desktop computers; (4) the use ofa common, easy-to-use
programming language such as BASIC, so that it can be
easily understood by other users and so that it can be modi­
fied readily; and (5) the ability to use complex visual stim­
uli that are either transferred by the cut-and-paste method
from other computer application software packages or dig­
itally rendered by scanning images, facilitated by the use
of Windows.

SYSTEM DESIGN

Hardware
Event timing on a PC can be troublesome, especially

when a multitasking operating system such as Windows
is utilized. In this environment, the processor is contin­
ually being interrupted in order to perform other tasks,
even when many of the extraneous features have been
disabled, making accurate timing difficult, ifnot impos­
sible. Therefore, it was decided that the use of an exter­
nal time base and counter would provide the most accu­
rate and reliable results. The time measurement accuracy
ofthis approach is a function ofthe stability ofthe crystal­
controlled time-base oscillator and the digital resolution
of the counter (number of bits). Commercially available
time-base oscillators generally have stabilities that are
several orders of magnitude smaller than the minimum
resolution required for tachistoscopic measurements.

Many counter/timer boards that plug into a PC expan­
sion slot are available, but in order to make the system
easily transportable between computers, a unit that con-

nects to the standard parallel printer port found on all
computers was chosen (ComputerBoards, Inc., model
PPIO-CTR06). This particular board has an integral 10­
MHz time base, an Intel 8254 with three 16-bit down
counters, and 24 TTL I/O ports. The stability of the time­
base oscillator used in this particular board is specified
by the manufacturer to be 100 ppm with 5 psec maxi­
mum jitter. The three counters are connected in series and
are used to divide the time-base signal by software preset­
table constants. Hardware was designed to control the
gating of the counters through the use of external start
and stop signals, including a remotely located stop push­
button (see Figure 1). This circuitry includes debouncing
for the pushbutton switch and a flip-flop that latches the
gate control output high (after a start pulse is received)
until a stop is received from the pushbutton or a clear is
received from the computer. An LED is used to indicate
pushbutton activity.

Originally, the computer provided the start signal
(through one of the TTL I/O ports) just prior to writing
the stimulus on the screen. A significant variable delay
time exists, however, between this start signal and the
time that the stimulus is actually written to the screen.
This delay time, dependent on the computer hardware and
software, causes a large amount ofvariability in measured
reaction times. Use ofa 75-MHz Pentium-based PC run­
ning Windows 3.1 with control software written in Visual­
Basic and displaying six 72-point Times Roman charac­
ters in the center ofthe screen resulted in the distribution
of delay times shown in Figure 2. These data were mea­
sured with a phototransistor, to measure the time inter­
val between the start pulse from the computer and the ap­
pearance of the first character on the screen (Mogg &
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Figure 2. Delay time distribution.

Bradley, 1995). This delay time is generally a function of
(1) processor speed and bus width, (2) video card pa­
rameters (i.e., memory, accelerator speed, etc.), (3) pro­
cessor overhead and concurrent processing of interrupts,
and (4) timing of image initiation with respect to raster
position.

In order to alleviate these problems and to allow the
hardware and software to run on a wide variety of IBM­
compatible PCs, the circuitry shown in Figure 3 was de­
veloped. This circuitry replaces the start signal from the
computer with a start signal based on the actual appear­
ance of the image on the monitor screen. Our test con­
figuration requires two video display monitors. One dis­
plays the stimulus to the subject, whereas the other serves
as the experiment control monitor. A video buffer/splitter
(Raritan Computer, Inc., model DRVIX2) is used to drive
both monitors from a single computer. A photodetector,
placed on the control monitor, detects the appearance of
the stimulus image. Specifically, the photodetector con­
sists ofa pair ofphototransistors in a differential config­
uration to positively detect light/dark transitions. When
a difference in raster intensity exists between the two
phototransistors, the sawtooth raster appears at the out­
put of the differential amplifier. A level shifter biases the
sawtooth waveform to provide a CMOS-compatible input
to the nonretriggerable monostable multi vibrator. This
monostable multivibrator triggers on the first pulse ofthe
sawtooth and produces a stretched output pulse that lasts

the duration ofthe stimulus, in order to prevent retrigger­
ing. The rising edge ofthe stretched pulse drives a second
monostable multivibrator that produces a single, short
duration, negative-true start pulse for the counter.

When complicated stimuli are used, it can take a sig­
nificant amount of time for the graphic to "build" on the
screen. To alleviate this effect, circuitry was devised (see
Figure 4) that allows one ofthe TTL outputs on the timer
board to switch the RGB signals to the secondary stim­
ulus monitor on and off. In this manner, the screen can be
blanked while the graphic builds and switched on when
the graphic has been completed. In order to prevent picture
"rolling" because of resynchronization of the monitor
when the video is turned on, the horizontal and vertical
synchronization signals remain applied to the monitor at
all times, and only the RGB signals are switched. Meth­
ods of synchronizing the initiation of video to the start of
the raster were investigated. Other researchers have used
software synchronization methods (Creeger, Miller, &
Paredes, 1990) that work well in DOS but can result in
errors when Windows is used. Synchronization for this
system is accomplished through hardware that forces the
RGB signal initiation to be coincident with the vertical
sync signal presented to the monitor. The RGB switching
circuitry consists of a Darlington transistor relay driver and
three individual 50 fl, coaxially shielded, high-frequency
reed relays. These relays were chosen so that the video
signals and, therefore, picture quality would not be af-
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Figure 3. Photodetector circuitry.

fected. The synchronization circuitry consists ofaD-latch
that only allows the RGB signals to be turned on coinci­
dent with the rising edge of the vertical sync pulse. This
circuitry is inserted in line with the stimulus monitor only,
allowing experiment control graphics to be blanked from
the stimulus monitor while still being displayed on the
control monitor. As a convenient alternative to using the
photodetector to sense stimulus onset, a fourth relay pro­
vides a start signal to the counter coincident with the ap­
plication ofRGB signals to the monitor. The timing res­
olution resulting from the use ofthe start signal from the
photodetector circuitry and the video control circuitry is
discussed later.

Software
All of the software was written to operate under Win­

dows, because of the ability to transfer images between
different applications with the clipboard and because of
its familiarity to most PC users. Although this control
software could have been written in many different lan­
guages, VisualBasic was chosen for severalreasons: (I) fa­
miliarityand ease of program flowcomprehension, (2) abil­
ity to easily handle images, (3) ability to access and display
scalable fonts, and (4) ease ofuse by operators because of
the ability to build user interfaces with familiar Windows­
style icons and mouse control. The software driver for
VisualBasic provided by the counter board manufacturer
was used to provide commands for controlling the board
function. One may choose, instead, to control the board
operations through the use of a simple DLL written in C
(Kemp, 1996; Titus, 1994), since it cannot be performed
directly from VisualBasic (the Inp and Out commands
were omitted). Figure 5 shows a flow chart of the back­
bone procedures for the software utilized here.

System operation proceeds as follows. The program
initializes the three counters located on the counter/timer
board first. This consists of setting the operational mode
ofeach of the counters to mode 2 (rate generator mode).
Jumpers on the board allow serial connection of all three
counters and the clock. The first two counters are un­
gated and count continuously, whereas the third gated
counter counts pulses only for the gate pulse duration.
By loading counter preset values, counter 0 is set to di­
vide by 100, and counter I is set to divide by 10, thus di­
viding the IO-MHz clock down to 10 kHz. This sets the
minimum time resolution to 100 usee. Loading a preset
value into counter 2 determines the total count time
(TMAX(sec) = 100 usee X load value). Valid presets are
in the range of I to 65,535 (16 bits) and, when counter 2
is loaded with 65,535, the maximum timing period be­
comes 6.5 sec. For example, if the clock was divided down
to I kHz instead, the resulting resolution would be I msec,
with a maximum timing period of65 sec. Therefore, im­
proved counter accuracy and longer timing periods could
be obtained through the use ofa higher order counter, pro­
viding higher resolution and/or longer time periods.

Following the counter initialization, TTL I/O port D I
is initialized high (port DI provides a computer-generated
stop signal to the counters through the circuitry of Fig­
ure I). The timer functions provided within VisualBasic
control the image display and image blanking times, be­
cause the precision of these times is less important. TTL
I/O port D2 controls the video switching circuitry. Pro­
grams with printed character stimuli simply utilize the
fonts provided in Windows to display words stored in ar­
rays. Programs with complex image stimuli display named
images that have been stored as "thumbnails." The dis­
play of the stimuli coincides with the starting of a soft-
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Figure 4. Screen blanking circuitry.

ware timer preset to the desired time interval between
images. For most applications, random selection of the
various stimulus patterns is utilized; however, previously
randomized or ordered look-up tables may also be used.
A second timer is preset with the image duration time
and blanks the display for the remaining portion of the
interval. When the image appears on the screen, a start
pulse that initiates counter operation is provided by either
the photodetector or the video switching. The counter
stops either when the pushbutton is depressed or when
port D1 is pulsed by the computer at the end of the time
interval. The contents of counter 2 are then read, converted
into a reaction time in milliseconds, and stored in an array.
The counter is then reinitialized, and the process starts
over. Once all ofthe images have been displayed, the re­
sponse time data are tabulated, along with the time ofday,
the test sequence, and the name or type ofimage displayed.
A summary is recorded for each test sequence by ana­
lyzing the data, to determine the number of correct and
incorrect responses, along with the percentage accuracy.
The final step in the program stores the data to the hard

disk in ASCII format for later use and produces a back­
up file on floppy disk.

VisualBasic allows easy-to-use and professional­
looking user interfaces to be constructed. The user in­
terface is modified for each specific application but con­
sists generally of the same major components for each
application. For example, one particular application in­
volves displaying eight randomly ordered complex frac­
tal images with durations of I sec on, 2 sec off, with each
test sequence lasting 5.5 min. The user interface is not
visible to the test subject, because the video to the sec­
ondary monitor is blanked whenever the control screen
is displayed. The VisualBasic tools include graphical
"buttons" and status indicators that can be placed on the
screen, which interact with various aspects of the pro­
gram. Buttons are provided that allow the researcher to
start each test sequence, and status indicators show
which tests have been run and how many times they have
been repeated. Buttons are also provided to allow each of
the images to be displayed manually for training pur­
poses, to perform system tests, and to end the program.
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TIMING RESOLUTION

As was indicated earlier, the presets loaded into the
counters determine the maximum count time and the
theoretical resolution of the hardware. The actual reso­
lution of the counting system, therefore, is based on the
accuracy of the time-base oscillator and the accuracy of
the start and stop signals that control the counters. The
manufacturer's 100-ppm stability specification of the
time-base oscillator used here results in a timing ambi­
guity of ±O.I usee, which is several orders of magnitude
below the 100-f.1sec minimum resolvable time and, for
all practical purposes, can be ignored.

The signal that is used to start the counting sequence
also affects the timing resolution. Errors can result from
time delays in the processing circuitry and in the detec­
tion of stimulus onset. There are different sources of er-

rors for each of the two methods presented here for pro­
viding start signals to the counter.

Use of the photodetector start signal output results in
errors owing to the response times associated with the
detection of light and the processing circuitry. The re­
sponse time of the photodetector circuitry was measured
by using an LED driven by a pulse generator to illumi­
nate one of the phototransistors while the other was dark­
ened. The time difference between the signal applied to
the LED and the start output signal was measured with
an oscilloscope. The majority of the measured error re­
sults from the slow rise time of the phototransistors. Be­
cause of this, the response time was highly dependent on
the comparator threshold and thus required threshold ad­
justment to minimize the delay times. Time delays ofless
than 100 usee were measured in this manner. In order to
obtain an accurate start signal from the photodetector in
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actual use, the different characters or images must appear
at the same location on the screen for each stimulus, so
that the detector can be located in a fixed position to de­
tect the intensity transition. If the image cannot be lo­
cated in the same place on the monitor each time, a target
block of several pixels must be lighted in order to give
the detector a standard transition point to detect. Because
of the raster scan frequency, there will be a fixed time
difference between the lightings of various locations on
the screen. Therefore, the photodetector gives a start
pulse based on only one specific location on the screen,
and time differences to other locations may need to be
considered.

Use of the start signal output from the video switching
circuitry results in different timing errors. The relays cho­
sen have specified actuation times of 220 usee + I00/
- 50 J.l sec. Therefore, the theoretical time difference be­
tween application of signal to the relays and application
of video to the monitor will correspond to the specified
relay actuation times. However, since the counter start
signal is taken from the output of a fourth, identical
relay, the theoretical difference between the start signal
and the time that video is applied to the monitor is sim­
ply the specified variation of 150 usee. The actual time
response of the circuitry was measured by applying the
output of a pulse generator to the TTL input of the video
switching circuit. A voltage was applied to the contacts
of each relay, and the time delay between the pulse gen­
erator signal and the relay outputs was measured with an
oscilloscope. The four relays measured 174, 194, 172,and
170 usee, indicating a maximum output differential of
only 24 usee. Therefore, timing resolution of 100 usee
is achievable, utilizing either the photodetector or the
video control circuitry start signal.

In actual use, the user of this system must still con­
tend with other timing issues, depending on the applica­
tion. For instance, one must be aware of the constraints
that various raster scan rates have on the appearance of
images. Finite, although fixed, delay times exist between
the top left corner of the image and the bottom right cor­
ner of the image and can be ofconcern for certain appli­
cations (Paredes et aI., 1990). The problem ofproducing
very short duration stimuli exists with all raster scan dis­
plays because offinite refresh rates. Also, differences in
phosphor persistence, brightness, and contrast levels be­
tween monitors can affect the visualization of various
processes.

CONCLUSIONS

The combination of circuitry and software presented
here results in a tachistoscopic measurement system that
performs highly accurate timing measurements with a
resolution of 100 usee, using either of two methods for
providing start signals. All of the original design goals
were achieved: (1) Timing inaccuracies owing to varia-

tions in computer hardware and software are avoided be­
cause of the use of external timing and synchronization
hardware. Timing resolution of 100 usee was obtained,
using either oftwo synchronization methods. (2) Timing
measurements were made from VisualBasic running
under the Windows operating system. (3) The selection
of a timing board that connects to the parallel printer port
allows this system to operate with any IBM-compatible
PC running Windows, including laptops. (4) Microsoft
VisuaIBasic was used to program all stimulation and
timing functions on the computer, allowing simple user
interfaces to be developed and simplifying program
modifications. (5) Use of Windows and VisualBasic al­
lows complex images to be imported through the clip
board from other software packages via the cut-and­
paste method.

In use, we have found that the measurement system
operates smoothly. Especially because of the complexity
of conducting a positron emission tomography (PET) ex­
periment, the ease of use that the user interface provides
was found to be invaluable. However, the methods de­
scribed here have some limitations. Because this system
was designed for specific PET applications, its flexibil­
ity for some users may be slightly limited. For other spe­
cific applications, the software may be the limiting factor
and may require a person who can program in Visual­
Basic to modify the images, select different display tim­
ing, or change the user interface to reflect the particular
study. Some technical ability in electronics is needed ini­
tially, because the system requires the assembly of some
commercially unavailable hardware, although this is very
simple. A laptop computer can be used as the console, but
a second CRT video monitor is required for stimulus dis­
play,whether a laptop or a desktop system is used. In order
to reduce the small amount of switching variability be­
tween coaxial relays, we are currently investigating high­
speed, semiconductor RF switches as replacements in
future versions.

The basic costs involved with this system are as fol­
lows. (1) The PPIO-CTR03 board is listed as $99.00
from ComputerBoards, Inc., 125 High St., Mansfield,
MA 02048, (508) 261-1123. (2) Microsoft VisualBasic
Professional version 5.0 has an educational list price of
$99.95 and is available at almost any software house.
(3) The MasterConsole VideoShare MCDRV lX2 video
splitter has an educational list price of $251.75 from
Raritan Computer, Inc., 10-1 Ilene Court, Belle Mead,
NJ 08502, (908) 874-4072. (4) The total parts cost for
the other external circuitry is estimated to be less than
$100.00.
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