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Abstract—The operation of more electric aircraft is de-
pendent on the embedded power grid. Therefore, the on-
board power-distribution system must be reliable, having
a high level of survivability, and promptly respond to any
change in aircraft’s operation. Recent studies have pre-
sented a number of frequency-response-based tools with
which to analyze both single- and multiconverter systems.
The methods can be efficiently applied for on-board system
analysis, stability assessment, and adaptive control design.
Most often, wideband measurement techniques have been
applied to obtain the frequency response from a specific
converter or a subsystem required for the analysis. In the
methods, a broadband excitation such as a pseudorandom
binary sequence (PRBS) is used as an external injection,
and Fourier techniques are applied to extract the spectral in-
formation. This paper presents implementation techniques
of the wideband methods using power-hardware-in-the-loop
measurements based on OPAL-RT real-time simulator. The
presented methods make it possible to modify the system
characteristics, such as impedance behavior, in real time,
thereby providing means for various stability and control de-
sign tools for on-board power distribution systems. Experi-
mental measurements are shown from a high-power energy
distribution system recently developed at DNV GL, Arnhem,
The Netherlands.

Index Terms—Frequency response, hardware-in-the loop
simulation, microgrids, power distribution, system identifi-
cation.

I. INTRODUCTION

E
MBEDDED power grids have become popular in more

electric aircraft (MEA) [1]. This concept has enabled sev-
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Fig. 1. Simplified power distribution system for aircraft.

eral advantages in the aircraft industry, such as decrease in

weight, increased reliability, reduce in fuel consumption, and

passenger comfort. As the requirements of electric load in air-

crafts is constantly increasing, maintaining the MEA strongly

relies on optimized on-board electrical network and power-

electronics conversion systems.

Embedded power grids are most often composed by vari-

ous converters creating a complex interconnected system. Fig. 1

shows a simplified example of a power distribution system for an

aircraft [2]. Each of the interconnected converters typically has

a high-bandwidth feedback control. Due to interactions among

the converter feedback loops through dc bus interconnections,

converters that are standalone stable may exhibit different dy-

namic behavior when interconnected and small-signal stability

may be compromised [3]. Because of reduced grid size, the

interactions between the converters are often strong, leading

to undesirable operation and even to instability [4]. The major

challenges of such systems include the power flow regulation,

the voltage stability, and the varying dynamic characteristics of

the grid [5].

Several stability criteria have been proposed to assess the sta-

bility of interconnected power-electronics systems. In the case of

grid-connected systems, one of the most utilized techniques has

been the impedance-based stability criterion [6]. In the method,

the system stability is assessed by the ratio between the systems

impedance and converter output impedance. The system will
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remain stable if the impedance ratio satisfies the Nyquist sta-

bility criterion. Impedance-based analysis techniques have also

been presented for dc systems in which multiple converters

are interconnected through dc bus: the passivity-based stabil-

ity criterion, and the concept of an allowable impedance region

based on the Nyquist contour of the system bus impedance have

been utilized [7]. One of the advantages of the impedance-based

techniques is that they can be applied based on impedance mea-

surements that do not require a priori knowledge of system

parameters. These methods are well-suited for online stability

assessment and adaptive control tuning [8].

Studies have presented a number of measurement meth-

ods suitable for fast, accurate online frequency-response mea-

surement of interconnected power-electronics systems [9]–[14].

Roinila et al. in [9] presented an online technique for a grid-

impedance measurement. In this method, a pseudorandom bi-

nary sequence (PRBS) was injected into a voltage reference

of an existing grid-connected three-phase inverter. The result-

ing responses in the grid voltage and currents were measured,

and the grid impedance was computed by Fourier methods.

Martin et al. in [10] applied similar techniques for measuring

ac system impedances. The work in [11] utilized the PRBS for

control design and measured the bus impedance from a mul-

ticonverter system. This paper was extended in [12], and or-

thogonal binary sequences were applied for simultaneous mea-

surement of several (coupled) impedances in a multiconverter

system. Measurement techniques based on orthogonal injec-

tions were also applied in [13], which considered simultaneous

measurement of grid-impedance d- and q-components. Nonlin-

earities involved in power-electronics systems were considered

in [14] and a ternary-sequence injection was applied for obtain-

ing impedances from a grid-connected system. The sequence is

very similar to the conventional PRBS, but the signal has three

levels instead of two. The signal type is particularly useful for

systems exhibiting strong nonlinear characteristics.

This paper considers real-time frequency-domain identi-

fication and stability analysis of an interconnected power-

distribution system using OPAL-RT power-hardware-in-the-

loop (PHIL) setup recently developed at DNV GL, Arnhem,

The Netherlands. The OPAL-RT real-time simulator is a

multipurpose platform that enables real-time simulation and

rapid control prototyping. OPAL-RT is widely used in real-time

analysis and control of various power-electronics applications

including wind-turbine emulation [15], fuel-cell modeling [16],

and analysis of smart-grid performance [17].

The primary goal of this paper is to demonstrate the use of

different widebandwidth identification techniques to extract vi-

tal stability information from a microgrid. This paper will show

in detail, how pseudorandom broadband injections and Fourier

techniques are implemented, and how the techniques can be

applied in real-time measurements. The second goal of this pa-

per is to provide a proof-of-concept of the previously presented

wideband methods by applying them in a system capable of

having 200-kW power level. This paper also provides a short

review of pseudorandom perturbation sequences suited for lin-

ear systems, nonlinear systems, and systems having multiple

(coupled) inputs and outputs. The presented methods are highly

Fig. 2. Typical measurement setup.

efficient, particularly in on-board systems because the required

excitation signals can be internally generated by any existing

converter in the power system, and the measured frequency

response (impedance/admittance/loop gain) can be rapidly ex-

tracted without an external data-acquisition unit.

The remainder of this paper is organized as follows. Section II

reviews the theory of the wideband impedance-measurement

techniques applied in this paper. Section III introduces the high-

power PHIL setup recently developed at DNV GL, and provides

the design steps for implementing the frequency-response mea-

surements. Section IV presents experimental results in which all

the introduced pseudorandom sequences are utilized. Finally,

Section V draws the conclusion.

II. METHODS

A. Frequency-Response Measurement

Fig. 2 shows a typical measurement setup where the system

under test is to be identified. The system is perturbed by the ex-

citation x(n), which yields the corresponding output response

y(n). The measured input and output signal, x̂(n) and ŷ(n),
are corrupted by input noise and output noise, respectively. The

noise signals are assumed to resemble white noise and are un-

correlated with x(n) and y(n). All of the signals are assumed

to be zero mean sequences. In noisy environments, the logarith-

mic averaging procedure [18] is used to compute the frequency

response of the system under test as

Glog(jω) =

(

P
∏

k=1

Ŷk (jω)

X̂k (jω)

)1/P

(1)

where X̂(jω) and Ŷ (jω) are Fourier-transformed input and out-

put sequences (measured), and P denotes the number of injected

excitation periods. In this method, the measurements from both

input and output sides are segmented and Fourier transformed

after which (1) is applied. The method tends to cancel out the

effect of uncorrelated noise from both input and output sides so

that the frequency response is obtained more accurately com-

pared to conventional cross-correlation techniques [18].

The following will review three types of pseudorandom-

sequence injections, which are well-suited for online frequency-

response measurements of single- and multiconverter systems:
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Fig. 3. n-bit shift register with XOR feedback for MLBS generation.

Fig. 4. MLBS injection in the time and frequency domains.

1) the conventional maximum-length binary sequence

(MLBS) for linear systems;

2) periodic ternary sequences for systems exhibiting strong

nonlinearities;

3) orthogonal binary sequences for systems having multiple

(coupled) inputs and outputs.

B. Linear Systems: MLBS

PRBS is a periodic broadband signal based on a sequence of

length N . The most commonly used pseudorandom signals are

known as MLBS [19]. Such sequences exist for N = 2n − 1,

where n is an integer. The reason for their popularity is that they

can be generated using feedback shift register circuits, as shown

in Fig. 3.

Fig. 4 shows one period of a 63-b-long MLBS in the time and

frequency domains. The sequence is generated at 20 kHz and

has signal levels ± 1 V. The power spectrum has an envelope

and drops to zero at the generation frequency.

The MLBS x has the lowest possible peak factor

|x|peak/xrms = 1 regardless of its length. Hence, the se-

quence is well suited for sensitive systems which require small-

amplitude perturbation. Due to the deterministic nature of the

sequence, the signal can be repeated and injected precisely and

the SNR can be increased by synchronous averaging of the re-

sponse periods. Because the sequence has only two different

signal levels, the signal generation can be easily embedded into

a control system of any existing converter in the system.

C. Systems Exhibiting Nonlinearities: Ternary Sequence

Fig. 5 shows a conceptual diagram of a practical measurement

setup in which both the linear and nonlinear components of the

system under test are considered. The nonlinearities could be

further separated to even- and odd-order nonlinearities [20].

Basically, a system exhibiting nonlinearities can be modeled

in two ways. One method is to identify the system including all of

its nonlinearities [20]. The other way is to identify only the linear

Fig. 5. Conceptual diagram of frequency-response measurement
setup.

Fig. 6. Ternary sequence and MLBS in the time and frequency
domains.

portion of the model, which requires that the nonlinearities are

suppressed. The latter technique is useful for power-electronics

systems, where the nonlinearities are typically difficult to detect

and model. In addition, usually the converter design is based on

the linear model, which makes the nonlinear parts impracticable.

One method of minimizing the effect of nonlinearities is to

carefully select the excitation signal.

A ternary sequence is a broadband perturbation that has three

levels and an average close to zero. The sequence can be de-

signed to have harmonic multiples of two (2, 4, 6, . . .) sup-

pressed or harmonic multiples of two and three (2, 3, 4, 6, 8,

9, . . .) suppressed [21].

The synthesis of ternary sequences has been well documented

[22], [23]. All of the proposed methods aim to produce a

three-level signal u(n) that is inverse repeat, that is, the lat-

ter half period of the signal is negative of the first half period,

defined as

u(n) = −u(n + N/2), 0 ≤ n ≤ N/2 (2)

where N is the signal length. Because the signal is inverse

repeat, it cancels out the most dominating nonlinearities from

the system output, more details can be seen in [14].

In this paper, a MATLAB-based package prs is applied to de-

sign the ternary sequences [24]. The package is freely available

online for generating sequences up to N = 50 000. Fig. 6 shows

a sample of a 64-b-length ternary sequence and a 63-b-length

conventional MLBS in the time and frequency domains. The

ternary sequence has values of −1, 0, and +1, and the MLBS

−1 and +1 (the magnitude axis are scaled to facilitate the il-

lustration). Both sequences have been generated at 20 kHz. The
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power spectra of the sequences have almost identical shape, but

every other harmonics of the ternary sequence has zero energy.

The ternary sequences provide good immunity against the

effect of nonlinear distortions. As the harmonic multiples of

two are suppressed, the sequences allow contributions of odd-

order and even-order nonlinearities to be separated at the system

output. Because the ternary sequences have no energy at even-

harmonic components, when these sequences are used as an ex-

citation, even-order nonlinearities in the system would result in

nonzero even-harmonic components at the output, thus, giving

information on the nonlinearities. Ternary sequences have been

successfully applied, for example, in wireless data delivery [25],

(simulated) distillation column [23], and in computer-based ap-

plications [26].

An additional advantage of the ternary sequences compared

to the MLBS is that the ternary sequence can be designed for a

much wider range of signal lengths. The length of a conventional

MLBS is, by definition, N = 2k − 1, where k is a positive

integer so that N = 3, 7, 15, 31, 63, 127, . . .. Thus, the sequence

length must be approximately doubled each time when higher

frequency resolution is required. This may quickly result in

issues with computing power. As the ternary sequences exist for

2N , they allow much more efficient optimization with respect

to computing power.

D. Systems Having Multiple Inputs and Multiple Outputs:

Orthogonal Binary Sequences

Most ac and dc power distribution systems are multiple-input-

multiple-output (MIMO) systems. They have more than one

input and output, and most often, the inputs and outputs are

coupled. A good example is a multi-converter system often

found in on-board applications [3]. In such systems, multiple

converters are connected to the same dc bus, thus, creating a

complex interconnected system. Another good example of a

MIMO process is the impedance measurement in the direct-

quadrature (dq) reference frame [27].

Frequency responses of MIMO systems are conventionally

measured by applying the superposition theorem; a broadband

excitation is injected to each system input, the responses are

measured at all outputs in turn, and (1) is applied to each input

and output signal combinations. A highly acceptable alterna-

tive to analyze the MIMO systems is to apply orthogonal bi-

nary sequences. In the method, several orthogonal injections

are simultaneously injected (e.g., by the existing converters in

a multiconverter system). As the injections are orthogonal, that

is, they have energy at different frequencies, several frequency

responses can be measured at the same time within one measure-

ment cycle. The technique has several considerable advantages

over the methods using sequential perturbation of the individual

converters. This approach not only saves overall experimenta-

tion time, because the system has to be allowed to settle to

a dynamic steady state only once, but also ensures that each

frequency response is measured under same system operating

conditions, which may not be the case if sequential perturbations

are applied.

Previous studies have widely examined the synthesis of

orthogonal injection sequences applicable to MIMO systems

Fig. 7. Three orthogonal MLBS in the time and frequency domains.

[13], [19], [28], [29]. Two approaches for generating such se-

quences are commonly used. The first one applies shifted ver-

sions of the same signal to excite the various inputs, and sepa-

rates their effects using cross-correlation techniques [30]. The

other approach applies uncorrelated orthogonal signals so that

the effects of different inputs are decoupled. The latter tech-

nique reduces the overall measurement time compared to the

first approach, and also guarantees that the system operating

conditions are not changed between the measurements. This

paper utilizes this latter technique, using the set of orthogonal

excitation sequences obtained as follows [19].

1) Generate a conventional MLBS by using a shift-register

circuitry with feedback.

2) The second signal is obtained by forming an inverse-

repeat sequence from the MLBS; that is, by adding, mod-

ulo 2, the sequence 0 1 0 1 0 1 . . . to the first sequence.

3) The third sequence is obtained by adding, modulo 2, the

sequence 0 0 1 1 0 0 1 1 . . . to the original MLBS.

4) The fourth sequence is obtained by adding, modulo 2, the

sequence 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 . . . to the original

MLBS, and so on.

Fig. 7 shows samples of three orthogonal binary sequences

in the time and frequency domain obtained by the presented

method. The first sequence is produced by a 6-b-length shift

register. All of the sequences are generated at 20 kHz. The

energy values are scaled to facilitate the illustration. The three

signals have nonzero energy only at different frequencies, i.e., if

one signal has nonzero energy at a certain frequency, the other

two signals have zero energy at that frequency. The energies of

all sequences drop to zero at the generation frequency and its

harmonics.

III. SYSTEM SETUP AND IMPLEMENTATION

The power-hardware-in-the-loop (PHIL) setup shown in

Fig. 8 at DNV GL Flexible Power Grid Lab (FPGL) is

made up of 200-kVA Egston digital power amplifier, and the

OPAL-RT real-time digital simulator (includes Xilinx Virtex-7

FPGA VC707). The digital power amplifier consists of four

groups of four single-phase units (i.e., 16 units) with a to-

tal rated power of 200 kVA and a closed-loop bandwidth of

5 kHz. The individual digital power amplifier is realized by

six interleaved parallel half-bridge converters with an equiva-

lent switching frequency of 125 kHz. For the closed-loop PHIL

setup, the high-speed SFP communication link is established

between OPAL-RT and Egston. The current and voltage mea-

surements are read back from digital amplifier output terminal
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Fig. 8. PHIL setup in DNV GL Flexible Power Grid Lab.

to OPAL-RT every 4 µs, while the voltage and current control

signal setpoints are sent to Egston digital I/O box. A host PC

is connected via asynchronous ethernet to the OPAL-RT target

PC. As shown in Fig. 8, the power amplifiers are isolated from

the mains by a Dy transformer and 200-kW active front-end.

The power amplifiers can be freely configured to act as sources

or loads depending on what kind of power system architecture

is studied. As an example, the amplifier group no. 1 on the left is

configured to emulate a three-phase inverter, while the amplifier

group no. 2 is configured to emulate three-phase voltage of the

power system.

A. PHIL Implementation

Fig. 9 shows a diagram of the real-time spectrum analyzer

implemented in OPAL-RT. The analyzer includes the injection

design and synthesis, the actual injection, and data acquisition.

All the rectangular (solid) boxes denote the Simulink blocks

that are used for OPAL-RT. The shift register used for generat-

ing the MLBS is implemented by unit-delay blocks. The output

of exclusive-or (XOR) replaces the first bit of the sequence

through feedback. The generation frequency of the injection is

set by the delay value of the unit-delay blocks. It should be em-

phasized that the selection of the feedback connections (stages)

is important. Very few of the possible connections result in se-

quence of the maximum length of 2n − 1 (some sequences can

be produced from several different stages). A comprehensive

list of feedback connections that produce maximum-length se-

quences can be found, e.g., in [19]. The ternary and orthogonal

sequences can be similarly synthesized by unit-delay blocks.

The designed perturbation is amplified by an adjustable gain

(K). The presented concept allows continuous and repeating

generation and injection of the perturbation into the system. The

presented implementation also makes it possible to change the

injection amplitude in real time. Hence, depending on the noise

level and nonlinearities, the amplitude can be experimentally

adjusted so that the produced injection energy is sufficient.

The measurements of input and output data are continuously

collected and buffered. The logarithmic averaging procedure

shown in (1) is applied once the data sequences have been

Fourier transformed. The Bode plot is obtained by computing

the magnitude and phase from the complex data. The refresh

rate of the Bode plot is PN/fg, where P is the number of

injection periods, N is the injection length, and fg is the injection

generation frequency.

IV. EXPERIMENTS

Three sets of experiments were performed using the PHIL

setup (see Fig. 8) and the real-time spectrum analyzer (see

Fig. 9). A three-phase converter, schematically shown in Fig. 10,

was emulated in the setup by using two of the four power am-

plifiers available in the system. The emulated converter consists

of Amplifier group 1, output filter, internal current control, and

phase-locked loop. The filter was implemented physically using

a 2-mH three-phase inductor, and the control functions were

executed using the OPAL-RT.

In the first experiment, a conventional MLBS was applied,

and the PLL loop gain was measured. The second experiment

considered nonlinearities, and a ternary-sequence injection was

applied to measure the converter output impedance. The third

experiment applied orthogonal binary sequences, and the con-

verter current loops were measured. A sine-sweep-based net-

work analyzer was used in all experiments to obtain a reference

response and compare the results. All signals were sampled at

20 kHz.

A. Experiment 1: Applying MLBS

In the first experiment, an MLBS injection was applied for

measuring the PLL loop gain. The purpose of the experiment

was to validate the controller of the PLL which was designed of-

fline by using the small-signal model presented in [31]. The loop

gain was designed to have a crossover frequency of 20 Hz and

a phase margin of 65◦ for yielding sufficient transient behavior.

The MLBS for measuring the loop gain was generated at

5 kHz using a 11-b-length shift register. The MLBS was thus

2047 b long; hence, yielding a frequency resolution of approx-

imately 4.9 Hz. The MLBS injection was placed on top of the

error signal of the PLL. After this, the signals at both sides of

the injection point were measured, and (1) was applied over five

injection periods.Fig. 11 shows the measured loop gain of the

PLL. As the figure shows, the results obtained by the MLBS ac-

curately follow the reference. The measured loop gain validates
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Fig. 9. Diagram of the excitation generation, injection, and data collection.

Fig. 10. Injection points of the converter under test.

the control design. The measurement time using the MLBS was

approximately 2.0 s, whereas the measurement time using the

sine sweeps (reference) was several minutes.

B. Experiment 2: Applying Ternary Sequence

In the second experiment, the effectiveness of the ternary

sequence is demonstrated by measuring the converter output

impedance. Such measurement is important in onboard micro-

grids to avoid impedance-based interactions and instability be-

tween source and load converters [32].

A 2042-b-length ternary sequence with harmonic multiples

of two suppressed was generated with a MATLAB-based pack-

age prs [24]. For comparison, a 2047-b-length MLBS was also

produced. In the experiment, both sequences were generated

at 5 kHz, which gave a frequency resolution of approximately

2.4 Hz. In order to increase the effect of system nonlinearities

to the measured impedances, the injection amplitude was set to

a very low value (0.1% of the nominal output voltage of Ampli-

fier 2). Note that this amplitude value was unnecessarily small,

but it was only used to provide a good demonstration of the

potential of the ternary sequences.

Fig. 11. Measured PLL loop gain by using conventional MLBS injection
and sine sweeps (reference).

Both the ternary sequence and MLBS injection were sepa-

rately placed on top of the output voltage (q component) of

Amplifier 2 (see Fig. 10), and the converter output voltage and

current were measured. For both measurements, an averaging

was applied over five injection periods; hence, the measurement

time was approximately 2.0 s. The collected data were seg-

mented, after which (1) was applied. Fig. 12 shows the converter

output impedance (q component) obtained by both injections.

As the figure shows, the impedance produced by the ternary se-

quence is accurately obtained, whereas the impedance obtained

by the MLBS has relatively strong nonlinear distortions. The

output impedance d component shows similar behavior.

C. Experiment 3: Applying Orthogonal Binary

Sequences

The third experiment shows the application of orthogonal bi-

nary sequences. In the experiment, the converter current control

loops (both d and q components) were simultaneously measured,
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Fig. 12. Measured converter output impedance (q component) by us-
ing MLBS, ternary sequence, and sine sweeps (reference).

Fig. 13. Simultaneously measured d and q components of converter
controller current loop using orthogonal binary sequences.

and the controller was redesigned based on these measurements.

Two orthogonal binary sequences were designed using the tech-

nique shown in Section II. The first sequence was generated

by a 12-b-length shift register; thus, yielding a 4095-b-long bi-

nary sequence. The second orthogonal sequence had thus, by

definition, 8190 b.

Each sequence was generated at 5 kHz. The first sequence was

applied with ten periods and the second sequence with five pe-

riods. Therefore, the total injection time was approximately 8 s.

Both orthogonal sequences were simultaneously placed on top

of the output current of the current controller; the first sequence

was injected into the d component and the second sequence into

the q component. After this, the signals at both sides of the injec-

tion point(s) were measured, and (1) was applied. The injection

amplitudes were selected such that the perturbed control signals

deviated approximately 2% from the nominal control signals.

Fig. 13 shows the measured d and q components of the con-

troller current loop. As the figure shows, the loop gains obtained

by the orthogonal sequences relatively well follow the references

in a wide range of frequencies. Both components show a phase

Fig. 14. Measured converter control current loop after loop shaping.

Fig. 15. Transient responses of d and q components of the converter
output current.

margin of approximately 35◦, thus, indicating a weak transient

behavior.

The controller was redesigned based on a loop-shaping tech-

nique [33]. Fig. 14 shows the measured d and q components of

the controller current loop after the control design. The phase

margins of both components are now approximately 63◦. The

improved transient behavior of the converter output current is

shown in Fig. 15.

D. Discussion

It has been shown that the proposed perturbations and signal-

analysis methods can be straightforwardly designed and syn-

thesized. However, the applicability of the proposed methods

to actual on-board systems requires some considerations. First,

there are several methods to implement the injection(s). The

most desired method would be generating the injections by the

existing converters in the system. The injection can be placed,

for example, directly in the converter duty cycle. In this case, the
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injection amplitude should be selected such that the converter

modulator does not saturate. Another technique is to add the

injection to the controller current/voltage reference. However,

in this case the control bandwidth may reduce the injection en-

ergy at high frequencies. One may also apply a dual injection

in which the perturbation is simultaneously added to duty cycle

and current/voltage references [3]. Using the dual injection, the

perturbation is not rejected by the converter control action over

a wide frequency band. Another issue to be considered in actual

systems is the injection amplitude(s). The amplitude needs to

be high enough to provide adequate signal-to-noise ratio but

low enough such that normal system operation is guaranteed

during the identification. If the signal levels in the system are

known, one may experimentally define the appropriate injection

amplitudes. Another possibility is to define the amplitudes auto-

matically [34]. Implementing the proposed methods into actual

systems will be one of the main future research topics.

V. CONCLUSION

Single- and multiconverter power-electronics systems play

important roles in the operation of most on-board power-

distribution systems. Recent studies have presented various

frequency-response-based tools with which to analyze both

single- and multiconverter systems. Most often, wideband mea-

surement techniques based on broadband perturbations and

Fourier techniques have been applied to obtain the frequency

response from a specific converter or a subsystem required

for the analysis. This paper presented implementation tech-

niques and a proof-of-concept of the wideband methods us-

ing power-hardware-in-the-loop measurements based on an

OPAL-RT real-time simulator. The PHIL setup included sev-

eral power amplifiers that can be configured to emulate on-

board microgrids. This paper reviewed and applied three types

of pseudorandom sequences for system analysis: a conventional

MLBS for linear systems, a ternary sequence for systems ex-

hibiting strong nonlinear distortions, and orthogonal binary se-

quences for analysis of multiple-input-multiple-output systems.

The presented methods can be used to modify various system

characteristics, such as impedance behavior and control dynam-

ics, in real time, thereby providing means for several stability

and adaptive control design tools for on-board power distribu-

tion systems.
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