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HARDY SPACES ASSOCIATED TO THE SECTIONS
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Abstract. In this paper we define the Hardy spaceH 1
F (Rn) associated with a family

F of sections and a doubling measureµ, whereF is closely related to the Monge-Ampère
equation. Furthermore, we show that the dual space ofH 1

F (Rn) is just the spaceBMOF (Rn),
which was first defined by Caffarelli and Gutiérrez. We also prove that the Monge-Ampère
singular integral operator is bounded fromH 1

F (Rn) to L1(Rn, dµ).

1. Introduction. In 1996, Caffarelli and Gutiérrez [CG1] studied real variable theory
related to the Monge-Ampère equation. They gave a Besicovitch type covering lemma for a
family F of convex sets in Euclideann-spaceRn, whereF = {S(x, t) ; x ∈ Rn andt > 0}
andS(x, t) is called asection (see the definition below) satisfying certain axioms of affine
invariance. In terms of the sections, Caffarelli and Gutiérrez set up a variant of the Calderón-
Zygmund decomposition by applying this covering lemma and the doubling condition of a
Borel measureµ. The decomposition plays an important role in the study of the linearized
Monge-Ampère equation [CG2]. As an application of the above decomposition, Caffarelli
and Gutiérrez defined the Hardy-Littlewood maximal operatorM andBMOF (Rn) space as-
sociated to a familyF of sections and the doubling measureµ, and obtained the weak type
(1,1) boundedness ofM and the John-Nirenberg inequality forBMOF (Rn) in [CG1].

Let us recall the definition of sections and the doubling measure listed below. Forx ∈ Rn

andt > 0, letS(x, t) denote an open and bounded convex set containingx. We callS(x, t)

a section if the family {S(x, t) ; x ∈ Rn, t > 0} is monotone increasing int , i.e.,S(x, t) ⊂
S(x, t ′) for t ≤ t ′, and satisfies the following three conditions:

(A) There exist positive constantsK1,K2,K3 andε1, ε2 such that given two sections
S(x0, t0), S(x, t) with t ≤ t0 satisfying

S(x0, t0) ∩ S(x, t) �= ∅ ,

and an affine transformationT that “normalizes”S(x0, t0), that is,

B(0, 1/n) ⊂ T (S(x0, t0)) ⊂ B(0, 1) ,

there existsz ∈ B(0,K3) depending onS(x0, t0) andS(x, t), which satisfies

B(z,K2(t/t0)
ε2) ⊂ T (S(x, t)) ⊂ B(z,K1(t/t0)

ε1) ,
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148 Y. DING AND C.-C. LIN

and

T (z) ∈ B(z, (1/2)K2(t/t0)
ε2) .

Here and belowB(x, t) denotes the Euclidean ball centered atx with radiust .
(B) There exists a constantδ > 0 such that given a sectionS(x, t) andy /∈ S(x, t), if

T is an affine transformation that “normalizes”S(x, t), then for any 0< ε < 1

B(T (y), εδ) ∩ T (S(x, (1 − ε)t)) = ∅ .

(C)
⋂

t>0 S(x, t) = {x} and
⋃

t>0 S(x, t) = Rn.

In addition, we also assume that a Borel measureµ which is finite on compact sets is
given,µ(Rn) = ∞, and satisfies the followingdoubling property with respect toF , that is,
there exists a constantA such that

µ(S(x, 2t)) ≤ Aµ(S(x, t)) for any sectionS(x, t) ∈ F .(1.1)

An important example of the familyF of sections is given as follows. Letφ : Rn → R
be a convex smooth function. For any given pointx ∈ Rn, letL(x) be a supporting hyperplane
of φ at the point(x, φ(x)). For t > 0, define the set

Sφ(x, t) = {y ∈ Rn ; φ(y) < L(x) + t} .

Then

F = {Sφ(x, t) ; x ∈ Rn andt > 0}
is a family of sections that satisfies the properties (A), (B) and (C). Moreover, the Monge-
Ampère measure generated by the convex functionφ

detD2φ = µ

satisfies the doubling condition (1.1) under certain condition ofφ. For instance, if the graph
of φ contains no lines, thenµ satisfies the doubling condition (1.1) (see [C, CG1]). The
terminologysection comes from the fact thatSφ(x, t) is obtained by projecting onRn the
bounded part of the graph ofφ cut by a hyperplane parallel to the supporting hyperplane at
(x, φ(x)).

In [CG1], Caffarelli and Gutiérrez defined the spaceBMOF (Rn) associated with the
family F and the Borel measureµ satisfying the doubling condition (1.1). Letf be a real-
valued function defined onRn. We say thatf ∈ BMOF (Rn) if

‖f ‖∗ := sup
S∈F

1

µ(S)

∫
S

|f (x) − mS(f )|dµ(x) < ∞ ,

wheremS(f ) denotes the mean off over the sectionS defined by

mS(f ) = 1

µ(S)

∫
S

f (x)dµ(x) .

Similar to the classic case, Caffarelli and Gutiérrez [CG1] also proved the following John-
Nirenberg inequality forBMOF :
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HARDY SPACES ASSOCIATED TO SECTIONS 149

There exist positive constants C1 and C2 dependent only on the measure µ such that, for
every continuous f ∈ BMOF (Rn) and every section S,

1

µ(S)

∫
S

exp

(
C1

|f (x) − mS(f )|
‖f ‖∗

)
dµ(x) ≤ C2 .

Hence, it is an important and interesting problem to ask whether it is possible to set up
a Hardy space with respect to the family of sectionsF and a doubling measure. In this paper
we are going to construct such a Hardy space. We first introduce(1, q)-atoms and the atomic
Hardy spaceH 1,q

F (Rn) for q > 1 with respect to the familyF . Then we show that the atomic

Hardy spacesH 1,q

F (Rn) are all equivalent for anyq > 1. Thus we may define the Hardy space
H 1
F (Rn). We will further prove that the dual space ofH 1

F (Rn) is just the spaceBMOF (Rn),
which was defined by Caffarelli and Gutiérrez in [CG1]. Moreover, as an application of the
atomic decomposition, we will also prove that the Monge-Ampère singular integral operator
(defined later) is bounded fromH 1

F (Rn) to L1(Rn, dµ).
We now define a(1, q)-atom and the atomic Hardy space with respect to a familyF of

sections and a doubling measureµ.

DEFINITION 1.1. Let 1< q ≤ ∞. A functiona(x) ∈ Lq(Rn, dµ) is called a(1, q)-
atom if there exists a sectionS(x0, t0) ∈ F such that

(i) supp(a) ⊂ S(x0, t0);
(ii)

∫
Rn a(x)dµ(x) = 0;

(iii) ‖a‖L
q
µ

≤ [µ(S(x0, t0))]−1/q ′
, where‖a‖L

q
µ

= (
∫

Rn |a(x)|qdµ(x))1/q and 1/q +
1/q ′ = 1.

The atomic Hardy spaceH 1,q

F (Rn) is defined by

H
1,q

F (Rn)

=
{
f ∈ S ′ ; f (x)

S ′=
∑
j

λj aj (x), eachaj is a(1, q)-atom and
∑
j

|λj | < ∞
}

,
(1.2)

whereS(Rn) denotes the space of Schwartz functions andS ′(Rn) is the dual space ofS(Rn).
Define theH 1,q

F norm off by

‖f ‖
H

1,q
F

= inf

{∑
j

|λj |
}

,

where the infimum is taken over all decompositions off = ∑
j λj aj above.

The first result of this paper is

THEOREM 1.1. For q > 1, H 1,q

F (Rn) = H
1,∞
F (Rn).

By Theorem 1.1, we may take the atomic Hardy spaceH
1,q

F for anyq > 1 as the defini-
tion of the Hardy spaceH 1

F (Rn). Our second task is to show the following duality.

THEOREM 1.2. The dual space of H 1
F (Rn) is the space BMOF (Rn).
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150 Y. DING AND C.-C. LIN

In 1997, Caffarelli and Gutiérrez [CG3] defined a class of the Monge-Ampère singular
integral operators as follows. Suppose that 0< α ≤ 1 andc1, c2 > 0. Let {ki(x, y)}∞i=1 be a
sequence of kernels satisfying the following conditions:

(1.3) suppki(·, y) ⊂ S(y, 2i ) for all y ∈ Rn;
(1.4) suppki(x, ·) ⊂ S(x, 2i ) for all x ∈ Rn;
(1.5)

∫
Rn ki(x, y)dµ(y) = ∫

Rn ki(x, y)dµ(x) = 0 for all x, y ∈ Rn;
(1.6) sup

i

∫
Rn |ki(x, y)|dµ(y) ≤ c1 for all x ∈ Rn;

(1.7) sup
i

∫
Rn |ki(x, y)|dµ(x) ≤ c2 for all y ∈ Rn;

(1.8) If T is an affine transformation that normalizes the sectionS(y, 2i ), then

|ki(u, y) − ki(v, y)| ≤ c2

µ(S(y, 2i))
|T (u) − T (v)|α ;

(1.9) If T is an affine transformation that normalizes the sectionS(x, 2i ), then

|ki(x, u) − ki(x, v)| ≤ c2

µ(S(x, 2i ))
|T (u) − T (v)|α .

DenoteK(x, y) = ∑
i ki(x, y). TheMonge-Ampère singular integral operator H is defined

by

H(f )(x) =
∫

Rn

K(x, y)f (y)dµ(y) .

Caffarelli and Gutiérrez [CG3] proved thatH is bounded fromL2(Rn,dµ) toL2(Rn,dµ).
Subsequently, Incognito [In] gave the weak type (1,1) estimate ofH . Using the atomic de-
composition ofH 1

F (Rn), we have the following result for the operatorH .

THEOREM 1.3. The operator H is a bounded operator from H 1
F (Rn) to L1(Rn, dµ).

As an application of Theorem 1.3, we have a different method from [In] to obtain the
following corollary.

COROLLARY 1.1. The operator H is bounded on Lp(Rn, dµ), 1 < p < ∞.

Indeed, it follows from Theorem 1.3 and theL2(Rn, dµ) boundedness ofH (see [CG3])
that we can easily get theLp(Rn, dµ) boundedness ofH for 1 < p < 2 by applying the
interpolation theorem. We then use the duality to get theLp(Rn, dµ) boundedness ofH for
2 < p < ∞.

The organization of this paper is as follows. In Section 2 we recall some elementary
properties of the Hardy-Littlewood maximal operator with respect to sections, and two cover-
ing lemmas. The equivalence of all atomic Hardy spacesH

1,q

F (Rn) will be proved in Section
3. In Section 4, we will show that the dual space ofH 1

F (Rn) is BMOF (Rn). Finally, the
(H 1

F , L1
µ) boundedness of the Monge-Ampère singular integral operatorH will be proved in

Section 5. Finally, we would like to point out that the basic idea of proving our main results
in this paper is based on a noted paper [CW2] by Coifman and Weiss.
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HARDY SPACES ASSOCIATED TO SECTIONS 151

2. Elementary properties of sections and covering lemmas. From the properties
(A) and (B) of sections, Aimar, Forzani, and Toledano [AFT] obtained the followingengulfing
property: There exists a constantθ ≥ 1, depending only onδ,K1, andε1, such that for each
y ∈ S(x, t),

(D) S(x, t) ⊂ S(y, θt) andS(y, t) ⊂ S(x, θt).

Define a functionρ on Rn × Rn by

ρ(x, y) = inf{t > 0 ; y ∈ S(x, t)} .

Using the engulfing property (D), Incognito [In] obtained the following conclusions:
(E) ρ(x, y) ≤ θρ(y, x) for all x, y ∈ Rn.
(F) ρ(x, y) ≤ θ2(ρ(x, z) + ρ(z, y)) for all x, y, z ∈ Rn.

Obviously, from the definition ofρ, it is easy to see that
(G) for a given sectionS(x, t), y ∈ S(x, t) if and only if ρ(x, y) < t.

In [CG1], Caffarelli and Gutiérrez defined the Hardy-Littlewood maximal operatorM

with respect to a familyF of sections and the doubling measureµ by

Mf(x) = sup
t>0

1

µ(S(x, t))

∫
S(x,t)

|f (y)|dµ(y) .(2.1)

We now give some elementary properties of the operatorM.

LEMMA 2.1. Let M be the Hardy-Littlewood maximal operator defined by (2.1).
(i) M is of weak type (1, 1), that is, there exists a constant C0 such that for all λ > 0

and any f ∈ L1(Rn, dµ)

µ({x ∈ Rn ; Mf (x) > λ}) ≤ C0

λ
‖f ‖L1

µ
.

(ii) M is of type (p, p) for 1 < p ≤ ∞, that is, there exists a constant C1 such that
for any f ∈ Lp(Rn, dµ)

‖Mf ‖L
p
µ

≤ C1‖f ‖L
p
µ

.

(iii) For all λ > 0, the set Pλ = {x ∈ Rn; Mf(x) > λ} is a open set in Rn.
(iv) Let f ∈ L1(Rn, dµ) and supp(f ) ⊂ S0 := S(x0, t0) ∈ F . Then there exists a

constant C2 = C2(A, θ) such that, when λ > C2 · mS0(|f |),
Pλ = {x ∈ Rn; Mf(x) > λ} ⊂ S(x0, 2θ2(1 + θ)t0) ,

where mS0(|f |) is the mean of |f | over the section S0.

PROOF. See [CG1] for the proof of conclusion (i). From (i) and the obvious bound-
edness ofM on L∞(Rn, dµ), by applying the Marcinkiewicz interpolation theorem, we get
(ii).

Now let us turn to the proof of (iii). Denote byEc the complement ofE ⊂ Rn. It
suffices to show that(P λ)c = {x ∈ Rn ; Mf(x) ≤ λ} is a closed set for allλ > 0. Let
{xk}∞k=1 ⊂ (P λ)c be a sequence of points such thatxk → x ask → ∞. We have to show that,
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152 Y. DING AND C.-C. LIN

for anyt > 0 andS(x, t) ∈ F ,

1

µ(S(x, t))

∫
S(x,t)

|f (y)|dµ(y) ≤ λ .(2.2)

DenoteSk = S(xk, t) andfk(y) = f (y)χ
S(x,t)Sk

(y) for all k = 1, 2, . . . , where

S(x, t)Sk = (S(x, t)\Sk) ∪ (Sk\S(x, t)) .

Thus, |fk(y)| ≤ |f (y)| for all k and limk→∞ fk(y) = 0 (µ-a.e.). Applying the Lebesgue
dominated convergence theorem, we have

lim
k→∞

1

µ(S(x, t))

∫
S(x,t)

|fk(y)|dµ(y) = 0 .

On the other hand,
1

µ(S(x, t))

∫
Sk

|f (y)|dµ(y) = µ(Sk)

µ(S(x, t))

1

µ(Sk)

∫
Sk

|f (y)|dµ(y) ≤ µ(Sk)

µ(S(x, t))
· λ .

Hence
1

µ(S(x, t))

∫
S(x,t)

|f (y)|dµ(y) ≤ 1

µ(S(x, t))

∫
S(x,t)Sk

|f (y)|dµ(y)

+ 1

µ(S(x, t))

∫
Sk

|f (y)|dµ(y)

≤ 1

µ(S(x, t))

∫
S(x,t)

|fk(y)|dµ(y) + µ(Sk)

µ(S(x, t))
· λ .

Takingk → ∞, we obtain (2.2).
Finally, we prove the conclusion (iv). Letx ∈ Rn and supposeρ(x0, x) ≥ 2θ2(1 + θ)t0

(equivalently,x /∈ S(x0, 2θ2(1 + θ)t0) by the property (G) of sections). Then for anyt ≤ t0,
S(x, t) ∩ S(x0, t0) = ∅. Indeed, ify ∈ S(x, t) ∩ S(x0, t0), then by the properties (E), (F) and
(G) of sections

2θ2(1 + θ)t0 ≤ ρ(x0, x) ≤ θ2(ρ(x0, y) + ρ(y, x)) ≤ θ2(ρ(x0, y) + θρ(x, y))

< θ2(t0 + θt) ≤ θ2(1 + θ)t0 .

The contradiction shows that suchy cannot exist. Thus
∫
S(x,t)

|f (y)|dµ(y) = 0 for any

sectionS(x, t) with t ≤ t0. Hence, wheneverx /∈ S(x0, 2θ2(1 + θ)t0),

Mf(x) = sup
t>t0

1

µ(S(x, t))

∫
S(x,t)

|f (y)|dµ(y) .

On the other hand, for a sectionS(x, t) with t > t0, we only consider the case thatS(x, t) ∩
S(x0, t0) �= ∅. In this case, we takez ∈ S(x, t) ∩ S(x0, t0). Using the properties (E) and (F)
of sections again, we have

S(x0, t0) ⊂ S(z, θt0) ⊂ S(z, θt) .

On the other hand, byz ∈ S(x, t) ⊂ S(x, θt) we getS(z, θt) ⊂ S(x, θ2t). Hence

S(x0, t0) ⊂ S(x, θ2t) .(2.3)
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By (2.3) and the doubling condition (1.1) of the measureµ,

µ(S(x0, t0))

µ(S(x, t))
≤ µ(S(x, θ2t))

µ(S(x, t))
≤ A1+2 log2 θ .(2.4)

DenotingC2 = A1+2 log2 θ , we obtain by (2.4) that forx /∈ S(x0, 2θ2(1 + θ)t0) andt > t0

1

µ(S(x, t))

∫
S(x,t)

|f (y)|dµ(y) ≤ µ(S(x0, t0))

µ(S(x, t))

1

µ(S(x0, t0))

∫
S(x0,t0)

|f (y)|dµ(y)

≤ C2 · mS0(|f |) .

This shows that wheneverx /∈ S(x0, 2θ2(1 + θ)t0), we haveMf(x) ≤ C2 · mS0(|f |). There-
fore, if λ > C2·mS0(|f |), thenPλ ⊂ S(x0, 2θ2(1+θ)t0). This completes the proof of Lemma
2.1.

LEMMA 2.2 (Vitali-Wiener type covering lemma for sections).Let E ⊂ Rn be a
bounded set. If for each x ∈ E there exists a section S(x, t (x)) ⊂ E with t (x) > 0, then
there exists a sequence {xj }∞j=1 ⊂ E such that

(i) {S(xj , t (xj ))}∞j=1 is a disjoint sequence of sections;

(ii)
⋃∞

j=1 S(xj , 4θ3t (xj )) ⊃ E.

PROOF. DenoteFE = {S(x, t (x)) ; x ∈ E}. SinceE is a bounded set, we may assume
that

L = sup{t (x) ; S(x, t (x)) ∈ FE} < ∞ .

Takex1 ∈ E such thatt (x1) > L/2. If E\S(x1, 4θ3t (x1)) = ∅, then we stop. Otherwise, we
takex2 ∈ E\S(x1, 4θ3t (x1)) such that

t (x2) >
1

2
sup{t (x) ; S(x, t (x)) ∈ FE andx ∈ E\S(x1, 4θ3t (x1))} .

If E\{S(x1, 4θ3t (x1)) ∪ S(x2, 4θ3t (x2))} = ∅, then we stop. Otherwise, we takex3 ∈
E\{S(x1, 4θ3t (x1)) ∪ S(x2, 4θ3t (x2))} such that

t (x3) >
1

2
sup{t (x); S(x, t (x)) ∈ FE andx ∈ E\{S(x1, 4θ3t (x1)) ∪ S(x2, 4θ3t (x2))}} .

If E ⊂ ⋃3
j=1 S(xj , 4θ3t (xj )), then we stop. Otherwise, we will continue the same process.

In general, for thej th-stage we pickxj ∈ E\⋃j−1
i=1 S(xi, 4θ3t (xi)) such that

t (xj ) >
1

2
sup

{
t (x) ; S(x, t (x)) ∈ FE andx ∈ E\

j−1⋃
i=1

S(xi, 4θ3t (xi))

}
.(2.5)

Continuing in this way, we construct a sequence of sections inFE , possibly infinite and
denoted by{S(xj , t (xj ))}∞j=1, satisfying the following conditions:

(a) Forj > 1, xj /∈ ⋃j−1
i=1 S(xi , 4θ3t (xi)).

(b) Fori < j, t (xi) > (1/2)t (xj ).
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154 Y. DING AND C.-C. LIN

We first show that{S(xj , t (xj ))} is disjoint. Suppose thaty ∈ S(xi, t (xi)) ∩ S(xj , t (xj )).
Without loss of generality, we may assume thati < j . Hencet (xi) > (1/2)t (xj ). By the
properties (E), (F) and (G), we have

ρ(xi, xj ) ≤ θ2(ρ(xi, y) + ρ(y, xj )) ≤ θ2(ρ(xi, y) + θρ(xj , y))

< θ2(t (xi) + θt (xj )) < θ2(1 + 2θ)t (xi)

< 4θ3t (xi) .

Using the property (G) again, we getxj ∈ S(xi, 4θ3t (xi)). However, this contradicts the
condition (a).

Now we prove thatE ⊂ ⋃∞
j=1 S(xj , 4θ3t (xj )). If it is not the case, then there exists

x0 ∈ E such thatx0 /∈ ⋃∞
j=1 S(xj , 4θ3t (xj )). So, there exists a sectionS(x0, t (x0)) ∈ FE

with t (x0) > 0. Since{S(xj , t (xj ))}∞j=1 is disjoint and
⋃∞

j=1 S(xj , t (xj )) ⊂ E is bounded,
we have

∞ > |E| ≥
∣∣∣∣

∞⋃
j=1

S(xj , t (xj ))

∣∣∣∣ =
∞∑

j=1

|S(xj , t (xj ))| ,

where|E| denotes the Lebesgue measure of the setE. From this we get

lim
j→∞ |S(xj , t (xj ))| = 0 ,

and hence

lim
j→∞ t (xj ) = 0 ,(2.6)

because, for eachj , S(xj , t (xj )) is a bounded, convex, open set inRn. By (2.6) we may
choosej large enough such that 2t (xj ) < t(x0). However, this contradictst (xj ) > (1/2)t (x0)

by (2.5), because

x0 ∈ E\
∞⋃

k=1

S(xk, 4θ3t (xk)) ⊂ E\
j−1⋃
i=1

S(xi, 4θ3t (xi)) .

Thus we finish the proof of Lemma 2.2.

Before proving the following covering lemma, let us recall another property of sections.
In [AFT], the authors proved that if a familyF of sections satisfies the properties (A), (B) and
(C), then there exists a quasi-metricd(x, y) on Rn with respect toF defined by

d(x, y) = inf{r; x ∈ S(y, r) andy ∈ S(x, r)} .

The triangular constant of the quasi-metricd is just theθ appeared in the property (D), that is,

d(x, y) ≤ θ(d(x, z) + d(z, y)) for any x, y, z ∈ Rn .

Moreover, denoting byBd(x, r) = {y ∈ Rn ; d(x, y) < r} thed-ball of centerx with radius
r, we have the following facts.
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LEMMA 2.3. Let E be an open set in Rn and Ec denote the complement of E. For any
x ∈ E, write r = d(x,Ec) = inf{d(x, y) ; y ∈ Ec}. Then

(i) d(x,Ec) > 0;
(ii) Bd(x, r) ⊂ E;
(iii) Bd(x, 2r) ∩ Ec �= ∅.

PROOF. (i) If d(x,Ec) = 0, then there exists a sequence{yn} ∈ Ec such that
d(x, yn) < 1/n for eachn. Hence,yn ∈ S(x, 1/n) for everyn. On the other hand, since
E is open, there is anε > 0 such thatB(x, ε) = {y ∈ Rn ; |x −y| < ε} ⊂ E. By the property
(C) of sections,

yn ∈ S(x, 1/n) ⊂ B(x, ε) ⊂ E whenn is large enough.

But this is impossible because{yn} ∈ Ec for all n.
(ii) If Bd(x, r) ∩ Ec �= ∅, then there existsy0 ∈ Bd(x, r) ∩ Ec. Thus

r = d(x,Ec) = inf{d(x, y) ; y ∈ Ec} ≤ d(x, y0) < r .

This contradiction shows thatBd(x, r) ⊂ E.

(iii) If Bd(x, 2r) ⊂ E, then we havey ∈ Bd(x, 2r) ⊂ E wheneverd(x, y) < 2r. On
the other hand, there exists a sequence{yn} ⊂ Ec such thatd(x, yn) < d(x,Ec) + 1/n =
r + 1/n for all n ∈ N. Sincer > 0, we haver + 1/n < 2r, whenn is large enough. Thus
yn ∈ Bd(x, 2r) ⊂ E for n large enough. However, this contradicts{yn} ⊂ Ec for all n.

The following relationship between a section and ad-ball can be found in [AFT].
(H) For anyx ∈ Rn and anyr > 0, S(x, r/2θ) ⊂ Bd(x, r) ⊂ S(x, r).

Now let us state and prove the Whitney type covering lemma for sections.

LEMMA 2.4 (Whitney type covering lemma for sections).Suppose that E ⊂ Rn is a
bounded open set in Rn and C ≥ 1. Then there exists a sequence of sections {S(xk, tk)}∞k=1
satisfying the following:

(i) Let Sk = S(xk, tk). Then E = ⋃∞
k=1 Sk.

(ii) Let S̃k = S(xk, 16Cθ3tk). Then for each k, S̃k ∩ Ec �= ∅.

(iii) Let S̄k = S(xk, 2Cθtk). Then {S̄k}∞k=1 is a Θ-disjoint collection, that is, there
exists a constant Θ = Θ(A, θ,C) such that

∑∞
k=1 χ

S̄k
(x) ≤ Θ.

PROOF. Let r(x) = d(x,Ec) for x ∈ E. By property (H), we have

S
(
x,

r(x)

8θ3C

)
⊂ Bd

(
x,

r(x)

4θ2

)
⊂ S

(
x,

r(x)

4θ2

)
⊂ Bd

(
x,

r(x)

2θ

)

⊂ S

(
x,

r(x)

2θ

)
⊂ Bd(x, r(x)) ⊂ E .

(2.7)

Therefore, the family of sections{S(x, r(x)/4θ38θ3C) ; x ∈ E} satisfies the condition of
Lemma 2.2. By the conclusions of Lemma 2.2, there exists a sequence{xk}∞k=1 ⊂ E such that

(a) {S(xk, rk/4θ38θ3C)}∞k=1 is a disjoint sequence of sections,
(b)

⋃∞
k=1 S(xk, rk/8θ3C) ⊃ E,
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where and below we denoter(xk) by rk for simplicity. By (2.7) and (b) we obtain

E ⊂
∞⋃

k=1

S

(
xk,

rk

8θ3C

)
⊂

∞⋃
k=1

S

(
xk,

rk

4θ2

)
⊂

∞⋃
k=1

Bd

(
xk,

rk

2θ

)
⊂ E .(2.8)

We first prove that{Bd(xk, rk/2θ)}∞k=1 is aΘ-disjoint collection. Letz0 ∈ Bd(xk, rk/2θ)

and denoteR0 = d(z0, E
c). Then

rk = d(zk, E
c) ≤ θ [d(xk, z0) + d(z0, E

c)] ≤ θ

(
rk

2θ
+ R0

)
= rk

2
+ θR0 .

Thusrk ≤ 2θR0. From this, we have

Bd(xk, rk/2θ) ⊂ Bd(z0, 2θR0) for each k .(2.9)

Indeed, for anyy ∈ Bd(xk, rk/2θ),

d(z0, y) ≤ θ [d(z0, xk) + d(xk, y)] ≤ θ(rk/2θ + rk/2θ) ≤ 2θR0 .

On the other hand, we see that

R0 = d(z0, E
c) ≤ θ [d(z0, xk) + d(xk,E

c)]

≤ θ

(
rk

2θ
+ rk

)
=

(
1

2
+ θ

)
rk =

(
1

2
+ θ

)
4θ38θ3C · rk

4θ38θ3C
.

Equivalently,

rk

4θ38θ3C
≥ R0

(1/2 + θ)4θ38θ3C
.(2.10)

Now we assume that

z0 ∈
⋂
j

Bd(xkj , rkj /2θ) .(2.11)

To simplify the notation we denotexj = xkj andrj = rkj . Then by (2.9), for eachj ,

Bd

(
xj ,

rj

4θ38θ3C

)
⊂ Bd

(
xj ,

rj

2θ

)
⊂ Bd(z0, 2θR0) .

Note that for eachj , Bd(xj , rj /4θ38θ3C) ⊂ S(xj , rj /4θ38θ3C) by (H). Hence, the sequence
{Bd(xj , rj /4θ38θ3C)}∞j=1 is also disjoint by (a). Thus by (2.10)

d(xi, xj ) ≥ min

{
ri

4θ38θ3C
,

rj

4θ38θ3C

}
≥ R0

(1/2 + θ)4θ38θ3C
.

By Lemma 1.1 in [CW1], there exists a constantΘ = Θ(A, θ,C) such that the numbers of
j in (2.11) cannot be greater thanK. By theΘ-disjointness of{Bd(xk, rk/2θ)}∞k=1 and (2.7),
we obtain theΘ-disjointness of{S(xk, rk/4θ2)}∞k=1.

Finally, we taketk = rk/8θ3C. Then by (2.8) we get the conclusions (i) and (iii) of
Lemma 2.4. As for the conclusion (ii), it is a direct result of Lemma 2.3 (iii), because

S̃k = S(xk, 16Cθ3tk) = S(xk, 2rk) ⊃ Bd(xk, 2rk) .
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Therefore we complete the proof of Lemma 2.4.

The following fact is obvious.

LEMMA 2.5. Suppose that Fk ⊂ Ek for each k, and {Ek}∞k=1 is a Θ-disjoint collection.
Then {Fk}∞k=1 is also a Θ-disjoint collection.

REMARK 2.1. By the conclusion (iii) of Lemma 2.4 and Lemma 2.5,{Sk}∞k=1 is also
aΘ-disjoint collection, sinceSk ⊂ S̄k for eachk.

3. Proof of theorem 1.1. First it is easy to see that for allq > 1, H
1,∞
F (Rn) ⊂

H
1,q

F (Rn). We now show that the opposite inclusion also holds. It suffices to prove that every
(1, q)-atoma(x) has the representation

a(x) =
∑
j

αj aj (x) ,(3.1)

where eachaj (x) is a(1,∞)-atom and
∑

j |αj | < ∞.
Sincea(x) is a(1, q)-atom, there exists a sectionS0 = S(x0, t0) ∈ F such that supp(a) ⊂

S(x0, t0). We denoteb(x) = µ(S0)a(x). Then

(i) supp(b) ⊂ S0 , (ii)
∫

b(x)dµ(x) = 0 , and (iii) ‖b‖Lq(µ) ≤ (µ(S0))
1/q .(3.2)

On the other hand, we take the constantC = θ(1 + θ) in Lemma 2.4. Then by (1.1) we have

µ(S̄k)

µ(Sk)
≤ A2+log2 θ2(1+θ) := K0 for every k .(3.3)

For a positive integerm, let Nm = N × N × · · · × N andN0 = {0}. We denote the general
element inNm by jm. We prove the following proposition by an inductive argument onm.

PROPOSITION 3.1. There exists a sequence of sections {Sj�} ⊂ F , j� ∈ N�, � =
0, 1, . . . , such that for each natural number m

b(x) = D0Θα

m−1∑
�=0

α�
∑

j�∈N�

µ(S̄j� )aj�(x) +
∑

jm∈Nm

hjm(x) ,(3.4)

where α = α(q,A, θ),D0 = D0(A, θ), and
(I) aj�(x) is a (1,∞)-atom supported in S̄j� , j� ∈ N�, � = 0, 1, . . . ,m − 1;

(II)
⋃

jm∈Nm Sjm ⊂ {x ∈ Rn; (Mqb)(x) > αm/2}, and (Mqb)(x) = [M(|b|q)(x)]1/q;
(III) {S̄j�} is a Θ�-disjoint collection;
(IV) the functions hjm(x) are supported in Sjm;
(V)

∫
hjm(x)dµ(x) = 0;

(VI) |hjm(x)| ≤ |b(x)| + D0α
mχ

Sjm
(x);

(VII) [mSjm
(|hjm |q)]1/q ≤ 2D0α

m.
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We first show that if the properties from (I) to (VII) hold for eachm ∈ N, then (3.1)
holds. By (3.3), (II), (III), Lemma 2.5 and Lemma 2.1 (i), we have

∑
jm∈Nm

µ(S̄jm) ≤ K0

∑
jm∈Nm

µ(Sjm) ≤ K0Θ
mµ

( ⋃
jm∈Nm

Sjm

)

≤ K0Θ
mµ({x ∈ Rn; (Mqb)(x) > αm/2})

≤ K0Θ
mC0(2/αm)q‖b‖q

L
q
µ

.

(3.5)

In the last inequality, we use the conclusion (i) of Lemma 2.1. By (iii) in (3.2)
∞∑

m=1

αm
∑

jm∈Nm

µ(S̄jm) ≤ C0K02q

∞∑
m=1

(Θα1−q)mµ(S0) .

Hence, if we chooseα such thatα > Θ1/(q−1), then
∞∑

m=1

αm
∑

jm∈Nm

µ(S̄jm) ≤ Bµ(S0) ,(3.6)

whereB = B(q,A, θ, α) is independent ofa(x).
By (IV) and (VII) we have∫

|hjm(x)|dµ(x) ≤ µ(Sjm)

(
1

µ(Sjm)

∫
Sjm

|hjm(x)|qdµ(x)

)1/q

≤ µ(Sjm) · 2D0α
m .(3.7)

DenoteHm(x) = ∑
jm∈Nm hjm(x). Then (3.5) and (3.7) imply∫

|Hm(x)|dµ(x) ≤
∑

jm∈Nm

∫
|hjm(x)|dµ(x)

≤ 2D0α
m

∑
jm∈Nm

µ(Sjm) ≤ 2q+1C0K0D0(Θα1−q )m‖b‖q

L
q
µ

.

(3.8)

Thus, ifα > Θ1/(q−1), then by (3.8)

lim
m→∞

∫
|Hm(x)|dµ(x) ≤ Cµ(S0) · lim

m→∞(Θα1−q )m = 0 .(3.9)

On the other hand, by (I) and (3.6),∫
D0Θα

∞∑
i=m

αi
∑
ji∈Ni

µ(S̄ji )|aji (x)|dµ(x)

=
∫

S̄ji

D0Θα

∞∑
i=m

αi
∑
ji∈Ni

µ(S̄ji )|aji (x)|dµ(x)(3.10)
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≤ D0Θα

∞∑
i=m

αi
∑
ji∈Ni

µ(S̄ji )‖aji ‖L∞
µ

· µ(S̄ji )

≤ D0Θα

∞∑
i=m

αi
∑
ji∈Ni

µ(S̄ji ) → 0 (m → ∞) .

It follows from (3.9) and (3.10) that, whenm → ∞,

D0Θα

µ(S0)

m−1∑
�=0

α�
∑

j�∈N�

µ(S̄j� )aj�(x) + 1

µ(S0)

∑
jm∈Nm

hjm(x)

converges tob(x)/µ(S0) = a(x) in theL1
µ norm. Thus, in the sense of distribution we have

a(x) = D0Θα

µ(S0)

∞∑
m=1

αm
∑

jm∈Nm

µ(S̄jm)ajm(x) ,

where eachajm(x) is a(1,∞)-atom and

D0Θα

µ(S0)

∞∑
m=0

αm
∑

jm∈Nm

µ(S̄jm) ≤ B < ∞ .

From this, we obtaina(x) ∈ H
1,∞
F (Rn). Hence, to prove Theorem 1.1, it remains only to

show that the properties from (I) to (VII) hold for eachm ∈ N.

PROOF OFPROPOSITION3.1. We first show that these properties are valid form = 1.
Let Eα = {x ∈ Rn; (Mqb)(x) > α}. By (iii) in (3.2) and Lemma 2.1 (iv), ifαq > C2 ≥
C2 · mS0(|b|q), then

Eα ⊂ S(x0, 2θ2(1 + θ)t0) := S̄0 .

From this and Lemma 2.1 (iii),Eα is a bounded open set ifαq > C2. By Lemma 2.1 (i), we
have

µ(Eα) ≤ C0(‖b‖L
q
µ
/α)q ≤ C0α

−qµ(S0) .(3.11)

Applying Lemma 2.4 toEα with the constantC = θ(1+ θ), we obtain a sequence of sections
{Sj = S(xj , tj )}∞j=1 satisfying

(II)
⋃

j Sj = Eα ⊂ {x ∈ Rn; (Mqb)(x) > αm/2},
(III) {S̄j = S(xj , 2θ2(1 + θ)tj )} is aΘ-disjoint collection,

and for eachj

S̃j ∩ (Eα)c �= ∅, where S̃j = S(xj , 16θ4(1 + θ)tj ) .(3.12)

If we denote byχj (x) the characteristic function ofSj , then
∑∞

j=1 χj (x) ≤ Θ by Remark
2.1. Let

ηj (x) =
{

χj (x)/
∑

j χj (x) if x ∈ Eα ,

0 if x /∈ Eα ,
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and

g0(x) =
{

b(x) if x /∈ Eα ,∑
j mSj (ηj b)χj (x) if x ∈ Eα .

In addition,hj (x) = b(x)ηj (x) − mSj (ηjb)χj (x) for anyx ∈ Rn. Thenb(x) = g0(x) +∑∞
j=1 hj (x) for anyx ∈ Rn.

By the property (C) of sections and the fact that the Hardy-Littlewood maximal operator
M related to sections is of weak type (1,1) (see Lemma 2.1 (i)), it is easy to check that the
Lebesgue differential theorem holds for the familyF of sections. So, ifx /∈ Eα , we have

|g0(x)| ≤ |b(x)| ≤ (Mqb)(x) ≤ α .

On the other hand, by (3.12) there existszj ∈ S̃j ∩ (Eα)c. By the property (D) of sections,
we have

S̃j = S(xj , 16θ4(1 + θ)tj ) ⊂ S(zj , 16θ5(1 + θ)tj )(3.13)

and

S(zj , 16θ4(1 + θ)tj ) ⊂ S(xj , 16θ5(1 + θ)tj ) .(3.14)

The above (3.13) yields

S(xj , tj ) ⊂ S̃j ⊂ S(zj , 16θ5(1 + θ)tj ) ,(3.15)

which implies
(

1

µ(Sj )

∫
Sj

|b(x)|qdµ(x)

)1/q

≤
(

µ(S(zj , 16θ5(1 + θ)tj ))

µ(Sj )

)1/q

×
(

1

µ(S(zj , 16θ5(1 + θ)tj ))

∫
S(zj ,16θ5(1+θ)tj )

|b(x)|qdµ(x)

)1/q

≤
(

µ(S(zj , 16θ5(1 + θ)tj ))

µ(Sj )

)1/q

· (Mqb)(zj ) .

Using the inclusion relations (3.14) and (3.15) again, we have

µ(S(zj , 16θ5(1 + θ)tj ))

µ(Sj )
= µ(S(zj , 16θ5(1 + θ)tj ))

µ(S(zj , 16θ4(1 + θ)tj ))

× µ(S(zj , 16θ4(1 + θ)tj ))

µ(S(xj , 16θ5(1 + θ)tj ))
· µ(S(xj , 16θ5(1 + θ)tj ))

µ(Sj )

≤ A1+log2 θ · A5+log2 θ5(1+θ) ,

and hence (
1

µ(Sj )

∫
Sj

|b(x)|qdµ(x)

)1/q

≤ (A6+log2 θ6(1+θ))1/q(Mqb)(zj ) .(3.16)
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Thus, ifx ∈ Eα, by Remark 2.1 together with (3.16) and noting thatzj ∈ (Eα)c, we obtain

|g0(x)| ≤
∑

at most
Θ terms

1

µ(Sj )

∫
Sj

|b(x)ηj (x)|dµ(x)

≤
∑
ibid

(
1

µ(Sj )

∫
Sj

|b(x)|qdµ(x)

)1/q

≤ ΘD0α ,

whereD0 = (A6+log2 θ6(1+θ))1/q. This shows that
(1) |g0(x)| ≤ ΘD0α for anyx ∈ Rn.

SinceEα ⊂ S̄0 andg0(x) = b(x) for x /∈ Eα , by (i) in (3.2), we have
(2) supp(g0) ⊂ S̄0.

By the definition ofhj (x), we have
(IV) supp(hj ) ⊂ Sj for eachj ,
(V)

∫
hj (x)dµ(x) = 0 for eachj .

Noting that‖hj‖L1
µ

≤ 2‖bχj‖L1
µ

= 2
∫
Sj

|b(x)|dµ(x) and by Remark 2.1, we have

∑
j

‖hj‖L1
µ

≤ 2
∑
j

∫
Sj

|b(x)|dµ(x) ≤ 2Θ

∫
⋃

j Sj

|b(x)|dµ(x)

≤ 2Θ‖b‖L1
µ

≤ 2Θ‖b‖L
q
µ
(µ(S0))

1/q ′ ≤ 2Θµ(S0) .

Henceg0(x) + ∑∞
j=1 hj (x) converges tob(x) in theL1

µ norm. In fact, it is also convergent
almost everywhere, since the sum has at mostΘ terms. Thus, by (V) and (ii) in (3.2), we
obtain

(3)
∫

g0(x)dµ(x) = 0.
Seta0(x) = g0(x)(D0Θαµ(S̄0))

−1. From the facts (1), (2), and (3), we see thata0(x) is a
(1,∞)-atom supported in the section̄S0, which is just (I). So, we have

b(x) = D0Θαµ(S̄0)a0(x) +
∞∑

j=1

hj (x) ,

which is (3.4) form = 1. It follows from (3.16) that

mSj (|bηj |) ≤
(

1

µ(Sj )

∫
Sj

|b(x)|qdµ(x)

)1/q

≤ D0 · (Mqb)(zj ) ≤ D0α ,(3.17)

sincezj /∈ Eα. Hence|hj (x)| ≤ |b(x)| + mSj (|bηj |)χj (x) ≤ |b(x)| + D0αχj (x) by (3.17),
and (VI) holds. Finally, using (3.17) again,it is easy to check that (VII) is also valid. Thus
we prove Proposition 3.1 form = 1.

We now assume that Proposition 3.1 holds form, and show that it is also true form + 1.
Let Ejm = {x ∈ Rn ; (Mqhjm)(x) > αm+1}. By the hypothesis (IV), supp(hjm) ⊂ Sjm =
S(xjm, tjm). If αq > C2(2D0)

q, then by (VII) we have

C2mSjm
(|hjm |q) ≤ C2((2D0α

m)q < αq(m+1) .
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Apply Lemma 2.1 (iv) to getEjm ⊂ S̄jm := S(xjm, 2θ2(1 + θ)tjm). ThusEjm is a bounded
open set ifαq > C2(2D0)

q by Lemma 2.1 (iii). Applying Lemma 2.4 forEjm with the
constantC = θ(1 + θ), we obtain a sequence of sections{Si

jm
= S(xi

jm
, tijm

)}∞i=1 such that

(4)
⋃

i Si
jm

= Ejm ⊂ {x ∈ Rn ; (Mqhjm)(x) > αm+1/2},
(5) {S̄i

jm
:= S(xi

jm
, 2θ2(1 + θ)tijm

)}∞i=1 is aΘ-disjoint collection,

(6) for eachi, S̃i
jm

∩ (Ejm)c �= ∅, whereS̃i
jm

:= S(xi
jm

, 16θ4(1 + θ)tijm
).

By the hypothesis (III) form, we know that{S̄jm} is aΘm-disjoint collection, since the totality
of sections in the family{S̄i

jm
} is Θm+1-disjoint for all jm ∈ Nm andi ∈ N. This shows that

(III) holds for m + 1.
Now denote the characteristic function of sectionSi

jm
by χi

jm
(x). Then it follows from

(5) and Lemma 2.5 that
∑∞

i=1 χi
jm

(x) ≤ Θ. Let

ηi
jm

(x) =
{

χi
jm

(x)/
∑

� χ�
jm

(x) if x ∈ Ejm,

0 if x /∈ Ejm ,

and

gjm(x) =
{

hjm(x) if x /∈ Ejm,∑
i mSi

jm

(hjmηi
jm

)χi
jm

(x) if x ∈ Ejm .

In addition, we havehi
jm

(x) = hjm(x)ηi
jm

(x) − mSi
jm

(hjmηi
jm

)χi
jm

(x) for anyx ∈ Rn.

If x /∈ Ejm , then

|gjm(x)| ≤ |hjm(x)| ≤ (Mqhjm)(x) ≤ αm+1 .

On the other hand, by (6) and by making use of the properties of sections and the same idea
as in proving (3.16), we may get(

1

µ(Si
jm

)

∫
Si

jm

|hjm(x)|qdµ(x)

)1/q

≤ (A6+log2 θ6(1+θ))1/q(Mqhjm)(zj )

≤ D0α
m+1 ,

(3.18)

wherezj ∈ S̃i
jm

∩ (Ejm)c andD0 = (A6+log2 θ6(1+θ))1/q. Hence, ifx ∈ Ejm , then by (5),
Lemma 2.5 and (3.18) we have

|gjm(x)| ≤
∑

at most
Θ terms

1

µ(Si
jm

)

∫
Si

jm

|hjm(x)ηi
jm

(x)|dµ(x)

≤
∑
ibid

(
1

µ(Si
jm

)

∫
Si

jm

|hjm(x)|qdµ(x)

)1/q

≤ ΘD0α
m+1 .

Thus we obtain
(7) |gjm(x)| ≤ ΘD0α

m+1 for anyx ∈ Rn.
SinceEjm ⊂ S̄jm , by the definition ofgjm(x) we have

(8) supp(gjm) ⊂ S̄jm .
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In addition, it is obvious that supp(hi
jm

) ⊂ Si
jm

and
∫

hi
jm

(x)dµ(x) = 0 for eachj . Thus

(IV) and (V) hold form + 1. Since‖hi
jm

‖L1
µ

≤ 2‖hjmχi
jm

‖L1
µ

= 2
∫
Si

jm

|hjm(x)|dµ(x), by (5)

together with Lemma 2.5 we have
∑

i

‖hi
jm

‖L1
µ

≤ 2
∑

i

∫
Si

jm

|hjm(x)|dµ(x) ≤ 2Θ

∫
⋃

i Si
jm

|hjm(x)|dµ(x)

≤ 2Θ‖hjm‖L1
µ

≤ 2Θ‖hjm‖L
q
µ
(µ(Sjm))1/q ′ ≤ 2Θµ(Sjm) .

Hencegjm(x)+∑∞
i=1 hi

jm
(x) converges tohjm(x) in theL1

µ norm (it is also convergent almost

everywhere). Thus, by the cancellation properties ofhjm(x) andhi
jm

(x) for eachi, we have
(9)

∫
gjm(x)dµ(x) = 0.

If we setajm(x) = gjm(x)(D0Θαm+1µ(S̄jm))−1, then from (7), (8) and (9) we see thatajm(x)

is a(1,∞)-atom supported in the section̄Sjm . This shows that (I) is valid form + 1. By the
definition ofhi

jm
(x), the hypothesis onhjm(x) for m, and (3.18), we have

|hi
jm

(x)| ≤
{
|hjm(x)| + 1

µ(Si
jm

)

∫
Si

jm

|hjm(x)|dµ(x)

}
χi

jm
(x)

≤
{
|b(x)| + 2D0α

m +
(

1

µ(Si
jm

)

∫
Si

jm

|hjm(x)|qdµ(x)

)1/q}
χi

jm
(x)

≤ {|b(x)| + 2D0α
m + D0α

m+1}χi
jm

(x)

≤ |b(x)| + 2D0α
m+1χi

jm
(x)

providedα > 2, which means that (VI) holds form + 1. By (3.18), we see that (VII)
is also valid form + 1, since by the definition ofhi

jm
we know that(mSi

jm

(|hi
jm

|q))1/q ≤
2(mSi

jm

(|hjmηi
jm

|q))1/q.

Finally, by (VI) we see that

(Mqhjm)(x) ≤ (Mqb)(x) + 2D0α
m for all x ∈ Rn .

Thus, for anyx ∈ Ejm , we have

αm+1 < (Mqhjm)(x) ≤ (Mqb)(x) + 2D0α
m < (Mqb)(x) + αm+1/2(3.19)

as long asα > 4D0. Then, by (4) and (3.19), we obtain

⋃
jm∈Nm

i∈N

Si
jm

=
⋃

jm∈Nm

( ⋃
i∈N

Si
jm

)
⊂

⋃
jm∈Nm

Ejm ⊂ {x ∈ Rn ; (Mqb)(x) > αm+1/2} .

So, (II) holds form + 1.
In consequence, to complete the proof of Proposition 3.1 we only need to takeα to be

α > max{Θ1/(q−1), C
1/q

2 , 2D0C
1/q

2 , 2, 4D0} ,

since each of these numbers depends only onq,A andθ and is independent ofm.
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4. Proof of theorem 1.2. We need to give an equivalent definition ofBMOF (Rn) with
respect to the familyF and the doubling Borel measureµ. Let f be a real-valued function
defined onRn. We say thatf ∈ BMO

q

F (Rn), 1 < q < ∞, if

‖f ‖q,∗ = sup
S∈F

(
1

µ(S)

∫
S

|f (x) − mS(f )|qdµ(x)

)1/q

< ∞ .

PROPOSITION 4.1. For any 1 < q < ∞, BMO
q

F (Rn) = BMOF (Rn).

PROOF. By Hölder’s inequality, it is easy to getBMO
q

F (Rn) ⊂ BMOF (Rn). On the
other hand, we assume thatf ∈ BMOF (Rn) with ‖f ‖∗ = 1. Then there exist positive
numbersε0 < 1 andΓ depending only onA in (1.1) and the constants in the properties (A)
and (B) of sections, such that, for any sectionS ∈ F and eachk = 0, 1, 2, . . . ,

µ({x ∈ S ; |f (x) − mS(f )| > Γ + kΓ }) ≤ εk
0µ({x ∈ S ; |f (x) − mS(f )| > Γ }) .(4.1)

(See (6-6) in [CG1, p. 1091] for the proof.) Thus

1

µ(S)

∫
S

|f (x) − mS(f )|qdµ(x) = q

µ(S)

∫ ∞

0
αq−1µ({x ∈ S ; |f (x) − mS(f )| > α})dα

= q

µ(S)

∫ Γ

0
αq−1µ({x ∈ S ; |f (x) − mS(f )| > α})dα

+ q

µ(S)

∫ ∞

Γ

αq−1µ({x ∈ S ; |f (x) − mS(f )| > α})dα

:= I1 + I2 .

Here we have

I1 ≤ q

µ(S)

∫ Γ

0
αq−1 · µ(S)dα ≤ Γ q < ∞ .(4.2)

On the other hand, by (4.1) and noting thatε0 < 1, we get

I2 = q

µ(S)

∫ ∞

0
(α + Γ )q−1µ({x ∈ S ; |f (x) − mS(f )| > α + Γ })dα

= q

µ(S)

∞∑
k=0

∫ (k+1)Γ

kΓ

(α + Γ )q−1µ({x ∈ S ; |f (x) − mS(f )| > α + Γ })dα

≤ q

µ(S)

∞∑
k=0

[(k + 1)Γ + Γ ]q−1µ({x ∈ S ; |f (x) − mS(f )| > kΓ + Γ }) · Γ

≤ q

µ(S)

∞∑
k=0

(k + 2)q−1Γ qεk
0µ({x ∈ S ; |f (x) − mS(f )| > Γ })

≤ qΓ q
∞∑

k=0

(k + 2)q−1εk
0 ≤ CqΓ q .

(4.3)

From (4.2) and (4.3), we conclude thatBMO
q

F (Rn) ⊃ BMOF (Rn).
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PROOF OF THEOREM 1.2. To prove Theorem 1.2, we need to show that ifg ∈
BMOF (Rn), then

lg (f ) =
∫

Rn

f (x)g(x)dµ(x)(4.4)

is a bounded linear functional onH 1,q

F (Rn), and conversely that for any bounded linear func-
tional l onH 1

F (Rn), there existsb ∈ BMOF (Rn) such that

l(f ) =
∫

Rn

f (x)b(x)dµ(x) for all f ∈ H 1
F (Rn) .

By the conclusions of Theorem 1.1 and Proposition 4.1, it suffices to show that the dual space

of the atomic Hardy spaceH 1,q
F (Rn) is BMO

q ′
F (Rn) for someq with 1 < q < ∞, that is,

(H
1,q

F (Rn))′ = BMO
q ′
F (Rn), where 1/q + 1/q ′ = 1.

We first prove thatBMO
q ′
F (Rn) ⊂ (H

1,q

F (Rn))′. Write D = H
1,q

F (Rn) ∩ L
q
c (Rn, dµ),

whereL
q
c (Rn, dµ) consists of all functions inLq(Rn, dµ) with compact supports. Since the

set of all functions with the form
∑N

k=1 λkak(x) is dense inH 1,q

F (Rn), D is a dense subset of

H
1,q

F (Rn). Then we will see that, for anyg ∈ BMO
q ′
F (Rn), the linear functionallg defined in

(4.4) is bounded on the dense subsetD of H
1,q

F (Rn).
ForN ∈ N, we set

gN(x) =



N if g(x) ≥ N ,

g(x) if |g(x)| < N ,

−N if g(x) ≤ −N .

Then it is easy to verify thatgN(x) ∈ BMO
q ′
F (Rn) and‖gN‖q ′,∗ ≤ 4‖g‖q ′,∗.

Setf (x) = ∑∞
k=1 λkak(x) ∈ D, whereak(x) is a (1, q)-atom supported in a section

Sk ∈ F . Thus, by the definition of the(1, q)-atom , we have∣∣∣∣
∫

Rn

f (x)gN(x)dµ(x)

∣∣∣∣ ≤
∞∑

k=1

|λk|
∣∣∣∣
∫

Rn

ak(x)gN(x)dµ(x)

∣∣∣∣

≤
∞∑

k=1

|λk|
∣∣∣∣
∫

Sk

ak(x)[gN(x) − mSk(gN)]dµ(x)

∣∣∣∣

≤
∞∑

k=1

|λk| ‖ak‖L
q
µ

(∫
Sk

|gN(x) − mSk(gN)|q ′
dµ(x)

)1/q ′

≤
∞∑

k=1

|λk|
(

1

µ(Sk)

∫
Sk

|gN(x) − mSk(gN)|q ′
dµ(x)

)1/q ′

≤ ‖f ‖
H

1,q

F
· 4‖g‖q ′,∗ .

(4.5)

Sinceg(x) ∈ BMO
q ′
F (Rn) is a locallyq ′-th integrable function onRn,

|f (x)gN(x)| ≤ |f (x)g(x)| ∈ L1(Rn, dµ) .
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By the Lebesgue dominated convergence theorem and (4.5),∣∣∣∣
∫

Rn

f (x)g(x)dµ(x)

∣∣∣∣ =
∣∣∣∣ lim
N→∞

∫
Rn

f (x)gN(x)dµ(x)

∣∣∣∣ ≤ ‖f ‖
H

1,q

F
· 4‖g‖q ′,∗ .

This shows that the linear functionallg is bounded onD, and‖lg‖ ≤ 4‖g‖q ′,∗. Consequently,

lg has a unique bounded extension onH
1,q

F (Rn), sinceD is a dense subset ofH
1,q

F (Rn). In

this sense we then haveBMO
q ′
F (Rn) ⊂ (H

1,q

F (Rn))′.
In order to prove the inverse inclusion(H 1,q

F (Rn))′ ⊂ BMO
q ′
F (Rn), we need to show that

if l is a bounded linear functional onH 1,q

F (Rn), then there existsb(x) ∈ BMO
q ′
F (Rn) such

that for anyf ∈ H
1,q

F (Rn)

l(f ) =
∫

Rn

f (x)b(x)dµ(x) .

The proof will be divided into the following three steps.
Step 1. Let us first prove(H 1,q

F (Rn))′ ⊂ (L
q
0(S, dµ))′, whereS = S(x, t) ∈ F is any

section inRn and

L
q

0(S, dµ) =
{
f ∈ Lq(Rn, dµ) ; f = 0 µ-a.e. onSc and

∫
S

f (x)dµ(x) = 0

}
.

Indeed, whenf (x) ∈ L
q

0(S, dµ), it is easy to check thata(x) = f (x)(µ(S))−1/q ′‖f ‖−1
L

q
µ(S)

is a (1, q)-atom. Thusf (x) = a(x)(µ(S))1/q ′ ‖f ‖L
q
µ(S) ∈ H

1,q

F (Rn) and ‖f ‖
H

1,q

F
≤

(µ(S))1/q ′‖f ‖L
q
µ(S). Therefore, we have

|l(f )| ≤ ‖l‖ · (µ(S))1/q ′‖f ‖L
q
µ(S) ,(4.6)

which shows thatl is also a bounded linear functional onLq

0(S, dµ). SinceL
q

0(S, dµ) ⊂
Lq(S, dµ), using the Hahn-Banach extension theorem, we know thatl has a unique bounded
extension onLq(S, dµ). Since 1< q < ∞, by the Riesz representation theorem, there exists
b(x) ∈ Lq ′

(S, dµ) such that

l(f ) =
∫

S

f (x)b(x)dµ(x) for all f ∈ L
q

0(S, dµ) .(4.7)

Furthermore, we have the following fact:

If
∫
S
f (x)b(x)dµ(x) = 0 for all f ∈ L

q

0(S, dµ), then b(x) is constant for almost every
x ∈ S.

Indeed, sinceS is a bounded convex set, for anyh(x) ∈ Lq(S, dµ) we haveh(x) − mS(h) ∈
L

q

0(S, dµ). Thus

0 =
∫

S

b(x)[h(x)− mS(h)]dµ(x) =
∫

S

h(x)[b(x)− mS(b)]dµ(x) for all h ∈ Lq(S, dµ) .

Henceb(x) = mS(b) almost everyx ∈ S.
Step 2. Fix x0 ∈ Rn and choose a sequence of positive increasing numbers{tj }∞j=1

such that limj→∞ tj = ∞. Then, by the property (C) of sections,{S(x0, tj )}∞j=1 is a sequence
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of sections with
⋃∞

j=1 Sj = Rn, whereSj = S(x0, tj ). By (4.7), for eachSj , there exists

bj (x) ∈ Lq ′
(Sj , dµ) satisfying (4.7).

Consider an arbitraryf ∈ L
q

0(S1, dµ). There existsb1(x) ∈ Lq ′
(S1, dµ) such that

l(f ) =
∫

S1

f (x)b1(x)dµ(x) .(4.8)

By S2 ⊃ S1, we haveLq

0(S2, dµ) ⊃ L
q

0(S1, dµ) andf ∈ L
q

0(S2, dµ). Therefore, there exists

b2(x) ∈ Lq ′
(S2, dµ) such that

l(f ) =
∫

S2

f (x)b2(x)dµ(x) =
∫

S1

f (x)b2(x)dµ(x) ,(4.9)

since supp(f ) ⊂ S1. From (4.8) and (4.9), we get∫
S1

f (x)[b1(x) − b2(x)]dµ(x) = 0 for all f ∈ L
q
0(S1, dµ) .(4.10)

Applying the fact shown in Step 1, we haveb1(x) − b2(x) = C1 for almost everyx ∈ S1.
Now we write

b(x) =
{

b1(x) if x ∈ S1 ,

b2(x) + C1 if x ∈ S2\S1 .

Then we obtain

l(f ) =
∫

Sj

f (x)b(x)dµ(x) for any f ∈ L
q

0(Sj , dµ), j = 1, 2 .

By a method quite similar to the above, we may obtain a functionb(x) satisfying

l(f ) =
∫

Sj

f (x)b(x)dµ(x) for any f ∈ L
q

0(Sj , dµ), j = 1, 2, . . . .(4.11)

Step 3. Now we prove that the aboveb(x) ∈ BMO
q ′
F (Rn) and satisfies

l(f ) =
∫

Rn

f (x)b(x)dµ(x) for any f ∈ H
1,q

F (Rn) .(4.12)

We need the following fact about sections inRn.

Assume that S0 = S(y0, r) ∈ F is an arbitrary section in Rn. Then there exists j0 such
that Sj0 ⊃ S0, where Sj0 = S(x0, tj0) is the j0-th section of the sequence in Step 2.

Indeed, by
⋃∞

j=1 Sj = Rn, there exists a sectionSi = S(x0, ti ) such thatS(x0, ti ) ∩
S(y0, r) �= ∅ with ti ≥ r. Then there existsz ∈ S(x0, ti ) ∩ S(y0, r). From the property (D)
of sections, we haveS(y0, r) ⊂ S(z, θr) ⊂ S(z, θti ). Sincez ∈ S(x0, ti) ⊂ S(x0, θ ti ), using
the property (D) again, we knowS(z, θti ) ⊂ S(x0, θ

2ti ) and thereforeS(y0, r) ⊂ S(x0, θ
2ti).

Now if we takej0 such thattj0 ≥ θ2ti , thenS(y0, r) ⊂ S(x0, tj0).

Now, let us return to the proof of (4.12). For anyf ∈ H
1,q

F (Rn), we may writef (x) =∑∞
k=1 λkak(x), whereak(x) is a (1, q)-atom supported in the sectionSk ∈ F . By the fact
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above, for eachk there existsjk such thatSk ⊂ Sjk = S(x0, tjk ). By the definition of(1, q)-
atom, we haveak(x) ∈ L

q
0(Sjk , dµ). Thus by (4.11),

l(ak) =
∫

Sjk

ak(x)b(x)dµ(x) =
∫

Rn

ak(x)b(x)dµ(x) .(4.13)

Since the functionall is linear, by (4.13) we obtain

l(f ) =
∞∑

k=1

λkl(ak) =
∞∑

k=1

λk

∫
Rn

ak(x)b(x)dµ(x) =
∫

Rn

f (x)b(x)dµ(x) .

Finally, to finish the proof of Step 3, it remains to show thatb(x) ∈ BMO
q ′
F (Rn). For any

sectionS ∈ F , let h(x) ∈ Lq(S, dµ) with supp(h) ⊂ S and‖h‖L
q
µ

≤ 1. Thena(x) =
(1/2)(µ(S))−1/q ′ [h(x)− mS(h)]χ

S
(x) is a(1, q)-atom supported inS and‖a‖L

q
µ

≤ 1. Thus,
(4.13) implies that ∣∣∣∣

∫
S

a(x)b(x)dµ(x)

∣∣∣∣ = |l(a)| ≤ ‖l‖ .

Hence

(µ(S))−1/q ′
∣∣∣∣
∫

S

[h(x) − mS(h)]b(x)dµ(x)

∣∣∣∣ ≤ 2‖l‖ .

That is,

(µ(S))−1/q ′
∣∣∣∣
∫

S

h(x)[b(x) − mS(b)]dµ(x)

∣∣∣∣ ≤ 2‖l‖ .(4.14)

From (4.14), we have

(µ(S))−1/q ′‖b − mS(b)‖
L

q′
µ

= (µ(S))−1/q ′
sup

‖h‖
L

q
µ

≤1

∣∣∣∣
∫

S

h(x)[b(x) − mS(b)]dµ(x)

∣∣∣∣ ≤ 2‖l‖ .

Since the sectionS ∈ F is arbitrary, we may conclude thatb(x) ∈ BMO
q ′
F (Rn). This com-

pletes the proof of Theorem 1.2.

5. Proof of theorem 1.3. Applying Theorem 1.1, we only have to show that there
exists a constantC such that

‖H(a)‖L1
µ

≤ C for all (1, 2)-atoma .(5.1)

By Definition 1.1, there exists a sectionS0 = S(y0, t0) ∈ F such that supp(a) ⊂ S0. Denote
S∗

0 = S(y0, 4θ2t0), whereθ is the constant appearing in the property (D) of sections. By the
doubling property (1.1) ofµ, we have

µ(S∗
0) ≤ A3+2 log2 θµ(S0) .(5.2)

Thus ∫
Rn

|H(a)(x)|dµ(x) =
∫

S∗
0

|H(a)(x)|dµ(x) +
∫

(S∗
0)c

|H(a)(x)|dµ(x)

:= I1 + I2 .

(5.3)
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By the(L2, L2)-boundedness of the operatorH (see [CG3]) and (5.2), we get

I1 ≤ [µ(S∗
0)]1/2

( ∫
S∗

0

|H(a)(x)|2dµ(x)

)1/2

≤ (A3+2 log2 θ )1/2[µ(S0)]1/2‖a‖L2
µ

≤ (A3+2 log2 θ )1/2 .

(5.4)

On the other hand, by the cancellation condition of the atoma, we have

I2 =
∫

(S∗
0)c

∣∣∣∣
∫

Rn

K(x, y)a(y)dµ(y)

∣∣∣∣dµ(x)

=
∫

(S∗
0)c

∣∣∣∣
∑

i

∫
Rn

ki(x, y)a(y)dµ(y)

∣∣∣∣dµ(x)

=
∫

(S∗
0)c

∣∣∣∣
∑

i

∫
Rn

[ki(x, y) − ki(x, y0)]a(y)dµ(y)

∣∣∣∣dµ(x)

≤
∑

i

∫
Rn

|a(y)|
∫
(S∗

0)c
|ki(x, y) − ki(x, y0)|dµ(x)dµ(y)

=
∫

S0

|a(y)|
∑

i

∫
(S∗

0)c
|ki(x, y) − ki(x, y0)|dµ(x)dµ(y) .

By the size condition of the atoma, it suffices to prove that there exists a constantC indepen-
dent of the atoma such that∑

i

∫
(S∗

0)c
|ki(x, y) − ki(x, y0)|dµ(x) ≤ C .(5.5)

Indeed, if (5.5) holds, then

I2 ≤ C

∫
S0

|a(y)|dµ(y) ≤ C ,

which combined with (5.4) implies (5.1).
Therefore, in order to prove Theorem 1.3, it remains only to prove (5.5). By the property

(G) of sections, we have

ρ(y0, y) < t0 and ρ(y0, x) ≥ 4θ2t0(5.6)

if y ∈ S0 andx ∈ (S∗
0)c. So, by (5.6), we see that wheny ∈ S0 andx ∈ (S∗

0)c,

ρ(y0, x) > 4θ2ρ(y0, y) .

Using the conclusion of Lemma 1 in [In], we get (5.5).
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