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Chapter 0

Preface and overview

The central theme of classical harmonic analysis is to characterize regularity proper-

ties of functions f : Rn→R or f : Tn→R such as (weak) differentiability, integra-

bility and mixtures of these two properties. If these functions are seen as (parts of)

symbols of (possibly singular) integral operators (with Calderon-Zygmund kernels),

it is then of crucial interest to characterize boundedness and traceclass properties of

these operators in terms of the regularity of their symbols. This naturally leads to a

wealth of function spaces like: Hölder, Lp, Sobolev, Besov and BMO spaces. There

are numerous modern accounts of the subject, each with different point of view

[119, 124, 56, 85]. Some of the key elements are Littlewood-Paley decompositions,

Fourier multipliers and maximal functions. The theory also extends to functions on

Riemannian manifolds [124].

Of relevance for the present work is the particular case of classical Hankel oper-

ators of the form H f = P f (1−P) where P is the Hardy projection in L2(T1) onto

functions on the torus T1 = [0,1) with positive frequencies and f is viewed as the

multiplication operator with a function f : T1→ R. The following classical results

are then well-known and nicely exposed in [93, 36]. Kronecker proved that H f is of

finite rank if and only if f is rational. On the other hand, results of Nehari [87] and

Feffermann [51] imply that H f is bounded if and only if f is BMO. Furthermore,

Peller showed that H f is in the Schatten ideal Lp if and only if f is in the Besov

space B
1
p
p,p. In particular, H f is traceclass if f ∈ B1

1,1. For invertible such functions,

the associated Toeplitz operator Tf = P f P is a Fredholm operator on Ran(P) and its

index is given by

Ind(Tf ) = −Tr
(

f−1[P, f ]
)
= −

∫

T1
f−1d f , (0.1)

where latter equality follows from Noether-Gohberg-Krein index theorem for the

winding number of a differentiable function f .

The Peller criterion has been generalized in many directions. Peller himself ex-

tended it to vector-valued functions [92] and Janson and Wolff to higher dimensions

1



2 0 Preface and overview

[60]. Janson and Peetre proved it for paracommutators [59] and Zhu for Hankel op-

erators on Bergman spaces [131]. Necessary and sufficient conditions for the Han-

kel operators to be of Dixmier trace-class were given by Engliš and Rochberg [46].

This was generalized by Goffeng and Usachev who showed how Besov spaces can

be used to characterize Hankel operators in Macaev ideals [54].

This work further extends the definition of Besov spaces and associated Peller

criteria to noncommutative von Neumann algebras M equipped with a weakly con-

tinuous G-action α and an α-invariant semi-finite, normal, faithful (s.n.f.) trace T

where G = Tn1 ×Rn2 with n1 + n2 = n. The main application here is not a trace

formula in this context, but rather a generalization of the index formula (0.1) in

the spirit of Connes’ non-commutative geometry [36]. In that framework, a natural

cyclic cocycle on sufficiently smooth elements a0, . . . ,an of M is defined by

ChT,α(a0, . . . ,an) = cn ∑
ρ∈Sn

(−1)ρ
T
(
a0∇ρ(1)a1 · · ·∇ρ(n)an

)
,

where the sum carries over the symmetric group Sn and (−1)σ is the signature of the

permutation σ , the ∇ j are the derivations associated to the G-actions and finally the

normalization constants cn are chosen as in Definition 4.3.4 below. It then follows

from semi-finite index theory (a history of relevant contributions follows shortly)

that, if n is odd and u ∈M a sufficiently smooth unitary,

T̂α-Ind(Pπ(u)P+ 1−P) = ChT,α (u
∗− 1,u− 1, . . .,u∗− 1,u− 1) , (0.2)

where the index is understood in the Breuer-Fredholm sense w.r.t. the dual trace

T̂α on the von Neumann crossed product M⋊α G and P = χ(D > 0) is the Hardy

projection of the Dirac operator constructed from the generators γ1, . . . ,γn of the

complex Clifford algebra via

D =
n

∑
i=1

γi⊗Di ,

with D1, . . . ,Dn being the self-adjoint generators of the action α in a covariant rep-

resentation π . Phrased differently, one considers the Toeplitz operator Pπ(u)P for

non-commutative symbols u contained in a suitable smooth subalgebra A ⊂ M

and finds that its (Breuer)-index is given by a higher-dimensional analogue of the

winding number. This is a non-commutative generalization of the Noether-Gohberg-

Krein theorem. In a C∗-algebraic setting of such a norm continuous action and for

G = R, Connes proved a precursor of (0.2) for smooth unitaries u in the form of

a trace formula using the Connes-Thom isomorphism [35]. The interpretation as a

semi-finite Breuer-Fredholm index was then refined in [74] and [94]. Newer works

such as [30, 27, 28, 26, 125, 7, 104, 20] further extend these results and interpret

them in terms of semi-finite spectral triples and spectral flow. Let us note, however,

that all purely C∗-algebraic approaches to index theory require some smoothness

w.r.t. the operator norm topology, notably in the cases described above, u has to be

at least norm-differentiable w.r.t. the action α (and satisfy additional summability
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conditions). Also the approach using unbounded spectral triples [27, 26] usually re-

quires at least that the ∇iu define bounded operators. This is already too restrictive

for some applications (in physical systems that will be described below).

This work (see Chapter 3) proves (0.2) and also its even analogue for differ-

entiable symbols, but the main point is that it provides more general and natural

regularity assumptions on the symbols for the validity of this index theorem which

do not require the symbols to be either differentiable or continuous (i.e. lie in an

underlying C∗-algebra). Generalizing the classical theory sketched above, one in-

troduces Besov spaces for a quadruple (M,α,G,T) consisting of a W ∗-dynamical

system with an invariant trace. A lot is known for such W ∗-dynamical systems, its

W ∗-crossed productM⋊α G and the associated non-commutative Lp-spaces Lp(M)
and Lp(M⋊α G) [122, 100], see Section 1 and the appendices. Recalling that M is

considered as the space of symbols, the Toeplitz operators Ta = Pπ(a)P are by con-

struction elements of the W ∗-crossed product algebra M⋊α G and applicability of

the index theorem turns out to be governed by the regularity of the Hankel operator

Ha = Pπ(a)(1−P) ∈M⋊α G. In particular, the index theorem can be established

for Ha ∈ Ln+1(M⋊α G), i.e. if the commutator [P,π(a)] is n-summable. This justi-

fies the search for a generalization of Peller’s criterion.

The approach to harmonic analysis on operator algebras is based on the theory

of abelian groups of automorphisms by Arveson [9] (see also [90] and [122]), in

which the analogue of a Fourier multiplier f ∈ F(L1(G)) acts by convolution of the

G-action α with the inverse Fourier transform of f by

f̂ ∗ a =

∫

G
(F−1 f )(−t)αt(a)dt , a ∈M .

For some smooth function ϕ : R → [0,1] with support [2−1,2] and such that

∑ j∈Z ϕ(2− jx) = 1 for all x ∈ R+, one introduces the dyadic Littlewood-Paley de-

composition (Wj) j∈N by

Wj(t) = ϕ(2− j|t|) for t ∈ Rn , j > 0 , W0 = 1−∑
j>0

Wj ,

and then defines, given p,q ∈ [1,∞) and s > 0, the Besov norm of a ∈M in gener-

alization of the classical multiplier definition by

‖a‖Bs
p,q

=
(

∑
j≥0

2qs j ‖Ŵj ∗ a‖q

Lp(M)

) 1
q
.

Chapter 2 shows that elements of Lp(M) with bounded Besov norm form a Banach

space Bs
p,q(M) and that M∩Bs

p,q(M) is a ∗-algebra. It provides an equivalent norm

in terms of finite differences of functions (as in the classical case), uses interpolation

theory [14, 79] to derive properties of the full scale of Besov spaces and establishes

connections to the domains of the derivations ∇1, . . . ,∇n and the noncommutative

Sobolev spaces W m
p (M). Most importantly, Theorem 3.2.1 proves a Peller criterion
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and Theorem 3.3.1 characterizes trace class properties of Hankel operators in terms

of Besov space (just as in the classical case [93, 131]). A particular form of the

Peller criterion is part of the following main result of this work (see Chapter 3 and,

in particular, Theorem 3.4.9 for a detailed statement that also covers the case of even

pairings):

Theorem 0.0.1 (Sobolev index theorem). Let n be odd and p > n. Suppose that

u− 1 ∈M∩W 1
p (M). Then the Hankel operator Hu is in Ln+1(M⋊α G) and the

index formula (0.2) holds.

Let us stress that the stated Sobolev property is not necessary for the index for-

mula (0.2) to hold. In fact, for the case of even and integer-valued pairings, it has

been shown that the Hankel operators only need to lie in a Macaev ideal that allows

supplementary logarithmic divergences [12, 102]. This is based on an identity for

the Dixmier trace. The recent contribution [83] shows a similar result for the rota-

tion algebra. Here a more analytical reasoning closer to Peller’s original argument

is presented.

Apart from the Sobolev index theorem, this work contains in Chapter 4 another

result of pure mathematics that is worth mentioning in this introduction. If A is a C∗-
algebra and ξ is norm continuous R-action, then the Connes-Thom isomorphisms

∂
ξ
i : Ki(A)→ Ki+1(A⋊ξ R) connect the K-theory of A to that of the C∗-crossed

product A⋊ξ R [35]. If one has another norm-continuous G-action θ commuting

with ξ and a s.n.f. trace T that is invariant under both ξ and θ , one also obtains

a (G×R)-action θ × ξ . There exist natural dense Fréchet subalgebras of A and

A⋊ξ R which can be used to define cocycles ChT,θ×ξ and Ch
T̂ξ ,θ

that provide

well-defined pairings with K-theory. Note that if n is even, then ChT,θ×ξ is an odd

cocycle which pairs with odd K-theory.

Theorem 0.0.2 (Duality theorem). For [u]1 ∈ K1(A) and n even,

〈ChT,θ×ξ , [u]1〉 = −〈Ch
T̂ξ ,θ

,∂
ξ
1 [u]1〉 ,

where T̂ξ is the dual trace on A⋊ξ R.

Chapter 4 (see, in particular, Theorem 4.5.3) contains a proof of this statement

and also a similar one for even n. While Theorem 0.0.2 essentially follows by com-

bining results from the literature [45, 98, 69, 70] and certainly can also be proved by

KK-theory (such as in [19, 1]), we provide a self-contained proof based on cyclic

cohomology. For this we review and slightly generalize the approach of [45] which

relates the pairings of Ki(A) with a cyclic cocycle ϕ densely defined on a Fréchet

subalgebra A of A to those of K1−i(A⋊α R) with a dual cocycle #α ϕ densely de-

fined on a subalgebra of A⋊α R. An important technical issue is that those dense

subalgebras must be spectrally invariant in A respectively A⋊α R such that the

K-theoretical index pairings are well-defined. Therefore the arguments of [45] are

adapted in such a way that Schweitzer’s notion of strong spectral invariance of A

in A [117] can be applied as a (constructive) sufficient condition.
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For applications of this formula, it is often desirable to replace the abstract

Connes-Thom isomorphism by the connecting map of a more concrete exact se-

quence of C∗-algebras such as the Wiener-Hopf extension. Likewise, many appli-

cations require analogous formulas for crossed products with Z-actions based on

the connecting maps of the Pimsner-Voiculescu sequence, which have to be proved

independently. All of these issues can be addressed in a unified manner by noting

that associated to the data (A,ξ ,R) is an exact sequence of C∗-algebras

0 → A⋊ξ R →֒ T(A,R,ξ )→A → 0 .

where the middle algebra is the smooth Toeplitz extension introduced by [63]. This

was used e.g. in [74] to generalize the index theory of Toeplitz operators to flows

in non-commutative symbol algebras. The K-theoretical connecting maps of the

Toeplitz extensions are known to give isomorphisms related to the Connes-Thom

isomorphisms and the connecting maps of Rieffel’s Wiener-Hopf extension [109].

This is revisited in Section 4.2 which also studies an analogous extension for T-

actions, a generalization of the discrete Toeplitz extension used by Pimsner and

Voiculescu [99]. By applying the interrelations between these K-theoretical maps

and combining them with Takai duality, the above duality theorem appears as one

of several such results for a fairly flexible class of extensions. As an additional

result, the analogue of the duality theorem for Z-actions also follows directly from

Theorem 0.0.2 already. Section 5.4 later on provides an application of these results

to the bulk-boundary-correspondence for half-spaces with irrational cutting angles.

The remainder of this introduction describes the application of the above the-

ory and results to the mathematical physics of solid state systems. This makes up

Chapter 5. Let us begin with a short historic account and by documenting some of

the enormous recent activity in the field. This work is placed within the operator

algebraic framework developed by Bellissard in the early 1980’s which allowed to

understand quantum Hall systems as examples of Connes’ noncommutative geom-

etry [11]. More recent accounts thereof are [12] and [105]. For physical reasons,

namely in order to deal with Anderson localized systems without a spectral gap, it

was necessary to go beyond the standard C∗-algebraic formulation and prove index

theorems for certain elements of the enveloping von Neumann algebra, see again

[12]. Another advance was to understand the bulk-boundary correspondence (BBC)

in quantum Hall systems as a result of the K-theoretic exponential map of Pimsner-

Voiculescu exact sequence for the discrete Toeplitz extension and the correspond-

ing duality theory [115, 69]. Being such a robust mathematical concept, the BBC

could then be extended to other dimensions and therefore allowed to describe nu-

merous situations of physical interest in the growing field of topological insulators

[105, 73, 112, 18, 47, 17, 68, 29, 116], some by extending or modifying the initially

proposed framework of [11]. There are also countless more analytical contributions

for these systems and, while it is impossible to cite them all here, let us mention

contributions proving the BBC in presence of a mobility gap regime by Elgart, Graf

and Schenker [44] as well as Graf and Shapiro [55] and for semimetals by Mathai
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and Thiang [81] and Carey and Thiang [31], all of which have not yet (prior to this

work) been dealt with within the operator algebraic approach.

There are four main novel contributions of this work:

• The first is to provide sufficient conditions for the existence of the weak bulk

Chern numbers. This covers the mobility gap (for Anderson localized systems)

and pseudo-gap regime (for certain semimetals). It uses the index theoretical ap-

proach with Besov symbols (Theorem 0.0.1), but requires a substantial amount

of supplementary analytical preparations.

• The second contribution, less substantial, is an extension of the range of appli-

cability of the BBC for spectrally gapped insulators to half-spaces with arbitrary

orientation w.r.t. the lattice directions. This is based on the duality result Theo-

rem 0.0.2.

• The third proves that the surface states associated to non-vanishing weak Chern

numbers cannot be localized.

• The fourth contribution is to establish the BBC for the for weak winding number

invariants of chiral Hamiltonians in the absence of a bulk gap (again for the

mobility gap and pseudogap regime). This implies the existence of flat bands of

surface states in these systems and is also based on the Sobolev index theorem.

Detailed descriptions of these results are given in Sections 5.3, 5.4, 5.5 and 5.6

respectively. This introduction gives a flavor of these results and the techniques

involved, but only states one result (Theorem 0.0.3) in some detail.

The algebraic set-up for the description of solid state systems is as follows

[11, 105] (see Section 5.1). The set of configurations of the solid is a compact

probability space (Ω ,P) which is equipped with an invariant and ergodic Zd-

action. The bulk observables are then elements of the disordered rotation algebra

Td
B,Ω =C(Ω)⋊BZ

d , a twisted crossed product associated to an anti-symmetric real

matrix B of constant magnetic fields. Associated to the probability measure P on Ω
is a tracial state T on Td

B,Ω whose GNS representation allows to identify an element

a ∈ Td
B,Ω with a covariant family (aω)ω∈Ω of bounded operators on ℓ2(Zd). In this

faithful representation, Td
B,Ω is generated by the magnetic translations on ℓ2(Zd)

and multiplication operators (potentials) obtained by shifting functions f ∈ C(Ω).
Furthermore, there is a dual action ρ of the torus Td whose unbounded generators

are the position operators X1, . . . ,Xd on the lattice Zd and which induce derivations

∇1, . . . ,∇d on Td
B,Ω . For periodic systems the action and derivations are given by

the translations and coordinate derivatives on the Brillouin torus, respectively. For

the application of the Sobolev index theorem, one further goes over to the von Neu-

mann algebra M = (Td
B,Ω )′′ = L∞(M,T) with normal faithful finite trace T. Then

given any restriction θ of ρ to an n-parameter subgroup of Td , there are associated

Chern cocycles ChT,θ which lead to semi-finite Breuer-Fredholm indices in the von

Neumann algebra M⋊θ R
n by the Sobolev index theorem.

To explain the physical motivation that leads to consider non-smooth symbols, let

us describe how the projections and unitary elements subject to the index pairings
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arise. Let be given a self-adjoint Hamiltonian h = h∗ in a matrix algebra MN(Td
B,Ω )

which is smooth w.r.t. the dual action ρ , namely having a rapid decay of the off-

diagonal matrix elements. Assume that N is even and h has a chiral symmetry given

by

JhJ = −h , J =


1 N

2
0

0 −1 N
2


 , (0.3)

which is equivalent to h and its phase sgn(h) = h |h|−1 being of the form

h =

(
0 a∗

a 0

)
, sgn(h) =

(
0 u∗F

uF 0

)
, (0.4)

with some operators a,uF ∈MN
2
(M). If h is invertible and therefore has a spectral

gap around 0, then uF is called the Fermi unitary. It is then smooth and defines

an element [uF ]1 ∈ K1(T
d
B,Ω ) so that one can define the numerical index pairings

ChT,θ (uF) = 〈ChT,θ , [uF ]1〉 with Chern cocycles for which θ is generated by an

odd number n of generators. Those invariants are called the odd (bulk) Chern num-

bers of uF . Likewise, the class of the Fermi projection pF = χ(h≤ 0) in K0(T
d
B,Ω )

is used to define pairings with even cocycles which are called even (bulk) Chern

numbers. The Chern number with n = d is called the strong Chern number and can

be written as an ordinary Fredholm index [11, 102, 105], while those with n < d

are called weak Chern numbers and are in general described by semi-finite Breuer-

Fredholm indices as above [104, 20]. If the assumption of a spectral gap is dropped,

the elements uF and pF will in general not be smooth, but in certain cases they sat-

isfy the conditions of the Sobolev index theorem (Theorem 0.0.1) and the Chern

numbers continue to be well-defined. In Section 5.3 two sufficient conditions are

demonstrated. The first is that all Chern numbers of h can be defined if the Fermi

energy EF = 0 is in a region of Anderson localization, which describes the regime of

strongly disordered topological insulators. The second condition is geared towards

topological semimetals, namely if the density of states of h vanishes rapidly enough

at the Fermi level, some of the weak Chern numbers continue to be well-defined. Let

us, however, emphasize that in the absence of a bulk energy gap the Sobolev index

theorem does not imply the invariance of the Chern numbers under perturbations of

the Hamiltonian since the dependence of uF and pF on h is not norm-continuous,

but merely weakly continuous. As the example further below already shows, the

Chern numbers can vary continuously with h and take arbitrary real values even for

periodic models.

The BBC for general half-planes with normal vector vξ ∈ Sd−1 is then based

on a smooth Toeplitz extension. The basic idea is to note that the projection P to

a half-space can be written as the positive spectral projection P = χ(Dξ ≥ 0) of

the self-adjoint operator Dξ = ∑d
i=1(vξ )iXi which is the suitable scalar Dirac op-

erator in this case. Let us for now assume that the components of v are rationally

independent, which means that the boundary hypersurface intersects with the lattice
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Zd in exactly one point (for the general case see Section 5.2). The adjoint action

of ξt = Adexp(ıDξ t) then defines a free R-action on Td
B,Ω which is used to form a

smooth Toeplitz extension:

0 → Td
B,Ω ⋊ξ R →֒ T(Td

B,Ω ,R,ξ )→ Td
B,Ω → 0 .

This construction can be interpreted as a bulk-boundary exact sequence, namely

Section 5.2 shows that the algebra Td
B,Ω ⋊ξ R can be considered as an algebra of

observables which are localized at the hyper-surface with normal vector v, while

the smooth Toeplitz extension T(Td
B,Ω ,R,ξ ) consists of observables on a half-space

that converge to elements of the bulk algebra Td
B,Ω at infinity on one side of the

hyper-surface and to 0 on the other side. Moreover, the dual trace T̂ξ is shown to

admit a description in terms of a trace per unit surface area. All of this is essential

for the physical interpretation of the results.

The K-theoretical approach to the BBC presented in Section 5.4 is based on this

exact sequence. Combined with the duality theorem for smooth Toeplitz extensions,

it reproduces and generalizes the BBC of [105] for the Chern numbers of spectrally

gapped Hamiltonians. Let us describe the results briefly. When restricting a gapped

bulk Hamiltonian h ∈MN(Td
B,Ω ) with non-trivial Chern numbers to a half-space us-

ing Dirichlet boundary conditions ĥ = PhP perturbed by an arbitrary local operator

k̂ ∈MN(Td
B,Ω ⋊ξ R) on the boundary, the bulk energy gap is generically filled with

additional boundary states to which one can also associate topological invariants,

called boundary Chern numbers. The main result (Theorem 5.4.3) is that all bound-

ary Chern numbers can be computed purely in terms of the bulk Chern numbers.

In particular, it is shown that the boundary topological invariants have an explicit

smooth dependence on the cutting angles of the half-space and are independent of

k̂. As a technical improvement over existing results [105, 19], it is also proved that

the boundary states associated to non-trivial weak Chern numbers are delocalized

(see Section 5.5).

Section 5.6 then considers the special case of the weak odd Chern number with

a single generator, namely the winding numbers

ChT,ξ (u) = − ı T
(
u∗∇ξ u

)
= − ı

d

∑
i=1

(vξ )iT
(
u∗∇iu

)
. (0.5)

It turns out that the BBC for this invariant is closely related to the index theory

studied in the first part of this work, since the auxiliary von Neumann algebra M⋊ξ

R with dual trace T̂ξ which allows to write ChT,ξ as a semi-finite index coincides

precisely with the von Neumann completion of the edge algebra Td
B,Ω ⋊ξ R w.r.t.

the GNS representation of the dual trace T̂ξ . Hence one can reformulate the BBC

as a problem concerning Breuer-Fredholm operators. Let ĥ = PhP+ k̂ be a chirally

symmetric half-space Hamiltonian as above and û ∈M⋊ξ R the off-diagonal part

of its polar decomposition as in (0.4). If h is not spectrally gapped, then ĥ may have
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a non-trivial kernel and hence û is in general not unitary, but only a partial isometry.

Section 5.6 provides conditions under which û is Breuer-Fredholm and a compact

perturbation of the Toeplitz operator PuFP with symbol given by the Fermi unitary

uF of the bulk Hamiltonian. If the Sobolev index theorem applies to uF , this allows

to strengthen the smooth version of the BBC and make a statement about the kernel

of ĥ.

Theorem 0.0.3 (Flat bands of surface states). For a chiral Hamiltonian h ∈
MN(Td

B,Ω ) with Fermi unitary uF and half-space restriction ĥ = PhP+ k̂ as de-

scribed above,

ChT,ξ (uF) = T̂ξ

(
J Ker(ĥ)

)
, (0.6)

whenever one of the following conditions holds:

(i) The Hamiltonian h has a bulk gap, i.e. 0 6∈ σ(h).
(ii) 0 lies in a (Anderson localized) mobility gap of h.

(iii) 0 is a pseudogap of the density of states with sufficiently high order, namely

there exist γ > 3
2

and Cγ <∞ such that the spectral projections χ(|h| ≤ ε) satisfy

T
(
χ(|h| ≤ ε)

)
≤ Cγ εγ .

This shows that a nontrivial bulk winding number ChT,ξ (uF) implies the exis-

tence of states in the kernel of the half-space Hamiltonian and that the signed surface

density of these zero-energy states is determined by the weak bulk winding numbers.

These edge states are said to form a flat band. Condition (i) is already covered by

[105]. Part (ii) generalizes the one-dimensional result of [55] to higher dimensional

systems, thereby adding to the short list of rigorously proven results on the BBC

for mobility gapped topological insulators. The sufficient condition (iii) applies e.g.

chiral Dirac-semimetals in dimensions larger than one. A particularly vivid example

is provided by a standard model of (pure) graphene based on the discrete Laplacian

on a hexagonal lattice [126]. Choosing a parametrization of the hexagonal lattice

such that a termination in the directions vξ = e1 and vξ = e2 gives so-called zigzag

edges and vξ = 2−
1
2 (e2− e1) an armchair zigzag edges, the two weak Chern num-

bers (winding numbers) can be computed explicitly to be −ıT(u∗∇iu) =
1
3

(see

Section 5.7). Therefore Theorem 0.0.3 implies

T̂ξ

(
J Ker(ĥ)

)
=

1

3
((vξ )1 +(vξ )2) (0.7)

and thus armchair edges need not have edge states at all, while the signed density

of surface states is maximal for zigzag edges. This was known for a long time by

an elementary analysis [86, 111], and the formula (0.6) for rationally dependent

normal vectors vξ follows from a non-rigorous Zak-phase argument [40]. The exis-

tence of edge states (but not the connection with the bulk topology) has also been

shown for continuum operators with a hexagon symmetry and rational edges [52].

Theorem 0.0.3 also proves the equality (0.6) for irrational angles and shows sta-

bility, for example, under adding surface disorder k̃ to the half-space Hamiltonian
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ĥ = PhP+ k̃, hence showing that the actual structure of the surface is not essential.

Let us stress that the numerical range of the Chern numbers is not discrete and the

value 1
3

is in this case essentially given by the projected distance between two band-

touching points in momentum space, which changes continuously as the bulk model

is varied, e.g. when other hopping parameters are added to the graphene model, see

the model (5.66) in Section 5.7. Robust is the relation (0.6), similar as in an exten-

sion of Levinson’s theorem to surface states where the density of surface states is

equal to a time delay density [114]. For higher dimensions one can also write down

Hamiltonians which satisfy the conditions of the BBC, for example, by stacking the

model above and adding a weak interlayer coupling. A more interesting possibility

in d = 3 is given by nodal line semimetals where the spectrum at the Fermi level

consists of a loop in momentum space . One may again have non-vanishing wind-

ing numbers, which in turn lead to flat bands of surface states whose signed density

depends linearly on the components of the surface normal vector [82].

This works is organized as follows. Chapter 1 contains preliminaries on C∗- and

W ∗-crossed products for abelian group actions and semi-finite tracial states on them.

This includes Takai and Takesaki duality, Arveson spectra and basic analysis of

smoothness of elements w.r.t. the action. Many of the results are taken from the

literature without proofs, but a precise formulation is needed in the arguments later

on. The experienced reader can rapidly skim through Chapter 1 as it is not the heart

of the matter. Chapter 2 presents the construction of Besov spaces for abelian actions

on semi-finite von Neumann algebras. The Peller criteria are proved in Chapter 3 and

then combined with known index calculations to prove the Sobolev index theorem.

This chapter is the mathematical core of this work. Chapter 4 concerns C∗-crossed

products with R-actions and various associated exact sequences. The K-theoretic

connecting maps are reviewed with care and the proof of the duality theorem is

given. This is new, but uses several results from the literature. The long Chapter 5

then presents the applications to solid state systems. Finally the appendices review

and extend results on integration in quasi-Banach spaces and non-commutative Lp-

spaces, interpolation theory and Breuer-Fredholm semi-finite index theory.
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DFG through grant SCHU 1358/6-2. Moreover, T. S. was supported through a

scholarship of the Studienstiftung des Deutschen Volkes.
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Chapter 1

Preliminaries on crossed products

This chapter reviews several facts about crossed products. Many aspects are cov-

ered in the standard reference [90], but some are taken from other works like

[122, 16, 106, 120, 94, 74]. Many results hold for general locally compact abelian

group actions, but for sake of concreteness we will only restrict to the case of abelian

n-parameter groups which are relevant for the applications that we have in mind.

Hence throughout G = Tn0⊕Rn1 where n = n0 +n1 and we make the identification

T=R\Z= [0,1]/∼. Unless there is an explicitly different choice of normalization

(which only applies in Chapter 5), we fix the Haar measures on Td and Rd to be

the usual Lebesgue measure and on Zd the counting measure. Combined with the

conventions for the Fourier transform as given below, one can then identify the dual

groups T̂ = Z, Ẑ = T and R̂ = R in such a way that the Plancherel theorem holds

without proportionality constants.

1.1 C∗-dynamical systems

Definition 1.1.1. A C∗-dynamical system is a triple (A,G,α) consisting of a C∗-
algebra A and a strongly continuous G-action α : G→ Aut(A), namely t ∈ G 7→
αt(a) is norm-continuous for each a ∈ A. A covariant representation of a C∗-
dynamical system is a pair (π ,U) with π a non-degenerate representation of A

on a Hilbert space H0 and U a strongly continuous unitary representation of G on

H0 such that

π(αt(a)) = U(t)π(a)U(t)∗ , a ∈A , t ∈ G .

Following Raeburn [106], such a C∗-dynamical system determines a unique (up

to isomorphism) crossed product C∗-algebra A⋊α G that contains A and G as mul-

tipliers and for which any covariant representation extends to a ∗-representation.

Given a C∗-subalgebra C of the bounded operators B(H) on some Hilbert space H,

let M(C) denote the set of multipliers and UM(C) the subset of unitary multipliers.

11
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Definition 1.1.2. The crossed product A⋊α G for the dynamical system (A,G,α)
is a C∗-algebra C ⊂ B(H) with a homomorphism iA : A→ M(C) and a strictly

continuous homomorphism iG : G→UM(C) such that

(i) iA(αt (a)) = iG(t)iA(a)iG(t)
∗ for all a ∈A and t ∈ G.

(ii) If (π ,U) is a covariant representation on some Hilbert space H0, there is a

unique non-degenerate representation π ×U of C (and its multipliers) on H0

with π = (π×U)◦ iA and U = (π ×U)◦ iG.

(iii) iG extends to a representation of the compactly supported continuous func-

tions Cc(G) via integration and linear combinations of products of the form

iA(a)iG( f ) with a ∈A and f ∈Cc(G) are dense in C.

Let us collect a few facts from [106]. Both iA and iG must be injective due to

non-degeneracy. Moreover, if Cc(G,A) is equipped with the operations

( f g)(t) =

∫

G
f (s)αs(g(t−s))ds , f ∗(t) = αt ( f (−t)∗) , f ,g ∈Cc(G,A) ,

(1.1)

with integration w.r.t. a Haar measure on G, then iA and iG extend to a ∗-homomor-

phism iA× iG : Cc(G,A)→A⋊α G with dense range. It can be written as

(iA× iG)( f ) =
∫

G
iA( f (t)) iG(t)dt , f ∈Cc(G,A) (1.2)

with the integral evaluated in the strong operator topology of an arbitrary faithful

non-degenerate representation. For a complex-valued f ∈ Cc(G), this formula pro-

vides the multiplier iG( f ) of item (iii). For a given covariant representation (π ,U)
on some Hilbert space H0, one can choose iA(a) = π(a) and iG(t) = U(t) in Def-

inition 1.1.2 and then (1.2) becomes the integrated representation π ×U on H0,

densely defined by

(π×U)( f ) =

∫

G
π( f (t))U(t)dt , f ∈Cc(G,A) . (1.3)

As already stressed above, we will focus on the case where G = Tn0 ⊕Rn1 is

an abelian n-parameter group where n = n0 + n1 and the torus is chosen to be T =
R/Z∼= [0,1). It is then possible to concretize the description of the crossed product

for a given covariant representation (π ,U), e.g. [74]. Let D = (D1, . . . ,Dn) be the

commuting, selfadjoint, densely defined generators of t ∈ G 7→U(t) chosen such

that

U(t) = e2π ıD·t , D · t =
n

∑
j=1

D jt j . (1.4)

Choosing iA(a) = π(a) and iG(t) = U(t) in Definition 1.1.2, the multiplier iG( f ),
given by (1.2) with f ∈Cc(G), can be expressed in terms of the Fourier transform

(F f )(k) =
∫

G
〈k, t〉 f (t)dt , f ∈ L1(G) .
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Here k is a character of G, namely continuous group homomorphism k : G→ S1, and

〈k, t〉 ∈ S1 is the duality paring with t ∈ G. The set of characters equipped with the

natural product forms the dual group by Ĝ. For a n-parameter group as above, Ĝ =
Zn0 ⊕Rn1 and we choose the dual pairing as 〈k, t〉= e−2π ı k·t . Then (1.2) becomes

iG( f ) = (F f )(D) , f ∈Cc(G) ,

where the r.h.s. is given in terms of continuous functional calculus of the generators

with F f ∈C0(Ĝ). Next let us introduce the inverse Fourier transform

(F−1g)(t) =

∫

Ĝ
〈k, t〉g(k)dk , g ∈ L1(Ĝ)

with a Haar measure dk on Ĝ normalized such that the Plancherel formula

‖F f‖L2(Ĝ) = ‖ f‖L2(G) (1.5)

holds for f ∈ L1(G)∩L2(G). Then for g ∈Cc(Ĝ)

g(D) =
(
F(F−1g)

)
(D) =

∫

G
(F−1g)(t)e2π ıD·t dt . (1.6)

Therefore by (iii) and the density of Cc(Ĝ) in C0(Ĝ)

(π×U)(A⋊α G) = C∗
{

π(a)g(D) : a ∈A , g ∈C0(Ĝ)
}
, (1.7)

where on the r.h.s. the algebraic closure followed by norm completion in B(H0) is

taken.

In the following, a particular covariant representation called the left regular repre-

sentation will play a crucial role. As essentially all constructions (most importantly

of the von Neumann crossed product) and arguments below will be carried out in

this regular representation, it will simply be denoted by (π ,U), even though in other

works (e.g. [122]) the regular representation is often denoted by (π ,λ ). It supposes

the following set-up [90]. The C∗-algebra A⊂B(H) is a subalgebra of the bounded

operators B(H) on some Hilbert space H. This is possibly given after identifying

A with its image under some faithful representation (like, later on, the GNS repre-

sentation of a state). Then the regular representation (π ,U) on L2(G,H) is given by

(π(a)ψ)(s) = α−1
s (a)ψ(s) , (U(t)ψ)(s) = ψ(s− t) , (1.8)

where ψ ∈ L2(G,H). Note that the Hilbert space H0 in Definition 1.1.1 is L2(G,H).
The generators of U in the regular representation are

(D jψ)(s) =
ı

2π
(∂s j

ψ)(s) . (1.9)

The only other covariant representation used below will be the GNS representation

of an α-invariant s.n.f. tracial state on A. It will be constructed in Section 1.3 be-
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low. Let us also remark that the n generators of the action defined in an arbitrary

integrated representation (π ×U) may differ considerably from D1, . . . ,Dn even if

the representation is faithful. In particular, the spectrum of D j in a regular repre-

sentation is clearly absolutely continuous, whereas the generators of the action in a

GNS-representation may have e.g. dense point spectrum.

1.2 W ∗-dynamical systems

Definition 1.2.1. A W ∗-dynamical system is a triple (M,G,α) consisting of a von

Neumann algebra M and a weakly continuous action α : G → Aut(M), namely

t ∈ G 7→ αt(a) is weakly continuous for any a ∈M. A covariant representation of

a W ∗-dynamical system is a pair (π ,U) with π a non-degenerate normal (weakly

continuous) representation of M on a Hilbert space H0 and U a strongly continuous

unitary representation of G on H0, such that

π(αt(a)) = U(t)π(a)U(t)∗ , a ∈M , t ∈G .

Let us stress that the important difference w.r.t. Definition 1.1.1 is the notion of

continuity used. One way to obtain a W ∗-dynamical system is the following [122].

Suppose that there is a strongly continuous unitary representation U of G on H0

and a von Neumann algebra M ⊂ B(H0) that satisfies U(t)MU(t)∗ = M for all

t ∈G, then αt(a) =U(t)aU(t)∗ defines a weakly continuous action. A general W ∗-
dynamical system (M,G,α) can always be written in this manner by considering

the regular representation (π ,U) on H0 = L2(G,H) given by the same formula as

in (1.8). The W ∗-crossed product is defined in this representation [120, 122].

Definition 1.2.2. Let (π ,U) be a regular representation of a W ∗-dynamical system

(M,G,α) on H0 = L2(G,H). The W ∗-crossed product M⋊α G is the smallest von

Neumann algebra in B(H0) containing π(M) and U(G).

For G = Tn0 ⊕Rn1 , the W ∗-crossed product can be written in a similar manner

as in (1.7):

M⋊α G = W ∗
{

π(a)g(D) : a ∈M , g ∈ L∞(Ĝ)
}
, (1.10)

where (π ,U) is the regular representation and D the generator of U as in (1.4) and

(1.9). On the r.h.s. the algebraic closure is taken followed by the weak closure.

Next let us comment on the compatibility of C∗- and W ∗-crossed products. Let

(π ,U) be a regular representation on H0 = L2(G,H) of a C∗-dynamical system

(A,G,α). Then the double commutant π(A)′′ is a von Neumann subalgebra of

B(H0) on which a weakly continuous G-action is defined by

α̃t (π(a)) = U(t)π(a)U(t)∗ , t ∈ G .
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The W ∗-dynamical system (π(A)′′,G, α̃) can hence be considered to be the W ∗-
completion of the C∗-dynamical system. Since π(A) is σ -weakly dense in π(A)′′,
it is possible to verify that

π(A)′′⋊α̃ G =
(
(π×U)(A⋊α G)

)′′

namely C∗- and W ∗-crossed products are compatible. In the following, α̃ will again

simply be denoted by α .

Remark In the W ∗-algebraic case the defining representation is chosen as a regu-

lar representation to ensure uniqueness of the crossed product since the universal

property from the C∗-algebraic case does no longer hold. In particular, a covariant

representation (π ,U) in the sense of Definition 1.2.1 of (M,G,α) on some Hilbert

space H0 does not in general give rise to an integrated representation of M⋊α G on

H0. It is also possible to characterize crossed products more abstractly as so-called

G-products: Given a faithful covariant representation (π ,U) which also represents

G faithfully, one can consider the W ∗-algebra R⊂ B(H0) generated by π(M) and

U(G). That algebra is isomorphic to the crossed product M⋊α G ≃ R if and only

if the dual action of Ĝ (see Section 1.6) can also be implemented on R as a weakly

continuous group of automorphisms [90, 7.10.4]. ⋄

1.3 Invariant traces and GNS representation

This section recalls basic facts about traces on C∗- and von Neumann algebras based

on [41] and extends traces on C∗-algebras to their von Neumann closure and crossed

products associated to a given G-action using the Hilbert algebra approach of [41,

74, 94, 122]. In fact, there is a one-to-one correspondence between (full left) Hilbert

algebras and faithful semi-finite normal weights on (left) von Neumann algebras

[122, Section VII.2].

Let us begin with a few standard definitions. For a C∗-algebra A let A+ be its

positive cone consisting of non-negative elements. If A is not already unital, then

let A∼ be its unitization and the adjoint unit by 1∼. A weight φ on A is a function φ :

A+→ [0,∞] such that φ(λ a) = λ φ(a) for all a∈A+ and λ ∈ [0,∞), and φ(a+b)=
φ(a)+φ(b) for all a,b∈A+. A weight φ is called a trace if in addition φ(uau−1) =
φ(a) for all a∈A and unitaries u∈A∼. Furthermore, a weight φ is called faithful if

φ(a) = 0 implies a = 0 for all positive a ∈A+. It is called finite if φ(a)< ∞ for all

a ∈A+, and lower semi-continuous if φ(a)≤ liminfφ(an) for all norm-convergent

sequences an→ a in A+. A weight φ on a von Neumann algebra M is called semi-

finite if for all a ∈M+

φ(a) = sup
{

φ(b) : b ∈M
+ , b≤ a with φ(b)< ∞

}
,

and it is called normal if for any increasing net (aλ )λ∈Λ with supremum in M
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φ(supaλ ) = supφ(aλ ) .

Let now A
+
φ denote the set of all positive elements a ∈ A+ such that φ(a) < ∞

and call φ densely defined if A+
φ is dense in A

+. The linear span of A+
φ is denoted

Aφ and forms a ∗-subalgebra of A. Any weight φ extends to a linear functional on

Aφ which will be denoted by the same letter. Furthermore, if φ is a densely defined

lower semicontinuous trace on A, then Aφ is a Banach algebra w.r.t. the norm [94]

‖a‖φ = ‖a‖ + φ(|a|) . (1.11)

Next define

A
2
φ = {a ∈A : φ(a∗a)< ∞} ,

which is a left ideal in A containing Aφ and a two-sided ideal if φ is a trace. In the

latter case φ(ab) = φ(ba) for a,b ∈ A2
φ since any element of A can be written as a

linear combination of four unitary elements in its unitization A∼.

The main tool for the construction of traces are Hilbert algebras.

Definition 1.3.1. Let C be a ∗-algebra over C with a scalar product (x|y) which

makes it into a pre-Hilbert space whose completion is denoted by H. Then C is

called a Hilbert algebra, if

(i) (x|y) = (y∗|x∗) for all x,y ∈ C.

(ii) (xy|z) = (y|x∗z) for all x,y,z ∈ C.

(iii) For each x ∈ C, the maps ux,vx : C→ C given by y 7→ xy and y 7→ yx are contin-

uous.

(iv) The set of all products xy is total in C, namely the span of such products is dense

in C.

The maps ux,vx can be continued uniquely to bounded operators on H, thereby

defining two ∗-representations πl and πr of C on H. An element a ∈ H is called

(left-)bounded if there is a bounded operator ua ∈ B(H) such that uax = vxa for

all x ∈ C. The set of all bounded elements of H is again a Hilbert algebra with

product (ua|ub) = 〈a|b〉H, called the full left Hilbert algebra of C and denoted Ĉ

(this is denoted C
′′ in [122], but we feel this to be a bit misleading). To a Hilbert

algebra C, one associates the (left) von Neumann algebra generated by its bounded

elements U(C) = πl(C)
′′ = πl(Ĉ)

′′, where the bicommutant is given by the strong

completion of πl(C) since πl is a non-degenerate representation. The representation

πl : Ĉ→ U(Ĉ) is faithful and can be considered an inclusion, which is compatible

with the respective topologies in such a way that C is mutually dense:

Theorem 1.3.2 ([122], p. 18-19).

(i) The map πl : Ĉ→ U(Ĉ) is closed w.r.t. the subspace topology of Ĉ⊂H and the

strong operator topology on H.

(ii) For φ ∈ Ĉ there is a sequence (φn)n∈N in C such that
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‖φ −φn‖H → 0 , ‖πl(φn)‖ ≤ ‖πl(φ)‖ ,

and πl(φ) = s-limn→∞ πl(φn).

The above algebraic rules can be motivated by the fact that for a C∗-algebra with

a (densely defined) trace T, the image under the (semi-cyclic) GNS representation

πT defines a Hilbert algebra with the usual scalar product (πT(x)|πT(y)) = T(x∗y).
The main result used here is

Theorem 1.3.3 (Chapter I.6.2 of [41] and p. 58 of [122]). Let C be a Hilbert alge-

bra with completion H and the M = U(C) its left von Neumann algebra. Define a

weight φ on M by setting for s ∈M+,

φ(s) =

{
(a|a) , if

√
s = πl(a) for some a ∈ Ĉ ,

∞ , otherwise .
(1.12)

Then φ extends to a semi-finite normal faithful (s.n.f.) trace on M such that

M
2
φ = {x ∈M : φ(x∗x)< ∞} = {x ∈M : x = πl(a) for some a ∈ Ĉ} .

Moreover, φ(πl(a)
∗πl(b)) = (a|b) by polarization.

This theorem allows to extend traces on C∗-algebras to the von Neumann alge-

bras that they generate:

Proposition 1.3.4. Let (A,G,α) be a C∗-dynamical system and T be a densely de-

fined, faithful and lower semi-continuous trace on A. If T is α-invariant, namely

T(αt(a)) = T(a) , ∀ a ∈A
+
T
, t ∈ G ,

then A embeds covariantly into a von Neumann algebra denoted by L∞(A,T) and

α extends to a G-action α̃ on this algebra such that (L∞(A,T),G, α̃) is a W ∗-
dynamical system with a s.n.f. trace on L∞(A,T) which extends T and is invariant

under α̃ .

Proof. Define a scalar product on A2
T

through (a|b) = T(a∗b). This makes A2
T

into

a Hilbert algebra. Clearly, the completion of A coincides with the GNS represen-

tation space HT , on which A is represented faithfully since T is faithful. Then set

L∞(A,T) = πT(A)′′ which also coincides with the von Neumann algebra generated

by the bounded elements of HT . Therefore Theorem 1.3.3 allows to extend T to

L∞(A,T) in the way described there. If T is finite, the extension of the trace is again

finite as T(x)≤ ‖x‖T(1)< ∞ for all x ∈ L∞(A,T).

As T is invariant under α , one has

(αt(a)|αt(a)) = (a|a) , ∀ a ∈A
2
T ,

and hence αt is an isometry on the pre-Hilbert space A2
T

that extends to a unitary

operator V (t) on HT for any t ∈G. As α is strongly continuous on A and T is lower
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semicontinuous, one gets from the standard trace estimates |T(ab)| ≤ ‖a‖T(|b|) and

T(|a+ b|)≤ T(|a|)+T(|b|),

‖a−αt(a)‖2
HT

= T
(
(a−αt(a))

∗(a−αt(a))
)

≤ ‖a−αt(a)‖ 2T(|a|) ,

for all a ∈AT . Hence by density of AT the G-action t 7→V (t) is a strongly contin-

uous action on HT . Therefore the action α can be extended to L∞(A,T) by setting

α̃t(a) =V (t)aV(t)∗. This defines a weakly continuous action since it is already de-

fined through a covariant representation. Finally, as α̃ preserves the scalar product

of HT , the extension of T is also α̃-invariant. ✷

Whenever in the set-up of Proposition 1.3.4, we will use the notation

M = L∞(A,T) ,

for the associated von Neumann algebra with s.n.f. trace T, identify A⊂ L∞(A,T)
and denote α̃ = α by the same symbol for simplicity. Note that M is a subalgebra

πT(A)′′ of the bounded operators B(HT) on the GNS-Hilbert space HT and that

the extension α̃ of α is constructed as in Section 1.2.

Just as for a general semi-finite von Neumann algebra M, it is now possible to

construct non-commutative Lp-spaces as described in Appendix A.2. These spaces

are denoted by Lp(M) for 0 < p≤ ∞ and the (quasi-)norm therein by ‖ .‖p. For the

Hilbert space L2(A,T) = L2(M) the construction above can be described concisely

as follows:

Proposition 1.3.5. The GNS-Hilbert space HT is isomorphic to L2(A,T) in such

a way, that the image of the full left Hilbert algebra of A2
T

under πl is equal to

L∞(A,T)∩L2(A,T).

Proof. From the definition of the trace, one has ‖πl(h)‖2 = ‖h‖
HT

for every

bounded element of HT and hence πl extends to an isometry πl : HT → L2(A,T).
Likewise, one can associate to every x ∈ L∞(A,T)+ ∩L2(A,T) a bounded element

of h ∈HT such that πl(h) = x and hence the image of πl is dense in L2(A,T) by

polarization. ✷

In the following let (M,G,α) be a W ∗-dynamical system with an α-invariant

s.n.f. trace T, which is not necessarily constructed from a C∗-dynamical system as

above. The α-invariance of T implies that the action α is isometric on L∞(M)∩
Lp(M) and hence extends to an isometric action on Lp(M) which is denoted by

α(p).

Proposition 1.3.6 (Lemma 13.4 in [80]). The action α(p) : G× Lp(M)→ Lp(M)
is strongly continuous w.r.t. the Lp-norm for 1≤ p < ∞.

Let us note that by definition

α(p)|M∩Lp(M) = α|M∩Lp(M) . (1.13)
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and hence we will often drop the superscript. Note that M is faithfully represented

on L2(M) by left-multiplication in the sense of T-measurable operators (see Ap-

pendix A.2), which also coincides with the GNS-representation under the identi-

fication HT ≃ L2(M). In the particular case p = 2, α(2) is therefore a strongly

continuous unitary group on a Hilbert space which we denote by t ∈G 7→V (t), just

as in the proof of Proposition 1.3.4 above. The strongly continuous unitary group

t ∈G 7→V (t) on L2(M) has again a set of generators X = (X1, . . . ,Xn) defined as in

(1.4) by

V (t) = e2π ıX ·t , X · t =
n

∑
j=1

X jt j . (1.14)

Proposition 1.3.7. The GNS representation πT of M onHT = L2(M) is a covariant

representation (πT,V ) of the W ∗-dynamical system (M,G,α).

Proof. By definition, any x ∈ L2(M) is an L2-limit of a sequence (bm)m≥1 in M2
T

.

Then for any a ∈M,

πT(a)x = L2- lim
m

abm , α
(2)
t (x) = L2- lim

m
αt(bm) .

Hence

πT(αt(a))x = L2- lim
m

αt(a)bm

= L2- lim
m

αt

(
aα−t(bm)

)

= α
(2)
t

(
πT(a)α

(2)
−t (x))

)
,

namely the covariance relation. The strong continuity holds by Proposition 1.3.6. ✷

Let us note that assuming the conditions of Proposition 1.3.4 and M= L∞(A,T)
the covariant representation (πT ,V ) leads to a representation formula (1.3) of the

C∗-algebraic crossed product A⋊α G on the GNS-Hilbert space, namely

(πT×V)( f ) =

∫

G
πT( f (t))e2π ıX ·t dt , f ∈Cc(G,A) . (1.15)

Let us also note that if T is a finite trace, the GNS representation has the cyclic

vector Ω = πT(1) and

V (t)(πT(a)Ω) = πT(αt(a))Ω , a ∈M .

1.4 Arveson spectrum and spectral decomposition

In the proceeding sections there appeared various isometric (abelian) G-actions on

Banach spaces, namely the automorphic action on a C∗-algebra A, its extension to

a von Neumann M and the extensions α(p) to non-commutative Lp-spaces. This
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section, basically a review of [9] and Chapter XI in [122], discusses the spectral

analysis w.r.t. any of these actions. Throughout again G = Tn0 ⊕Rn1 with n = n0 +
n1.

Hence let E be a Banach space with a linear isometric G-action β that is assumed

to be strongly continuous for simplicity (as explained in [122], weaker notions of

continuity are also sufficient, in particular σ -weak continuity if E is a von Neumann

algebra). For any f ∈ L1(G), let us define a bounded operator β f ∈B(E) on E as a

Riemann integral:

β f (x) =

∫

G
f (t)βt(x)dt , x ∈ E . (1.16)

For every fixed x∈E , this gives a representation of the convolution algebra (L1(G),∗)
on E , namely for f ,g ∈ L1(G) and λ ∈ C,

β f+λ g(x) = β f (x)+λ βg(x) , β f (βg(x)) = β f∗g(x) . (1.17)

Next let FA(Ĝ) = FL1(G)⊂C0(Ĝ) denote the Fourier algebra on Ĝ with pointwise

multiplication. The action of a function f ∈ FA(Ĝ) is written as

f̂ ∗ x = β
F−1 f (x) . (1.18)

It defines a bounded linear operator on E with operator norm in B(E) bounded by

∥∥ f̂ ∗ ·
∥∥ ≤

∥∥F−1 f
∥∥

1
. (1.19)

In the classical case where E is a space of functions on Rn for which the Fourier

transform is densely defined and β is the shift, the operator f̂ ∗ for f ∈ FA(Rn) is

called a Fourier multiplier. In the general case, let us note that by (1.17)

( f +λ g)∧ ∗ x = f̂ ∗ x + λ ĝ∗ x , f̂ ∗ (ĝ∗ x) = f̂ g ∗ x . (1.20)

This in turn implies that

I(x) = { f ∈ FA(Ĝ) : f̂ ∗ x = 0}

is for any x ∈ E an ideal in FA(Ĝ). Arveson’s β -spectrum of x is the corresponding

zero point set:

Definition 1.4.1. For an isometry G-action β on a Banach space E, Arveson’s β -

spectrum σβ (x) of x ∈ E is defined by

σβ (x) = {λ ∈ Ĝ : f (λ ) = 0 ∀ f ∈ I(x)} .

The following basic result is used freely below.

Proposition 1.4.2 ([9, 122]). For f ∈ FA(Ĝ) and x ∈ E,



1.4 Arveson spectrum and spectral decomposition 21

σβ ( f̂ ∗ x) ⊂ supp( f ) .

Let us now consider the cases that are relevant for our application, namely of a

W ∗-dynamical system (M,G,α) with an invariant s.n.f. trace T and an isometric

action α(p) on the associated non-commutative Lp-space Lp(M). For an element

a ∈M∩Lp(M), there are then two Arveson spectra, which due to (1.13) and (1.16)

are equal:

Proposition 1.4.3. For a ∈M∩Lp(M), one has σα(a) = σα(p)(a).

Next let us focus on the case of the Hilbert space E = L2(M), even though all

the formulas and facts below hold for a general Hilbert space. As already noted in

(1.14), Stone’s theorem then implies α
(2)
t = e2π ıX ·t for some commuting selfadjoint

generators X = (X1, . . . ,Xn). This spectral decomposition of X gives a direct integral

decomposition

L2(M) =

∫ ⊕

σ(X)
µ(dλ )Hλ , (1.21)

with Hilbert spaces Hλ and a Borel-measure µ (the spectral measure of X) on the

spectrum σ(X)⊂ Ĝ of X . Hence any a ∈ L2(M) has a ”Fourier”-decomposition

a =

∫ ⊕

σ(X)
µ(dλ ) aλ , (1.22)

with aλ a section of the field of Hilbert spaces (Hλ )λ∈σ(X). The decomposi-

tion (1.22) is only defined uniquely up to null sets w.r.t. µ . The domain σ(X) of

the integral in (1.22) can, moreover, be replaced by the µ-a.s. support of aλ which

coincides with the Arveson spectrum σα(2)(a) and thus, due to Proposition 1.4.3,

also with σα(a). Note that this is a decomposition (1.22) of a as a vector in the

Hilbert space L2(M) and not as a linear operator, namely the multiplication law

cannot in general be written in terms of the components aλ . However, one has

α
(2)
t (a) =

∫ ⊕

σα (a)
µ(dλ ) e2π ıt·λ aλ , a ∈M∩L2(M) . (1.23)

More generally, the action (1.18) of f ∈ L1(Ĝ) can be expressed by functional cal-

culus of the generator X :

f̂ ∗ a = f (X)a =

∫ ⊕

σα (a)
µ(dλ ) f (λ )aλ , a ∈M∩L2(M) . (1.24)

Let us note that if T is a finite trace, then in particular M⊂ L2(M) and hence every

a ∈M has a Fourier decomposition (1.22).
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1.5 Dual traces on crossed products

In this section let (M,G,α) be a W ∗-dynamical system with an abelian n-parameter

group G and a von Neumann algebra M with a s.n.f. trace T that is left invariant

by α . One can then canonically construct a s.n.f. trace T̂α on the crossed product

M⋊α G which is invariant under both α and the so-called dual action α̂ .

Definition 1.5.1. Let (M,G,α) be W ∗-dynamical system with abelian group G and

dual group Ĝ. There is a weakly continuous action α̂ : Ĝ→ Aut(M⋊α G) which

acts on the generators by

α̂k

(
π(a)

)
= π(a) , ∀ a ∈M,k ∈ Ĝ

and

α̂k

(
U(t)

)
= 〈k, t〉U(t) , ∀ t ∈ G,k ∈ Ĝ .

To define the dual trace one can apply a construction similar to Proposition 1.3.4.

Proposition 1.5.2. Let (M,G,α) be a W ∗-dynamical system with an α-invariant

s.n.f. trace T. The crossed product M⋊α G has a s.n.f. trace T̂α that is left invariant

by the dual action α̂ and is called the dual trace.

Proof. We only describe the construction and refer to [122] for technical details.

Consider the space Cc(G,M) of σ∗-strongly continuous functions of compact sup-

port which is a ∗-algebra with the algebraic relations as in (1.1)

( f g)(t) =

∫

G
f (s)αs(g(t−s))ds , f ∗(t) = αt( f (−t)∗) , f ,g∈C . (1.25)

Define the ∗-subalgebra

C(G,M) = span{MT ·Cc(G,M)} ∩ span{Cc(G,M) ·MT} , (1.26)

with the algebraic span and MT acting by pointwise left respectively right multipli-

cation. The elements of C(G,M) are again in Cc(G,M) and define a Hilbert algebra

with the scalar product

( f |g)G = T
(
( f ∗g)(0)

)
=

∫

G
T
(

f (s)∗g(s)
)

ds , (1.27)

where the integral is w.r.t. a Haar-measure on G. The Hilbert space completion of

C(G,M) is then isomorphic to L2(G,HT) in such a way that its left von Neumann

algebra U(C(G,M)) coincides with the crossed product M⋊α G in the left regular

representation. Theorem 1.3.3 then defines a trace T̂α on the crossed product. As

the dual action α̂ acts on f ∈ C(G,M) as (α̂k f )(s) = 〈k,s〉 f (s), the scalar product

( f |g)G is α̂-invariant on a dense subset of L2(G,HT). Hence the dual trace T̂α is

also α̂-invariant. ✷
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The trace T̂α for a locally compact group is only determined uniquely up to a

choice of normalization of the Haar measure which here is fixed as in the preamble

of Chapter 1. In the following we simply write

N = M⋊α G

for the W ∗-crossed product and always equip it with the above s.n.f. trace T̂α

whenever M has a trace. It is now possible to construct Lp-spaces Lp(N), again

as in Appendix A.2. Noting that C(G,M) consists of functions that take values in

L2(M)∩M, it is possible to give a better description of L2(N) = L2(M⋊α G, T̂α):

Lemma 1.5.3. One has L2(G,L2(M)) ≃ L2(N) where the isomorphism is densely

defined through

(π×U) : f ∈ C(G,M) 7→
∫

G
π( f (t))U(t)dt , (1.28)

with (π ,U) the regular representation associated to πT and the integral understood

in the strong operator topology. In particular, for any b̂ ∈ L2(N)∩N, there exists

f ∈ L2(G,L2(M)) and a sequence ( fn)n∈N in C(G,M) such that fn → f and b̂ =
s-limn→∞

∫
G π( fn(t))U(t)dt.

Proof. The left representation πl : C(G,M)→U(C(G,M)) =M⋊α G of the Hilbert

algebra C(G,M) is defined exactly by the same formula as the integrated representa-

tion (1.28) (see [122, Lemma X.1.8]), however, the integral must now be understood

in the σ∗-strong sense. By the same reasoning as in Proposition 1.3.5, the map ex-

tends to an isomorphism of the L2-spaces such that the image of the full left Hilbert

algebra Ĉ(G,M) coincides with L2(N)∩N. Hence the last statement is the content

of Theorem 1.3.2(ii). ✷

Any faithful covariant representation of N also comes with an induced repre-

sentation (1.28) of the Hilbert algebra C̃(G,M) = (π ×U)(C(G,M)) and in or-

der to compute the trace of an element f ∈ L1(N), one has to find a factorization

f = πl(h)
∗πl(g) with g,h ∈ Ĉ(G,M), i.e. elements of H corresponding to elements

of N2

T̂α
, which then implies

T̂α( f ) = (g|h)G .

If G is a n-parameter group this can be done canonically, at least on the generators

of the crossed product [74]:

Proposition 1.5.4. Let G = Tn0 ⊕Rn1 , (M,G,α), T as in Proposition 1.5.2, N as

defined above and D = (D1, . . . ,Dn) the generators of U as in (1.4). In terms of the

Haar measure dk on Ĝ with a normalization fixed by the Plancherel formula (1.5),

one has

T̂α

(
g(D)π(a∗b)h(D)

)
= T(a∗b)

∫

Ĝ
g(k)h(k)dk , (1.29)

for g,h ∈ L2(Ĝ)∩L∞(Ĝ) and a,b ∈M2
T

.
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Proof. In view of Lemma 1.5.3 and by the density of F(Cc(G)) in L2(G) it will be

enough to prove this for g,h ∈ F(Cc(G)) and a,b ∈M∩L2(M). One can then write

π(a)g(D) = (π×U)(a · (F−1g)) =

∫

G
π(a)(F−1g)(t)U(t)dt

and similarly for π(b)h(D). Hence one has

T̂α

(
g(D)π(a∗b)h(D)

)
= (π(a)(F−1g)(·)|π(b)(F−1h)(·))G

=

∫

G
T

(
a∗b(F−1g)(s) (F−1h)(s)

)
ds

= T(a∗b)
∫

G
(F−1g)(s) (F−1h)(s)ds

= T(a∗b)
∫

Ĝ
g(k)h(k)dk ,

as the measure on Ĝ is normalized such that the Plancherel theorem holds without

an additional constant. ✷

Another refinement of the trace formula (1.29) is given by:

Corollary 1.5.5. For a ∈ L1(M)∩M and f ∈ L1(Ĝ)∩L2(Ĝ) such that π(a) f (D) ∈
L1(N), one has

T̂α

(
π(a) f (D)

)
= T(a)

∫

Ĝ
f (k)dk . (1.30)

Proof. For a sequence (gm)m∈N of uniformly bounded Borel functions gm ∈ L2(Ĝ)
that converges pointwise to 1 ∈ L∞(Ĝ), one has s-limm→∞ gm(D) = 1 and hence by

the normality of the trace

T̂α

(
π(a) f (D)

)
= lim

m→∞
T̂α

(
gm(D)π(a) f (D)

)

= lim
m→∞

T̂α

(
gm(D)π(ub∗)π(b) f (D)

)

= lim
m→∞

T(ub∗b)
∫

Ĝ
gm(k) f (k)dk

= T(a)

∫

Ĝ
f (k)dk

where the polar decomposition of a was used to factor a = ub∗b with b =
√
|a| and

u a partial isometry and then Proposition 1.5.4 was applied. ✷

Let us note that the dual action α̂ generates translations on functions of D, namely

α̂k(h(D)) = h(D+ k) , h ∈ L2(Ĝ)∩L∞(Ĝ) .

Replacing in (1.29) shows again that the dual trace is invariant under the dual action.

The definition of the dual trace gives us a complete description of

L2(N) = L2(M⋊α G, T̂α) ≃ L2(G,HT)
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and, in particular, the L2-norm. In the following also the other non-commutative Lp-

spaces Lp(N) will be needed. In these cases it becomes impossible to compute the

norm in terms of the generators of M⋊α G because it involves functional calculus.

For products of the generators we obtain a simple estimate:

Proposition 1.5.6. Let 2≤ p ≤∞ and f ∈ Lp(Ĝ). The map

(a, f ) ∈ (M∩Lp(M)) × (L∞(Ĝ) ∩ Lp(Ĝ)) 7→ π(a) f (D) ∈ N

is Lp(M)×Lp(Ĝ)→ Lp(N)-bounded with

‖π(a) f (D)‖p ≤ ‖a‖p ‖ f‖p . (1.31)

For p = 2, one even has equality

‖π(a) f (D)‖2 = ‖a‖2 ‖ f‖2 . (1.32)

Proof. For p = ∞, the estimate (1.31) is obvious and for p = 2 it follows from the

trace formula (1.29). The claim for all 2≤ p≤∞ follows from the non-commutative

Riesz-Thorin theorem A.3.2 by noting that the r.h.s. of (1.31) is the norm of the non-

commutative Lp-space (Lp(M)⊗Lp(Ĝ),T⊗ ∫ dk). ✷

The bound (1.31) allows to interpret some products of unbounded elements of

Lp(M) and Lp(Ĝ) as their images under the bounded extension of the map (a, f ) 7→
π(a) f (D). Let us note that the classical estimates for the singular values of integral

operators of the type f (X)g(−ı∇) are a special case since they arise from the crossed

product L∞(R)⋊λ R with λ being right translation. Hence the range of p cannot be

extended to 0< p< 2 with the same r.h.s. [118, Chapter 4], instead one must impose

some more stringent conditions. We will return to this issue in Section 3.1.

1.6 Dual action and duality of crossed products

On a C∗-crossed product with an abelian group G one also has a dual action which

is again strongly continous [106].

Definition 1.6.1. The dual action α̂ : Ĝ→ Aut(A⋊α G) of the dual group Ĝ on a

crossed product A⋊α G is defined by

α̂k

(
iA(a) iG( f )

)
= iA(a) iG(〈k, ·〉 f ) , k ∈ Ĝ , a ∈A , f ∈Cc(G) .

One can therefore construct the crossed product A⋊α G⋊α̂ Ĝ leading to the peri-

odicity result (see again [106] for a short proof):

Theorem 1.6.2 (Takai duality). The second crossed product A⋊α G⋊α̂ Ĝ is iso-

morphic to A⊗K(L2(G)) where K(L2(G)) denotes the compact operators on

L2(G). The isomorphism iT : A⋊α G⋊α̂ Ĝ→A⊗K(L2(G)) can be chosen in such
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a way that the second dual action ˆ̂α acts as α ⊗AdρG
, with ρG the regular repre-

sentation of G on L2(G), i.e. acting by translation.

Next let us consider the dual action α̂ : Ĝ→ Aut(M⋊α G) on the W ∗-crossed

product M⋊α G as defined in Definition 1.5.1 for M⋊α G defined using a left

regular representation on L2(G,H) denoted by (πα ,Uα). The dual action is spatially

implemented by the strongly continuous group of unitaries

(Ûα̂(k)φ)(t) = 〈k, t〉φ(t) , k ∈ Ĝ , φ ∈ L2(G,H) , t ∈ G ,

with

α̂k(x̂) = Ûα̂(k) x̂Ûα̂(k)
∗ , ∀ x̂ ∈M⋊α G .

The dual action also defines a W ∗-dynamical system (M⋊α G, Ĝ, α̂) and one has:

Theorem 1.6.3 (Takesaki duality [120]). The second W ∗-crossed product M⋊α

G⋊α̂ Ĝ is isomorphic to M⊗B(L2(G)), with the second dual action ˆ̂α again acting

as α⊗AdρG
.

If T is an α-invariant s.n.f. trace on M, then the second dual trace
ˆ̂
T = (̂T̂α)α̂ is

carried by the isomorphism into T⊗Tr with Tr the usual trace on B(L2(G)).

For further use, the isomorphism is now described in some detail. Suppose that

M is acting on a Hilbert space H and let the crossed product M⋊α G be defined

on L2(G,H) as the W ∗-span of the covariant representation (πα ,Uα). The second

crossed product is then defined on L2(Ĝ)⊗L2(G,H) as the W ∗-algebra generated

by a regular representation πα̂ of M⋊α G and a representation Ũα̂ of Ĝ, or given in

terms of generators a ∈M, s, t ∈ G, k,q ∈ Ĝ acting on φ ∈ L2(G× Ĝ,H) by

((πα̂ ◦πα)(a)φ)(t,k) = α−t(a)φ(t,k) ,

(πα̂(Uα(s))φ)(t,k) = 〈k,s〉φ(t− s,k) , (1.33)

(Ũα̂(q)φ)(t,k) = φ(t,k− q) .

The isomorphism Ψ : M⋊α G⋊α̂ Ĝ→M⊗B(L2(G)) acts by mapping the gener-

ators on L2(G× Ĝ,H) to operators in the regular representation on L2(G,H)

Ψ((πα̂ ◦πα)(x)) = πα(x) , Ψ(πα̂(Uα(s))) = Uα(s) , Ψ(Ũα̂(q)) = Ûα̂(q) .

To see that those operators generate M⊗B(L2(G)), one needs to exhibit the

commutating representations of M⊗ 1 and 1⊗B(L2(G)). An approximation ar-

gument shows that the identical representation M⊗ 1 is contained in the image

Ψ(M⋊α G ⋊α̂ Ĝ) (even though there is apparently no convenient expression in

terms of the generators) and since the covariant pair Uα , Ûα̂ satisfies the Heisenberg-

Weyl commutation relations, its W ∗-span is naturally isomorphic to 1⊗B(L2(G)).

Let us now verify the relation for the second dual trace. In view of the Hilbert

algebra construction, the second dual trace
ˆ̂
T is uniquely defined by the fact that for

an element ˆ̂x ∈M⋊α G⋊α̂ Ĝ of the form
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ˆ̂x =

∫

G×Ĝ
πα( f (s,k))πα̂ (Uα(s))Ûα̂ (k)dsdk

with f ∈ L2(G× Ĝ,L2(M)), one has

ˆ̂
T( ˆ̂x∗ ˆ̂x) =

∫

G×Ĝ
T(| f (s,k)|2)dsdk .

Indeed, Ψ ( ˆ̂x) is an M-valued integral operator on L2(G,H)

(Ψ( ˆ̂x)φ)(t) =

∫

G×Ĝ
α−t( f (s,k))〈k, t − s〉φ(t− s)dsdk

=

∫

G

(∫

Ĝ
α−t( f (t− s,k))〈k,s〉dk

)
φ(s)ds

with integral kernel

K(t,s) =

∫

Ĝ
α−t( f (t− s,k))〈k,s〉dk

One can then compute for f smooth and rapidly decaying

(T⊗Tr)(Ψ ( ˆ̂x∗ ˆ̂x))

=
∫

G2
T(|K(s, t)|2)dt ds

=

∫

G2
T

(∫

Ĝ2
α−t( f (t− s,k1)

∗ f (t− s,k2))〈k1− k2,s〉dk1 dk2

)
dt ds

=

∫

G2

∫

Ĝ2
T ( f (t− s,k1)

∗ f (t− s,k2))〈k1− k2,s〉dk1 dk2 dt ds

=

∫

G2

∫

Ĝ2
T ( f (t,k1)

∗ f (t,k2)) 〈k1− k2,s〉dk1 dk2 dt ds

=

∫

G

∫

Ĝ
T ( f (t,k)∗ f (t,k)) dk dt

= ˆ̂
T( ˆ̂x∗ ˆ̂x).

For the Takai duality one can write down the same algebraic relations as above if

one considers A to be acting on H and the crossed product in a regular representa-

tion on L2(G,H), with the difference that the generators (1.33) are in general only

multipliers in M(A⋊α G⋊α̂ Ĝ). A norm dense subset of A⋊α G⋊α̂ Ĝ is then given

by the elements of the form

ˆ̂a =

∫

G×Ĝ
πα( f (s,k))πα̂ (Uα(s))Ûα̂ (k)dsdk ,

with f ∈ Cc(G× Ĝ,A) and the Takai isomorphism iT : A⋊α G ⋊α̂ Ĝ → A⊗
K(L2(G)) is densely defined by the same formula as Ψ , i. e.
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iT
(

ˆ̂a
)
=

∫

G×Ĝ
f (s,k)Uα (s)Ũα̂ (k)dsdk .

The image of iT consists of A-valued integral operators and can through an approx-

imation argument be identified with A⊗K(L2(G)) [106].

1.7 Spaces of differentiable elements

As a preparation for Chapter 2, we consider here an isometric G-action β on a gen-

eral Banach space E . The group is still restricted to be G = Tn0⊕Rn1 and in our ap-

plications later on E will be either A, or AT (in Chapter 4) or the non-commutative

Lp-spaces Lp(M) (for Chapter 2). For the purposes of this section we consider the

G-action as a Zn0-periodic Rn-action.

The action β is called strongly continuous if the map t ∈ G 7→ βt(x) is norm-

continuous for every x ∈ E . If E has a pre-dual E∗, then the action is called weak∗

continuous if t ∈G 7→ φ(βt(x)) is continuous for any x∈E and φ ∈ E∗. In this work,

we only consider weak∗ continuous actions in the case of von Neumann algebras, on

which the notions of weakly, σ -weakly and σ -strongly continuous actions coincide

since orbits are uniformly norm-bounded.

For the subgroup generated by v ∈ Rn, the directional derivation is defined by

∇vx =
−1

2π
lim
ε→0

βvε(x)− x

ε
(1.34)

with the domain given by all elements for which the limit exists in norm respectively

in the weak∗ sense. If E is a Banach algebra and β an algebra homomorphism then

∇v is a derivation. Next let us define spaces of differentiable elements. For e1, . . . ,en

being the standard basis of the Lie algebra of G, let ∇1, . . . ,∇n be their associated

derivations defined as above. Then the subspaces of the m-times differentiable

Cm(E,β ) =
{

x ∈ E : x ∈Dom (∇i1 · · ·∇ik) ∀ 0≤ k ≤ m , i1, . . . , ik ∈ {1, . . . ,n}
}
,

and the subspace of smooth elements is

C∞(E,β ) =
⋂

m∈N
Cm(E,β ) .

It is well known that the smooth subspaces are norm-dense respectively σ -weakly

dense in E [21, 22]. Furthermore Cm(E,β ) is a Banach space in the norm

‖x‖β ,m = ∑
0≤| j|≤m

∥∥∇ jx
∥∥ ,

with multi-indices j and ∇ j =∇ j1 · · ·∇ jk . The same family of norms makes C∞(E,β )
into a Frechét space.
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Let now E =A be a C∗-algebra with a strongly continuous isomorphic action α
and a densely defined, faithful, lower semi-continuous and α-invariant trace T. One

can associate to A different hierarchies of differentiable elements, for one there are

the above differentiable elements Cm(A) in the norm or uniform sense. Moreover,

there is the generated von Neumann algebra M = L∞(A,T) with weak∗ continuous

action α and differentiable elements in the weak∗ sense. If α is spatially imple-

mented, i.e αt = Adexp(2π ıX ·t), then the weak∗ differentiable elements can be char-

acterized as those elements a∈M for which [v ·X ,a] is densely defined and extends

to a bounded operator [22] for all v ∈ Sn. The normalization of (1.34) was adjusted

such that ∇va =−ı[v ·X ,a] in that case.

Let the C∗-algebra A now be equipped with a densely defined lower semicontin-

uous trace T and a G-action α that leaves T invariant. Then α restricts to a strongly

continuous isometric action on the Banach algebra E = AT with norm ‖·‖
T

from

(1.11), see Section 1.3. Hence one define the Fréchet algebra

AT,α = C∞(AT ,α)

where differentiability is considered in the norm ‖·‖
T

. A fairly general argument

shows that AT,α is dense in A and invariant under holomorphic functional calculus

and hence all elements of K j(A) can be represented by projections respectively

unitaries in matrix algebras over AT,α [35, 36]. The Fréchet algebra AT,α turns out

to be a natural domain for the smooth Chern character, see Section 4.3 below.

There is yet another way to apply the above construction. Proposition 1.3.6 im-

plies that the smooth elements w.r.t. the action α(p) are dense in Lp(M). One can

now define the next hierarchy, namely the non-commutative Sobolev spaces

W m
p (M) = Cm(Lp(M),α(p)) ,

with norms

‖x‖Wm
p

= ∑
0≤| j|≤m

∥∥∇ jx
∥∥

p
. (1.35)

If T is finite, one has W m
p (M)⊂W m

q (M) for all p > q. Let us stress that in the non-

commutative setting there is in general no Sobolev lemma, that is elements from

W m
p (M) are not necessarily norm-differentiable or embed into M even if m is large.

All these constructions also apply and will be used for differentiable elements of the

crossed products A⋊α G and M⋊α G and their associated Sobolev spaces, since the

dual trace T̂α is again α-invariant.



Chapter 2

Besov spaces for isometric G-actions

Classical Sobolev, Besov and Triebel-Lizorkin spaces measure smoothness and inte-

grability properties of functions on Rn simultaneously. From several points of view,

the Besov spaces are particularly well-behaved [124] which is why they appear nat-

urally in numerous contexts. Relevant for the present context is Peller’s charac-

terization of traceclass properties of Hankel operators by Besov regularity of their

symbols [93]. Furthermore, it is remarkable that in trace theorems there is no loss of

Besov regularity (other than for Sobolev spaces) [124]. Several results on classical

Besov spaces have been extended to the rotation algebra, also called a quantum torus

[32, 129]. For the bulk-boundary correspondence as described in the introduction,

the regularity of Rn-actions on a von Neumann algebra and their associated crossed

products algebras has to be analyzed. Many techniques from [129] can be trans-

posed to this case. In particular, a finite difference characterization (à la Zygmund)

of the non-commutative Besov spaces will be proved below, as well as an extension

of Peller’s results [93, 92] to the present context.

2.1 Motivation, definition and basic properties of Besov spaces

While only Besov spaces for Rn-actions on non-commutative Lp-spaces associated

to a finite von Neumann algebra will be used later on, it is natural to introduce them

in the slightly more general framework of abelian actions on Banach spaces already

described in Section 1.4. Hence let E be a Banach space with a linear isometric

Rn-action β . We assume that β is either strongly continuous, weakly continuous

or weak∗-continuous (w.r.t. a pre-dual E∗), i.e. assume that the orbits under β are

continuous in the respective topology. For brevity we call an action continuous if

it is continuous in any of those senses. Recall the definition (1.18) of the (Fourier

multiplier) action f̂ ∗ x = β
F−1 f (x) of a function f ∈ FA(Rn) on x ∈ E . The bound

‖ f̂ ∗ ·‖ ≤ ‖F−1 f‖1 given in (1.19) as well as the linearity (1.20) in f hold for any

continuous action. Also for ( fε )ε>0 an approximate unit for the convolution algebra

L1(Rn) one has

30
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lim
ε→0

F̂ fε ∗ x = x , ∀ x ∈ E ,

with convergence in norm, respectively the weak(∗)-topology (see e.g [122, Lemma

XI.1.3]). The modern definition of classical Besov spaces uses smooth Littlewood-

Payley decompositions of Fourier multipliers from FA(Rn) [124]. It will now be

extended to isometric Rn-actions on a Banach space. Let ϕ : R→ [0,1] be a smooth

function with support [−2,−2−1]∪ [2−1,2] such that for all x ∈R\ {0}

∑
j∈Z

ϕ(2− jx) = 1 .

Given a smooth function ψ : R→ [0,1] with support [−2,−2−1]∪ [2−1,2], this nor-

malization condition can always be achieved by setting

ϕ(x) = ψ(x)

(
∑
j∈Z

ψ(2− jx)

)−1

.

For any such ϕ one now introduces the so-called dyadic decomposition (Wj) j∈N by

Wj(t) = ϕ(2− j|t|) for t ∈ Rd , j > 0 , W0 = 1−∑
j>0

Wj (2.1)

with the abbreviation |t|= ‖t‖2 generally for both t ∈ Zn0 ⊕Rn1 and t ∈ Tn0 ⊕Rn1 .

Note that all Wj are smooth functions and are supported by the annulus

{t ∈Rn : 2 j−1 ≤ |t| ≤ 2 j+1} .

In particular, Wj ∈ FA(Rn). As the Wj form a partition of unity one has

x =
∞

∑
j=0

Ŵj ∗ x, ∀ x ∈ E (2.2)

with convergence in norm for a strongly continuous action and in the weak(-∗)-sense

for a weak(-∗)-continuous action.

Definition 2.1.1. Given q ∈ [1,∞), s > 0 and a dyadic decomposition (Wj) j∈N as

above, the Besov norm of x ∈ E is defined by

‖x‖Bs
q(E,β )

=
(

∑
j≥0

2qs j ‖Ŵj ∗ x‖q
E

) 1
q
, ‖x‖Bs

∞(E,β )
= sup

j≥0

2s j
∥∥∥Ŵj ∗ x

∥∥∥
E
.

The Besov space of scale s and q is then

Bs
q(E,β ) =

{
x ∈ E : ‖x‖Bs

q(E,β )
< ∞

}
.
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The group action β and thus the dimension of the Rd-action will be omitted for

notational convenience if it is clear from the context. Furthermore let 0Bs
q(E) denote

the subset of Bs
q(E) consisting of those elements for which the sequence (Ŵj ∗ x) j∈N

has only finitely many non-zero elements.

Intuitively, the parameter s measures the (fractional) order of the smoothness

while q fixes the ℓq-norm used to measure the sequence (2s j ‖Ŵj ∗x‖E) j≥0. Elemen-

tary properties are the inclusions

Bs′
q (E) ⊂ Bs

q(E) , s ≤ s′ , (2.3)

and

Bs
q(E) ⊂ Bs

q′(E) , q ≤ q′ , (2.4)

which are inherited from the corresponding inclusions of the sequential ℓq-spaces.

If E is the classical function space Lp(Rn,E) with values in a Banach space E

equipped with the Lp-norm and the shift action β , then the above definition of Bs
q(E)

reduces to the classical vector-valued inhomogeneous Besov space Bs
p,q(R

n,E),
however, in a reformulation due to Peetre (see the first chapter of [124] for a his-

toric account). Another special case of the above construction are Besov spaces

on Lp(Rn) associated to selfadjoint operators [62]. The original definition used an

equivalent Besov norm based on finite differences, similar to what is described in

Section 2.2 below. As in the classical theory, one can prove that the set Bs
q(E) is

independent of the choice of ϕ . Let us add that it is also possible to consider the

cases s < 0 and q < 1, but then one has to deal with distributions and quasi-Banach

spaces.

It is apparent from the definition that the Besov norm is tightly linked to sequence

space in E which for s > 0, q ∈ [1,∞] are defined by

ℓq
s (E) =

{
x ∈ EN : ‖x‖ℓq

s (E)
< ∞

}
, (2.5)

with norms for q ∈ [1,∞) and ∞ respectively given by

‖x‖ℓq
s (E)

=
(

∑
j≥0

2s jq
∥∥x j

∥∥q

E

) 1
q
, ‖x‖ℓ∞

s (E)
= sup

k≥0

2s j
∥∥x j

∥∥
E
.

These are Banach spaces with nice behavior w.r.t. complex interpolation, see [14,

Section 5.6] and Appendix A.3. The link is established via the linear map

η : Bs
q(E) → ℓq

s (E) , η(x) =
(

Ŵj ∗ a
)

j≥0
, (2.6)

is well-defined, injective and isometric, that is ‖x‖Bs
q(E,β )

= ‖η(x)‖ℓ∞
s (E)

. This allows

us to prove the following property.

Proposition 2.1.2. (Bs
q(E),‖ ·‖Bs

q(E)
) is a Banach space and ‖x‖E ≤C‖x‖Bs

q(E)
.
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Proof. Applying to (2.2) the triangle and Hölder inequality for the sequence spaces,

‖x‖E ≤ ∑
j≥0

‖Ŵj ∗ x‖E ≤ (1− 2−sp)−
1
p

(
∑
j≥0

2qs j‖Ŵj ∗ x‖q
E

) 1
q
= C ‖x‖Bs

q(E)

for 1 = 1
p
+ 1

q
(note that this requires that indeed s > 0). Hence ‖x‖Bs

q(E)
= 0 im-

plies x = 0. Next let us use the isometric map η defined in (2.6). Hence the triangle

inequality for ‖·‖Bs
q(E)

is nothing but the Minkovski inequality in ℓq
s (E). Complete-

ness is now checked similarly as in [129, Proposition 3.3]. If (xn)n≥1 is a Cauchy-

sequence in Bs
q(E), then (η(xn))n≥1 is a Cauchy sequence in the Banach space

ℓq
s (E). Hence it is convergent to some y= (y j) j≥0 ∈ ℓq

s (E). Thus E- limn Ŵj ∗xn = y j

for any j ≥ 0. Now set

x = ∑
j≥0

y j .

This sum is norm-convergent in E since (y j) j≥0 ∈ ℓ
q
s (E) ⊂ ℓ

q
0(E) for s ≥ 0. Since

the multipliers are norm-bounded

∥∥∥Ŵj ∗ ·
∥∥∥≤ 1 and thus continuous, one also has

Ŵj ∗ x = ∑
i≥0

Ŵj ∗ yi

= lim
n→∞

∑
i≥0

Ŵj ∗ (Ŵi ∗ xn)

= lim
n→∞

∑
i≥0

(WjWi)
∧ ∗ xn

= lim
n→∞

Ŵj ∗ xn

= y j .

Therefore η(x) = y. As η is isometric, xn→ x in Bs
q(E)-norm. ✷

The next property of the Besov spaces is their naturality w.r.t. to complex inter-

polation. The definition of an interpolation couple (E0,E1) of Banach spaces and

the corresponding interpolation spaces (E0,E1)θ is recalled in Appendix A.3.

Proposition 2.1.3. Let (E0,E1) be an interpolation couple of Banach spaces and

continuous linear isometric Rn-actions β i :Rn×Ei→Ei. Assume that β 0 is strongly

continuous and β i
t (x) = β 1−i

t (x) for all x ∈ E0∩E1. Then β 0 extends to a strongly

continuous action on Eθ := (E0,E1)θ for θ ∈ (0,1). For parameters s0,s1 > 0 and

q0,q1 ∈ [1,∞], one has for the interpolation space of the Besov spaces of order

θ ∈ (0,1) (
Bs0

q0
(E0),B

s1
q1
(E1)

)
θ
= Bs

q

(
Eθ

)
,

where s = (1−θ )s0 +θ s1 and 1
q
= 1−θ

q0
+ θ

q1
. Moreover, for x ∈ B

s0
q0
(E0)∩B

s1
q1
(E1),

∥∥x
∥∥

Bs
q((E0,E1)θ )

≤
∥∥x
∥∥1−θ

B
s0
q0
(E0)

∥∥x
∥∥θ

B
s1
q1
(E1)

.
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Proof. By interpolation β i
t = β 1−i

t densely defines a bounded map β θ : Eθ → Eθ

and from the definition of the interpolation norm (see Appendix A.3) on Eθ it is

clear that β θ is an isometry. Since (β θ
t ◦β θ

s )(x) = β θ
s+t(x) holds for all x ∈ E0∩E1

continuity implies that β θ is again an Rn-action. Since

lim
t→0

∥∥β 0
t (x)− x

∥∥
Eθ
≤ lim

t→0

∥∥β 0
t (x)− x

∥∥1−θ

E0

∥∥β 0
t (x)− x

∥∥θ

E1
= 0

holds in the dense subset E0 ∩E1 ⊂ Eθ , the uniform bound
∥∥β 0

t − id
∥∥

Eθ→Eθ
≤ 2

implies that β θ is strongly continuous. Also note that the multipliers Ŵj ∗ x for

x ∈ E0∩E1 do not depend on the choice of action β i or β θ , so that we will suppress

it from the notation entirely.

The notations and results of Appendix A.3 will be used. Let us consider the

constant map z ∈ S 7→ ηz on the interpolation strip S defined by

ηz : 0Bs0
q0
(E0)∩ 0Bs1

q1
(E1) → ℓs0

q0
(E0)+ ℓs1

q1
(E1) , ηz = η |0B

s0
q0
(E0)∩0 B

s1
q1
(E1)

,

with η the embedding defined in (2.6) for either of E0 or E1 since they coincide on

the intersection. It satisfies all the assumptions of Theorem A.3.1 and therefore ηθ

extends to a bounded operator from the interpolation space (B
s0
q0
(E0),B

s1
q1
(E1))θ to

(ℓs0
q0
(E0), ℓ

s1
q1
(E1))θ = ℓs

q((E0,E1)θ ), the latter due to (A.7). Writing out the norm in

this latter space this implies the norm bound and thus that

(Bs0
q0
(E0),B

s1
q1
(E1))θ ⊂ Bs

q((E0,E1)θ ) .

It remains to prove the inverse inclusion. For this purpose, let us consider the map

η̃ : Bs
q(E) → ℓq

s (E) , η̃(x) =
(
(δ j 6=0 Ŵj−1 +Ŵj +Ŵj+1)∗ x

)
j≥0

,

which is well-defined, injective and bounded with a norm bounded by 3. Further-

more, let us introduce

ψ : ℓq
s (E) → Bs

q(E) , ψ
(
(x j) j≥0

)
= ∑

j≥0

Ŵj ∗ x j ,

for E = E0,E1,Eθ which is surjective (but clearly not injective). To prove that its

image really lies in Bs
q(E) and that ψ is bounded, let us recall that for any scaled

function φ j(t) = φ(2− jt) one has ‖F−1φ j‖1 = ‖F−1φ1‖1 for all j. Using (1.19) this

readily allows to show that j is bounded. Moreover, one has ψ ◦η̃ = id on 0B
s0
q0
(E0)∩

0B
s1
q1
(E1) because Wj(δ j 6=0 Wj−1 +Wj +Wj+1) = Wj and due to (2.2). Now con-

struct the interpolation maps η̃θ and ψθ as above and extend them to bounded

maps from iθ : (B
s0
q0
(E0),B

s1
q1
(E1))θ → ℓ

q
s ((E0,E1)θ ) and ψθ : ℓ

q
s ((E0,E1)θ ) →

(Bs0
q0
(E0),B

s1
q1
(E1))θ . Moreover, ψθ ◦ η̃θ = id. Now let x ∈ Bs

q

(
(E0,E1)θ

)
then

η̃(x)∈ ℓq
s ((E0,E1)θ ) so that also ψθ ◦η̃(x)∈ (Bs0

q0
(E0),B

s1
q1
(E1))θ . But ψθ ◦η̃(x)= x

which implies the desired inclusion. ✷
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In this work, the Banach space E used in the above constructions will generally

be one of the non-commutative Lp-spaces Lp(M) associated to a von Neumann

algebra M with s.n.f. trace T, so the norm is ‖ .‖E = ‖ .‖p. The G-action β on M can

then be extended continuously and isometrically to Lp(M), see Proposition 1.3.6.

The Besov spaces associated to these Banach spaces E = Lp(M) are denoted by

Bs
p,q(M) = Bs

q(L
p(M),α(p)) , (2.7)

and the Besov norm by ‖a‖Bs
p,q

. If T is a finite trace, then ‖a‖p′ = ‖1a‖p′ ≤ ‖a‖p

for p′ ≤ p, so that, on top of (2.3) and (2.4),

Bs
p,q(M) ⊂ Bs

p′,q(M) , p′ ≤ p . (2.8)

Moreover, Proposition 2.1.3 combined with Example 1 in Appendix A.3 implies

(
Bs0

p0,q0
(M),Bs1

p1,q1
(M)

)
θ
= Bs

p,q(M) , (2.9)

where s = (1−θ )s0 +θ s1, 1
p
= 1−θ

p0
+ θ

p1
and 1

q
= 1−θ

q0
+ θ

q1
. Furthermore, for a in

the intersection of B
s0
p0,q0

(M) and B
s1
p1,q1

(M),

∥∥a
∥∥

Bs
p,q
≤
∥∥a
∥∥1−θ

B
s0
p0,q0

∥∥a
∥∥θ

B
s1
p1,q1

. (2.10)

The classical Besov spaces are closely connected to fractional Sobolev spaces. In

particular, setting Wp,s(Rn) = Bs
p,p(R

n) for p /∈ N is one possible definition of these

spaces which is well-behaved w.r.t. interpolation [124]. In the Hilbert-space L2(M)
where spectral decomposition is possible, one can check directly that this definition

makes sense:

Proposition 2.1.4. The fractional Sobolev norm

‖a‖2,s =

(∫

σ(X)
(1+ |λ |2s) ‖aλ‖2 µ(dλ )

) 1
2

. (2.11)

is equivalent to the norm on Bs
2,2(M).

Proof. As L2(M) is a Hilbert space the action is generated by the self-adjoint com-

muting operators X = (X1, . . . ,Xn) and by functional calculus and (1.24)

Ŵj ∗ a = Wj(X)a =

∫ ⊕

σβ (a)
µ(dλ )Wj(λ )aλ .

Hence

∑
j≥0

22 js‖Ŵj ∗ a‖2
2 =

∫

σ(X)
∑
j≥0

22 js‖Wj(λ )aλ‖2 µ(dλ ) .

For all j ≥ 1 and |λ | ∈ (2 j,2 j+1), one has
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Wi(λ ) = 0 for i 6∈ { j, j+ 1} , Wj(λ )+Wj+1(λ ) = 1 .

Hence, as s≥ 0,

1

2
≤ Wj(λ )

2 +Wj+1(λ )
2

≤ Wj(λ )
2 + 22sWj+1(λ )

2

≤ 22s(Wj(λ )
2 +Wj+1(λ )

2)

≤ 22s .

From this one can conclude

1

22s+1
|λ |2s ≤

∞

∑
j≥1

22 js
∣∣Wj(λ )

∣∣2 ≤ 22s |λ |2s ,

for all λ ∈R with |λ |> 1. The definitions of the norms now allow to conclude. ✷

Let us also discuss the special case of periodic actions, since they will be im-

portant in the following. A bit more generally, let E be a Banach space equipped

with a continuous G-action β where G = Tn0 ×Rn1 . Decompose β = β (0)×β (1)

with β (0) : Tn0 ×E → E and β (1) : Rn1 ×E → E and let β̃ (0), β̃ be the Rn0 respec-

tivelyRn0+n1-action obtained by identifyingT≃ [0,1)/∼. One can consider Fourier

multipliers on E w.r.t. any of these actions, and here we are primarily interested in

comparing β̃ and β , i.e. for f ∈ FA(Rn)

f̂ ∗ x = β̃
F−1 f (x) =

∫

Rn0×Rn1

F
−1( f )(t) β̃t (x)dt ,

and for g ∈ FA(Ĝ) = FL1(G)

βF−1g(x) =

∫

Tn0×Rn2

F
−1(g)(t) β̃t(x)dt

with their respective Fourier transforms.

Since the dual group Zn0 of Tn0 is discrete, one can decompose E into a family

of closed subspaces (Ek)k∈Zn0 where Ek is the image of E under the (idempotent)

coefficient map defined by

x ∈ E 7→ xk =
∫

Tn0

〈k, t〉β (0)
t (x)dt ∈ E . (2.12)

These coefficients allow to represent elements as generalized Fourier series.

Lemma 2.1.5. The Fourier coefficients (xk)k∈Zn0 of x ∈ E have the properties

(i) xk ∈ E and β
(0)
t0

(xk) = 〈k, t0〉xk for all k ∈ Zn0 .

(ii) For (W
(0)
j ) j∈N a dyadic decomposition of Rn0 with the properties (2.1), one has
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x = ∑
j∈N

∑
k∈supp(W

(0)
j )

W
(0)
j (k)xk ,

with convergence in norm or in the weak(∗)-sense depending on the continuity

of β (0).

Moreover, the properties (i) and (ii) uniquely determine the Fourier coefficients.

Proof. Property (i) clearly holds and for (ii) one computes with the Poisson summa-

tion formula

β̃
(0)

(F−1W
(0)
j )

(x) =
∫

Rn0

(
F
−1W

(0)
j

)
(t0) β̃

(0)
t0

(x)dt0

= ∑
k∈Zn0

∫

Tn0

(
F
−1W

(0)
j

)
(k+ t0)β

(0)
t0

(x)dt0

= ∑
k∈Zn0

∫

Tn0

W
(0)
j (k)〈k, t0〉β (0)

t0
(x)dt0

= ∑
k∈supp(W

(0)
j )

W
(0)
j (k)xk

and thus the resummation

x = ∑
j∈N

(
β̃
(0)

(F−1W
(0)
j )

(x)

)
= ∑

j∈N
∑

k∈supp(W
(0)
j )

W
(0)
j (k)xk

converges in norm respectively in the weak(∗)-sense since W
(0)
j is an approximate

unit of Fourier multipliers. For uniqueness one just notes that when a collection

(x̃k)k∈Zn0 satisfies the two properties, the Fourier coefficients of x can be computed

with (2.12) and the orthogonality of the characters 〈k, ·〉 implies x̃k = xk for all k ∈
Zn0 . ✷

One can therefore represent any x ∈ E uniquely as a Fourier series

x = ∑
k∈Zn0

xk ,

where the sum is to be understood in the sense of Lemma 2.1.5, since it does not

necessarily converge. Clearly one can also use other regularizations such as Cesàro

summation, however, the dyadic version above is convenient and sufficient for the

present purposes.

Since the actions commute, the subspaces Ek are β (1)-invariant and the action is

thus partially diagonalized in the sense that

β(t0,t1)

(
∑

k∈Zn0

xk

)
= ∑

k∈Zn0

〈k, t0〉β (1)
t1

(xk) .



38 2 Besov spaces for isometric G-actions

One can now define Besov spaces for E and β in terms of a dyadic decomposition

w.r.t. either of FA(Rn) or of FA(Ĝ). That both approaches lead to the same spaces

is implied by the following lemma:

Lemma 2.1.6. Let f ∈S (Rn0+n1) be a Schwartz function and denote its restriction

to Ĝ by f r : Zn0 ×Rn1 → C. Then

β̃
F−1 f (x) = β

F−1 f r(x) ,

and both are given by

βF−1 f r(x) = ∑
k0∈Zn0

∫

Rn1

(∫

Rn1

f (k0,k1)〈k1, t1〉dk1

)
β
(1)
t1

(xk0
)dt1 .

In particular, for n1 = 0 the action of the multiplier is given by the simple form

β̃
F−1 f (x) = β

F−1 f r

(
∑

k0∈Zn0

xk0

)
= ∑

k0∈Zn0

f (k0)xk0
.

Proof. By definition,

β̃
F−1 f (x) =

∫

Rn0×Rn1

(∫

Rn0×Rn1

f (k)〈k, t〉dk

)
β̃t(x)dt

and

βF−1 f r(x) =

∫

Tn0×Rn1

(
∑

k0∈Zn0

∫

Rn1

f r(k0,k1)〈k0, t0〉〈k1, t1〉dk1

)
β(t0,t1)(x)dt .

If the Fourier series (xk0
)k0∈Zn0 of x has only finitely many non-vanishing terms, one

has

β̃(t0,t1)(x) = β(t0,t1)(x) = ∑
k0∈Zn0

〈k0, t0〉β (1)
t1

(xk0
) ,

Replacing the Fourier inversion relation

∫

Rn0

〈k0, t0〉〈p0, t0〉dt0 = δ (k0− p0)

in the formula for β̃F−1 f (x) and the orthogonality relation

∫

Tn0
∑

k0∈Zn0

〈k0, t0〉〈p0, t0〉dt0 = δk0,p0

into the formula for βF−1 f r(x), both expressions reduce to the desired form. For

arbitrary a one uses the convergent resummation. ✷
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Hence the Besov spaces for a Banach space E and G-action are unambiguously

defined by Bs
q(E, β̃ ). In particular, for n1 = 0, one obtains

‖x‖Bs
q(E)

=
∥∥∥ ∑

k∈Zn

xk

∥∥∥
Bs

q(E)
=

(
∑
j∈N

2qs j
∥∥∥ ∑

k∈Zn

Wj(k)xk

∥∥∥
E

) 1
q

.

For E = Lp(Tn) with the translation action, one recovers the classical periodic Besov

spaces.

2.2 Finite difference norm for Besov spaces

As already hinted at after Definition 2.1.1, there is an equivalent norm based on finite

differences that also enter the definition of Zygmund spaces. Here such a character-

ization of the Besov spaces Bs
q(E) is proved by adapting the arguments in [129,

Theorem 3.16] to the present setting. The finite difference operator ∆t : E → E is

introduced by

∆t(x) = βt(x)− x .

Then the N-th modulus of smoothness ωN
E : E×R>→ R≥ is defined by

ωN
E (x, t) = sup

|r|≤t

∥∥∆ N
r (x)

∥∥
E
. (2.13)

Theorem 2.2.1. For q < ∞ and any integer N > s > 0, the Besov norm ‖·‖Bs
q(E)

is

equivalent to the norm

‖x‖
B̃s

q(E)
= ‖x‖E +

(∫

[0,1]
t−sq ωN

E (x, t)q dt

t

) 1
q

.

For q = ∞ and N > s > 0 it is equivalent to

‖x‖
B̃s

∞(E)
= ‖x‖E + sup

t∈[0,1]

(
t−s ωN

E (x, t)
)
.

Several technical preparations are needed for the proof. The first are merely al-

gebraic properties of the Fourier transform.

Lemma 2.2.2. For f ∈ FA(Rn) and x ∈ E,

βt( f̂ ∗ x) = (e2π ıt· f )∧ ∗ x , ∆ n
t ( f̂ ∗ x) =

(
(e2π ıt·− 1)n f

)∧ ∗ x .

Lemma 2.2.3. Denote by Is : Rn→R≥ the function Is(λ ) = |λ |s. For s > 0 there is

a constant K such that, uniformly in j > 0,

∥∥(IsWj)
∧ ∗ x

∥∥
E
≤ K 2s j

∥∥Ŵj ∗ x
∥∥

E
.
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Proof. Since Isϕ is smooth and compactly supported, one has
∥∥F−1(Isϕ)

∥∥
1
=C <

∞. Rescaling thus gives ∥∥F−1(IsWj)
∥∥

1
= C 2s j . (2.14)

Moreover, the support condition on ϕ and Wj combined with the partition of unity

property implies for all j ≥ 2 that

IsWj = Is(Wj−1 +Wj +Wj+1)Wj .

Thus using (1.20) and (1.19)

∥∥(IsWj)
∧ ∗ x

∥∥
E
≤
∥∥F−1(Is(Wj−1 +Wj +Wj+1))

∥∥
1

∥∥Ŵj ∗ x
∥∥

E
,

so that the bound (2.14) concludes the proof. ✷

Proof of Theorem 2.2.1. First let us assume q < ∞ and note that due to the mono-

tonicity of ωE(x, t) and t−sq in t, there exist two constants C1,2 such that

C1 ∑
j≥0

2 jsq ωN
E (x,2− j−1)q ≤

∫

[0,1]
t−sq ωN

E (x, t)q dt

t

≤ C2 ∑
j≥0

2 jsq ωN
E (x,2− j)q , (2.15)

namely one can discretize the integral into dyadic intervals.

Next define dN
r (λ ) = (e−ır·λ − 1)N such that formally

∆ N
t (x) = d̂N

t ∗ x .

Further choose a Schwartz function h with h = 1 on the open ball B2(0) and h = 0

on Rn \B4(0). For |r| ≤ 1, i ∈ N and −i≤ j ≤ 0, one can then write

dN
2−ir

(λ )Wi+ j(λ ) = 2 jN
dN

2−ir
(λ )

|2−irλ |N
h(2−iλ )

∣∣2−i− jrλ
∣∣N Wi+ j(λ )

= 2 jN ηi,r(λ )ρi+ j,r(λ ) ,

with

ηi,r(λ ) =
dN

2−ir
(λ )

|2−irλ |N
h(2−iλ ) , ρi,r(λ ) = 2−i|r|NIN(λ )Wi(λ ) .

Since ηi,r is smooth and has compact support one has

C3 = sup
i≥1

sup
|r|≤1

∥∥F−1ηi,r

∥∥
1
< ∞ ,

and therefore due to (1.19)
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∥∥∆ N
2−ir

(Ŵi+ j ∗ x)
∥∥

E
=
∥∥(dN

2−ir
Wi+ j)

∧ ∗ x
∥∥

E

= 2 jN
∥∥η̂i,r ∗ (ρ̂i+ j,r ∗ x)

∥∥
E

≤ C3 2 jN
∥∥ρ̂i+ j,r ∗ x

∥∥
E
.

Replacing the definition of ρi+ j,r and applying Lemma 2.2.3, it follows for −i ≤
j ≤ 0 that

ωE(Ŵi+ j ∗ x,2−i) = sup
|r|≤2−i

∥∥∆ N
r (Ŵi+ j ∗ x)

∥∥
E

≤ C3 2 jN sup
|r|≤1

∥∥ρ̂i+ j,r ∗ x
∥∥

E

≤ C3 2−iN
∥∥(INWi+ j)

∧ ∗ x
∥∥

E

≤ C3 K 2N j
∥∥Ŵi+ j ∗ x

∥∥
E
.

Independently, by the linearity and isometry of β one has for all i≥ 0 and t ∈ Rd

ωE(Ŵi ∗ x, t) ≤ 2N
∥∥Ŵi ∗ x

∥∥
E
,

because ∆ N
j has 2N terms. As (Wj) j≥0 is a partition of unity,

x = ∑
j≥0

Ŵj ∗ x ,

for all x ∈ Bs
q(E) and with convergence in E . Substituting this expression into the

r.h.s. of (2.15) and using the triangle inequality for the ℓq-norm gives

( ∞

∑
i=0

2isq ωN
E (x,2−i)q

) 1
q

≤
( ∞

∑
i=0

2isq
( ∞

∑
j=−i

ωN
E (Ŵi+ j ∗ x,2−i)

)q) 1
q

≤
( ∞

∑
i=0

2isq
( −1

∑
j=−i

C4 2 jN
∥∥Ŵi+ j ∗ x

∥∥
E
+

∞

∑
j=0

2N
∥∥Ŵi+ j ∗ x

∥∥
E

)q) 1
q

≤ C4

−1

∑
j=−∞

2 jN
( ∞

∑
i=− j

2isq
∥∥Ŵi+ j ∗ x

∥∥q

E

) 1
q
+ 2N

∞

∑
j=0

( ∞

∑
i=0

2isq
∥∥Ŵi+ j ∗ x

∥∥q

E

) 1
q

≤ C4

−1

∑
j=−∞

2 j(N−s)
( ∞

∑
i=0

2isq
∥∥Ŵi ∗ x

∥∥q

E

) 1
q
+ 2N

∞

∑
j=0

2− js
( ∞

∑
i=0

2isq
∥∥Ŵi ∗ x

∥∥q

E

) 1
q

≤ C5 ‖x‖Bs
q(E)

,

with C5 depending on N. For the other inequality let us note that one can choose

finitely many r1, . . . ,rL ∈ B1(0) such that
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L

∑
l=1

∣∣dN
rl
(λ )
∣∣ > 0 , ∀ λ ∈ B2(0) .

Writing B2(0) =
⋃L

l=1 Ωl with open intervals Ωl such that dN
rl
> 0 on Ωl and using

smooth partitions of unity one can decompose

W1 = ϕ =
L

∑
l=1

φl , supp (φl)⊂Ωl .

In the decomposition

φl(2
−iλ ) =

(
φl(2

−iλ )

dN
rl2
−i(λ )

h(2iλ )

)
dN

rl2
−i(λ )

the first factor is again L1-bounded uniformly in i > 0. Therefore

∥∥Ŵi ∗ x
∥∥

E
≤

L

∑
l=1

∥∥φ̂l(2−i·)∗ x
∥∥

E
≤ C6

L

∑
l=1

∥∥∆ N
2−irl

(x)
∥∥

E
≤ LC6 ωN

E (x,2−i)

with some constant C6 uniform in i. Thus

( ∞

∑
i=0

2qsi
∥∥Ŵi ∗ x

∥∥q

E

) 1
q ≤

∥∥Ŵ0 ∗ x
∥∥

E
+ LC6

( ∞

∑
i=1

2qsi ωN
E (x,2−i)q

) 1
q

≤ C7

(
‖x‖E +

(∫

[0,1]
t−sq ωN

E (x, t)q dt

t

) 1
q
)

with the last inequality again a consequence of the discretization (2.15). In the case

q = ∞, the equivalence of norms follows from similar arguments as above applied

to the inequality

sup
j≥0

2 js ωN
E (x,2− j−1) ≤ sup

t∈[0,1]

(
t−s ωN

E (x, t)
)
≤ sup

j≥0

2 js ωN
E (x,2

− j) ,

which can readily be checked. ✷

Corollary 2.2.4. Let M be a von Neumann algebra with a s.n.f. trace T that is

invariant under β . For 0 < s < 1, 1 ≤ q ≤ ∞ and 1 ≤ p < ∞, the subspaces

Bs
p,q(M)∩M form a Banach-∗-algebra with the norm ‖·‖Bs

p,q
+ ‖·‖.

Proof. It is clear that Bs
p,q(M)∩M is a Banach space. Furthermore, for a,b ∈M

∆r(ab) = (βr(a)− a)βr(b) + a((βr(b)− b) = ∆r(a)βr(b) + a∆r(b) ,

which implies ‖ab‖B̃s
p,q
≤ ‖ab‖B̃s

p,q
‖b‖+ ‖a‖‖b‖B̃s

p,q
. Hence it is also a Banach al-

gebra with continuous multiplication. ✷
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2.3 Differentiability and Besov spaces

This section presents differentiability criteria for being in the Besov space.

Proposition 2.3.1. Let l ∈N be an integer and x∈Cl(E,β ). For s< l and q∈ [1,∞],
there is a constant C > 0 such that

‖x‖Bs
q(E,β )

≤ C ‖x‖Cl (E,β ) .

Let us begin with some preparations for the proof. From Lemma 2.2.2 one im-

mediately has

Lemma 2.3.2. For ϕ ∈ FA(Rn) and a multi-index m ∈ Nn, set

ϕ;m(λ ) = (−ı)|m|λ mϕ(λ ) .

Then ϕ;m ∈ FA(Rn) and for x ∈C|m|(E,β ) one has

ϕ̂;m ∗ x = ∇m(ϕ̂ ∗ x) = ϕ̂ ∗ (∇mx) . (2.16)

Lemma 2.3.3. Let l ∈ N be an integer and x ∈Cl(E,β ). There is a constant C > 0

such that for all j ≥ 1

∥∥Ŵj ∗ x
∥∥

E
≤ C 2− jl ‖x‖Cl(E,β ) .

Proof. Choose non-negative functions g1, . . . ,gK ∈C∞
c (R

n) with ∑K
i=1 gi(λ ) = 1 on

supp(W1) and such that the diameter of each supp(gi) is smaller than 1
2l+1 . Then

one can choose signs σ
(i)
1 , . . . ,σ

(i)
n ∈ {−1,1} such that ∑n

k=1 σ
(i)
k λ l

k > 0 on supp(gi).
Next let us write

Wj(λ ) =
1

|λ |l
Wj(λ )

K

∑
i=1

|λ |l

(∑n
k=1 σ

(i)
k λ l

k)
gi(2

− jλ )
( n

∑
k=1

σ
(i)
k λ l

k

)
,

and view mi,l, j(λ ) =
|λ |l

(∑n
k=1 σ

(i)
k

λ l
k
)

gi(2
− jλ ) as a multiplier whose norm is uniformly

bounded in j. Since the first factor is I−l from Lemma 2.2.3 and one can use (1.20)

to move factors to the desired order,
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∥∥∥Ŵj ∗ x

∥∥∥
E
≤ C 2− jl

∥∥∥∥∥Ŵj ∗
( K

∑
i=1

mi,l, j(λ )
n

∑
k=1

σ
(i)
k λ l

k

)∧ ∗ x

∥∥∥∥∥
E

≤ C′ 2− jl

∥∥∥∥∥
( n

∑
k=1

σ
(i)
k λ l

kWj

)∧ ∗ x

∥∥∥∥∥
E

≤ C′ 2− jl
n

∑
k=1

∥∥∥Ŵj ∗∇l
kx

∥∥∥
E

≤ C′′ 2− jl ‖x‖Cl(E,β ) ,

where the estimate (1.19) was used several times and (2.16) in the third step. ✷

Proof of Proposition 2.3.1. Replacing Lemma 2.3.3 in Definition 2.1.1 immediately

allows to complete the proof. ✷

Lemma 2.3.4. For l ∈ N one has the continuous inclusions

Bl
1(E,β ) ⊂ Cl(E,β ) ⊂ Bl

∞(E,β ) .

Proof. For x ∈ Bs(E,β ) any multi-index m ∈ Nn with |m| ≤ l, Lemma 2.3.2 implies

∥∥∥Ŵj ∗ (∇mx)
∥∥∥

E
=
∥∥∥Ŵj;m ∗ x

∥∥∥
E
≤ c2|m| j

∥∥∥Ŵj ∗ x

∥∥∥
E
,

where the estimate follows by a similar scaling argument as in Lemma 2.2.3 since

the polynomial λ m is homogeneous of order |m|. Hence

‖∇mx‖E ≤
∞

∑
j=0

∥∥∥Ŵj ∗ (∇mx)
∥∥∥

E
≤ c‖x‖Bl

1(E,β )
.

The second inclusion follows directly from Lemma 2.3.3 due to the definition of the

norm in Bl
∞(E,β ). ✷

One can also compare the Besov- and Sobolev spaces for a semi-finite von Neu-

mann algebra:

Proposition 2.3.5. Let M be a von Neumann algebra with a s.n.f. trace T that is

invariant under β and 1≤ p≤ ∞.

(i) One has W l
p(M) ⊂ Bs

p,q(M) with continuous embedding for all 0 < s < l and

1≤ q≤ ∞.

(ii) If a ∈M∩Bs
p,p(M), then a ∈ B

s
p
q

q,q(M) for all q≥ p with

‖a‖
B

s
p
q

q,q

≤ ‖a‖
p
q

Bs
p,p
‖a‖1− p

q

M
.

(iii) For 0 < ε ≤ 1 and some constant Cp, one has

‖a‖
B

p
p+1
p+1,p+1

≤ Cp

(
‖a‖ + ‖a‖W1

p+ε

)
,
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so that W 1
p+ε(M)∩M⊂ B

p
p+1

p+1,p+1(M)∩M.

Proof. (i) Lemma 2.3.3 applied to this case gives ‖Ŵj ∗a‖p ≤C2− jl‖a‖W l
p

for some

C > 0 independent of a which directly implies the claim.

(ii) The sequence (Ŵj ∗a) j∈N lies in the intersection of ℓp
s (L

p(M)) and ℓ∞
0 (M) =

ℓ∞
0 (L

∞(M)) as defined in (2.5). For 1−θ = p
q

, one therefore gets

‖a‖
B

s
p
q

q,q

≤ ‖a‖
p
q

Bs
p,p
‖a‖1− p

q

ℓ∞
0 (M)

≤ ‖a‖
p
q

Bs
p,p
‖a‖1− p

q

M
,

implying the claim.

(iii) Applying (ii) for s = p
p+ε < 1 and q = p+ 1, one has

‖a‖
B

p
p+1
p+1,p+1

= ‖a‖
B

s
p+ε
p+1

p+1,p+1

≤
(
‖a‖Bs

p+ε,p+ε

) p+ε
p+1
(
‖a‖

)1− p+ε
p+1

.

Next applying part (i) shows

‖a‖
B

p
p+1
p+1,p+1

≤
(

C ‖a‖W 1
p+ε

) p+ε
p+1
(
‖a‖

)1− p+ε
p+1 ≤ Cp

(
‖a‖ + ‖a‖W1

p+ε

)
,

concluding the proof. ✷

Let us finally introduce another linear space that will be useful in the remainder

of the chapter. Note that any Besov space Bs
p,q(M) with 0 < s < ∞, 1≤ p,q≤∞ has

a dense subspace given by those elements whose dyadic decomposition terminates

0Bs
p,q(M) = {a ∈ Lp(M) : ∃N ∈ N : Ŵj ∗ a = 0 for all j > N} (2.17)

since the sum a = ∑∞
j=0 Ŵj ∗ a converges in Besov norm for every a ∈ Bs

p,q(M).

It will be useful to consider approximation with bounded elements of M and

hence let us define the space of bounded and integrable elements with compact

Arveson spectrum

M
c
T,α = {a ∈M∩L1(M) : σα(a) is compact} . (2.18)

In the special case M = L∞(T), this gives the algebra of trigonometric polynomials

while for M= L∞(R) this is the union of all Paley-Wiener spaces.

For any a∈Mc
T,α , the sum a = ∑∞

j=0 Ŵj ∗a has only finitely many non-vanishing

terms and the identity αt (Ŵj ∗a) = (Wje
2π ıt·)∧ ∗a therefore implies smoothness in t

w.r.t. the Lp-norms, thereby justifying the notation similar to the one for the Fréchet

algebra introduced in Section 1.7. Let us collect some further elementary properties

which will be used frequently in the following:

Lemma 2.3.6. (i) Mc
T,α is a ∗-algebra.
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(ii) For any a ∈Mc
T,α , the function t ∈ G 7→ αt(a) is smooth w.r.t. the Lp-norms

for all 1 ≤ p ≤ ∞. Note that this statement includes the operator norm as case

p = ∞.

(iii) Mc
T,α is dense in Lp(M) for all 1≤ p < ∞ and weakly dense in M.

(iv) Mc
T,α is contained in all Besov spaces Bs

p,q(M) for s > 0 and 1 ≤ p,q ≤ ∞
and dense for 1 ≤ p < ∞. It is also contained and dense in all Sobolev spaces

W m
p (M) for 1≤ p < ∞.

Proof. (i) First of all, M∩L1(M) is a ∗-algebra and one has the relations σα(a+
b) ⊂ σα(a)∪σα(b), σα(a

∗) = −σα(a), σα(ab)⊂ σα(a)+σα(b) for a,b ∈Mc
T,α

[122, Corollary XI.1.8], which directly imply the claim.

(ii) For any f ∈C∞
c (R

n) with f (λ ) = 1 on σα(a) and supp( f ) ⊂ BR(0) for some

ball with radius R, one can write a= f̂ ∗a and thus have for v∈Rn a series expansion

αvt (a) =
∞

∑
k=0

(2π ıt)k

k!
( f̂k ∗ a) ,

with fk(λ ) = f (λ )(λ · v)k which converges w.r.t. all Lp-norms, 1 ≤ p ≤ ∞, due to

the estimate
∥∥F−1 fk

∥∥
1
≤ ‖v‖k

2 Rk+1 ‖ f‖∞.

(iii) For 1 ≤ p < ∞ the sum a = ∑∞
j=0Ŵj ∗ a converges in Lp-norm for a ∈M∩

L1(M). Hence the span of Mc
T,α contains the dense subspace M∩L1(M). For p=∞

the closure of Mc
T,α contains the weakly dense subspace M∩L1(M) by the same

reasoning.

(iv) The elements b ∈ Lp(M) with σα(b) compact are contained and dense in

Bs
p,q(M) and W m

p (M) since b = ∑∞
j=0Ŵj ∗ b converges in the respective norms. For

b = f̂ ∗b with some fixed f ∈C∞
c (R

n), one can argue as in (ii) to find constants such

that ‖ f̂ ∗ (a−b)‖Bs
p,q
≤Cs,q, f ‖a− b‖p respectively ‖ f̂ ∗ (a− b)‖Wm

p
≤Cm, f ‖a− b‖p

for all a ∈ L1(M)∩M. By density of M∩L1(M) in Lp(M), one can choose a such

that f̂ ∗a∈Mc
T,α and ‖ f̂ ∗ a− b‖Bs

p,q
respectively ‖ f̂ ∗ a− b‖Wm

p
becomes arbitrarily

small. ✷

Note that Mc
T,α is not dense in the scale of spaces Bs

∞,q(M), a fact that is again

known in the classical case.



Chapter 3

Quantum differentiation and index theorems

As already stressed in the overview in Chapter 0, this chapter is the mathematical

core of this book. In the next Section 3.1 the Hankel and Toeplitz operators associ-

ated to a W ∗-dynamical system are introduced and then the traceclass Peller crite-

rion is proved. Combining an L2-criterion with interpolation theory, Section 3.2 then

proves Peller criteria for higher Schatten classes. The converse and hence charac-

terization of Schatten class properties of Hankel operators are given in Section 3.3.

The following Section 3.5 then discusses how Sobolev symbols are linked to weak

Lp-spaces of Hankel operators. Finally Section 3.4 introduces Chern cocycles on the

Besov spaces and proves the Sobolev index theorem described in the introduction.

3.1 Besov spaces and Hankel operators

From this section on, the set-up is again a W ∗-dynamical system (M,G,α) with

G = Tn0 ×Rn1 with a von Neumann algebra M equipped with an α-invariant s.n.f.

trace T. The associated Lp-spaces are denoted by Lp(M) and the extended Rn-

action by α(p) for p ∈ [1,∞). Finally, extending α and α(p) to an Rn-action by

the identification T ≃ (0,1]/ ∼, there are also associated Besov spaces Bs
p,q(M) =

Bs
q(L

p(M),α(p)) as constructed in Chapter 2.

On N =M⋊α G there is the dual trace T̂α (see Section 1.5) which is also semi-

finite and given by the formula in Proposition 1.5.4 and Corollary 1.5.5. The as-

sociated Lp-spaces are denoted by Lp(N) and N = L∞(N). By definition of the

crossed product in the regular representation (π ,U), there is a canonical embed-

ding a ∈M 7→ π(a) ∈ N that allows us to consider M as a subalgebra of N. The

aim here is to study Hankel and Toeplitz operators in N with non-commutative

symbols in M. Recall that αt is implemented by n selfadjoint commutating gen-

erators D = (D1, . . . ,Dn) acting on the regular representation space L2(G,H). An

unbounded selfadjoint Dirac operator is now introduced by

47
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D =
n

∑
i=1

γi⊗Di = γ ·D , (3.1)

with γ1, . . . ,γn generators of the complex Clifford algebra Cln with conventions

γ∗i = γi , γ jγi = γiγ j for i 6= j . (3.2)

We will always assume Cln to be given by a concrete irreducible representation on

C2⌊n/2⌋
. To fix this representation up to unitary equivalence it is furthermore imposed

that γ1 · · ·γn = ı
n−1

2 1 for odd n. ThenM andN are inflated toM⊗M
2⌊n/2⌋(C) andN⊗

M2⌊n/2⌋(C), with extended s.n.f. traces T⊗Tr and T̂α⊗Tr, which will be suppressed

in the notations. All of this in turn allows to construct the following:

Definition 3.1.1. Given a symbol a ∈M, the associated Hankel and Toeplitz opera-

tors are

Ha = Pπ(a)(1−P) ∈ L∞(N) , Ta = Pπ(a)P ∈ L∞(N) ,

where P = χ(0,∞](D) ∈ L∞(N) is the Hardy projection of D.

Let us note that D is affiliated with the algebraN and generates an R-action. Thus

Definition 3.1.1 is closely related the notion of Toeplitz operators associated with a

flow, as studied in [74, 94, 125]. Particular focus will be on traceclass properties of

the Hankel operators Ha w.r.t. T̂α , which in turn will be crucial for index theoretic

applications in Section 3.4. Similar as in the classical commutative theory developed

by Peller in the 1980’s (see [93], for the vector-valued case [92]), such traceclass

properties hold whenever the symbols are in a Besov space Bs
p,q as defined in (2.7),

with a suitable choice of the parameters s, p and q. In this section, we prove the

Peller criterion for n = p = 1 and then in Section 3.2 for higher n. Their converse is

stated and proved in Section 3.3.

As a preparation let us first show some general statements that are also needed

for the case larger n ≥ 1. For the combined spectral projections of the commuting

generators, we will always use the notation

PI = χ
(
(D1, . . . ,Dn) ∈ I

)
(3.3)

for I ⊂ Rn a Borel set.

Let us note that M∩L1(M) = L∞(M)∩L1(M)⊂ L2(M) by the Hölder inequal-

ity. Hence any a∈M∩L1(M) has a decomposition (1.22) into spectral subspaces of

the selfadjoint operator X on L2(M) which is the generator of the continuous exten-

sion α
(2)
t = V (t) of α to L2(M), as given in (1.14). In this spectral decomposition,

the dynamics is given by (1.23). Also recall that the Arveson spectra of σα(a) and

σα(p)(a) coincide for a ∈M∩Lp(M) by Proposition 1.4.3.

Lemma 3.1.2. Let a ∈M∩L1(M) and I,J ⊂ Rn be closed sets. Then
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PI π(a) = PI π(a)PI−σα(a) , π(a)PJ = PJ+σα (a) π(a)PJ . (3.4)

If I,J or σα(a)∩ (I− J) is bounded, one has

PI π(a)PJ = PI π

(∫ ⊕
σα (a)∩(I−J)

µ(dλ ) aλ

)
PJ .

Proof. Let us expand the element h(D)π(a)g(D) with h,g ∈C∞
c (Ĝ) in terms of the

multiplication law (1.1)

h(D)π(a)g(D) =

∫

G
f (t)e2π ıD·t dt ,

with the convolution kernel f : G→M which, using (1.23), is given by

f (s) =

∫

G
(F−1h)(t)(F−1g)(s− t)π(α

(2)
t (a))dt

=
∫

G
(F−1h)(t)(F−1g)(s− t)

∫ ⊕

σ(X)
µ(dλ ) e2π ıλ ·t aλ dt

=

∫

Ĝ

(∫ ⊕
σ(X)

µ(dλ ) h(k+λ )g(k)aλ

)
e−2π ı k·s dk .

Here σ(X) can be replaced by the Arveson spectrum σα(a). Let us first suppose that

I is bounded and choose formally h= χI and g= χ[−m,m]n the characteristic function

of a cube [−m,m]n for m > 0. Non-vanishing contributions to the inner integral only

appear for λ ∈ σα(a) and k+λ ∈ I, which requires k ∈ I−σα(a) independently of

m. Approximating h and g by smooth functions it therefore follows that

PI π(a)P[−m,m]n = PI π(a)PI−σα (a) ,

for all m sufficiently large. As P[−m,m]n converges to 1 strongly by functional cal-

culus and is uniformly bounded, the first claimed identity follows for bounded I.

For unbounded I, one can approximate it by the bounded intervals I∩ [−m,m]n. The

second equality follows in a similar manner, as does the last claim. ✷

The first application provides Lp-norm estimates for products of the generators

π(a) f (D) for the case 1 ≤ p < 2 which is not covered by Proposition 1.5.6. Those

are important for the applications in Chapter 4 and 5, but are also of independent

interest.

Let Qy = y+[− 1
2
, 1

2
)n be the unit cube with center y. Then 1 = ∑y∈Zn χQy(λ ) for

all λ . Now ℓp(L2(Ĝ)) is defined as the closed subspace of L2(Ĝ) with

‖ f‖ℓp(L2) =
(

∑
y∈Zn

∥∥χQy f
∥∥p

2

) 1
p
< ∞ .
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Proposition 3.1.3. For a∈M∩B
n
2
1,1(M) and f ∈ L∞(Ĝ)∩ℓ1(L2(Ĝ)), there is a con-

stant C > 0 independent of a and f such that

‖π(a) f (D)‖1 ≤ C‖a‖
B

n
2
1,1

‖ f‖ℓ1(L2) . (3.5)

Proof. Let us use the notations a j = Ŵj ∗a and fy = χy f . Then Lemma 3.1.2 implies

π(a j) fy(D) = χQy+supp(Wj)(D)π(a j) fy(D)

for all k,m ∈ Zn. Using polar decomposition, one has a j = u jb
∗
jb j with u j ∈M

unitary and b j = |a j|
1
2 ∈ L2(M). Applying the Hölder inequality and (1.32) from

Proposition 1.5.6 thus leads to the bound

∥∥π(a j) fy(D)
∥∥

1
≤
∥∥∥χQy+supp(Wj)(D)π(ub∗j)

∥∥∥
2

∥∥π(b j) fy(D)
∥∥

2

≤
∥∥∥χQy+supp(Wj)

∥∥∥
2

∥∥b j

∥∥2

2

∥∥ fy

∥∥
2

≤ 2
n
2 ( j+1)

∥∥a j

∥∥
1

∥∥ fy

∥∥
2

Performing the sums over j and y yields the desired bound. ✷

This bound is not sharp, since it does not coincide with the sharp ℓ1(L2)-condition

known for the integral operators of type f (X)g(−ı∇) [118, Chapter 4]. To also ob-

tain a similar bound for 1 < p < 2 one can use interpolation:

Proposition 3.1.4. For a ∈M∩B
n
2 (

2
p−1)

p,p (M) and f ∈ L∞(Ĝ)∩ℓp(L2(Ĝ)), there is a

constant C > 0 independent of a and f such that

‖π(a) f (D)‖p ≤ Cp ‖a‖
B

n
2
( 2

p−1)
p,p

‖ f‖ℓp(L2) . (3.6)

Proof. As in the proof of Proposition 2.1.3 define the map

ψ : ℓp
s (L

p(M))→ Lp(M), ψ(x) =
∞

∑
j=0

Ŵj ∗ x j

which is bounded in particular for s = n
2
( 2

p
− 1) and 1≤ p≤ 2.

Setting a j = Ŵj ∗ x j in the proof of Proposition 3.1.3 one deduces the lower

endpoint estimate

‖π(ψ(x)) f (D)‖1 ≤C1 ‖x‖ℓ1
s1
(L1(M)) ‖ f‖ℓ1(L2)

with s1 = n
2

and since ‖ψ(x)‖L2(M) ≤ 3‖x‖ℓ2(L2(M)) one also has from Proposi-

tion 1.5.6 the upper endpoint

‖π(ψ(x)) f (D)‖2 ≤ 3‖x‖ℓ2
s2
(L2(M)) ‖ f‖ℓ2(L2)
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with s2 = 0. By interpolation of the sequence spaces (cf. Example 2 of Ap-

pendix A.3) there is a bounded extension

‖π(ψ(x)) f (D)‖p ≤Cp ‖x‖ℓp
sp (L

2(M)) ‖ f‖ℓp(L2)

with sp = s1
2
p
− 1) = n

2
( 2

p
− 1) and composing it with the map η̃ : B

sp
p,p(M)→

ℓp
s (L

p(M)) from the proof of Proposition 2.1.3 gives the result. ✷

In the remainder of this section, we consider the Hankel operators for p = 1,

n = 1 since that case requires a slightly different approach than the general case

treated in the following Section 3.2.

Theorem 3.1.5. For a ∈M∩B1
1,1(M), the Hankel operator satisfies Ha ∈ L1(N).

The proof is a variation of the one in [93] for the classical vector-valued case and

is based on a simple appeal to homogeneity. Since α only has a single generator, one

has D = D and P = P(0,∞]. The norm bounds follow from the simple observation:

Lemma 3.1.6. Let a ∈M∩L1(M). Then, with norms in L1(N) and L1(M) respec-

tively, ∥∥P(0,m]π(a)P[−m,0]

∥∥
1
≤ (m+ 1) ‖a‖1 .

Proof. Writing again a = (u |a|
1
2 ) |a|

1
2 , then by the Hölder inequality and Proposi-

tion 1.5.6

∥∥P(0,m]π(a)P[−m,0]

∥∥
1
≤
∥∥P(0,m]π(u|a|

1
2 )
∥∥

2

∥∥π(|a| 12 )P[−m,0]

∥∥
2

≤
∥∥χ[0,m]

∥∥2

2

∥∥|a| 12
∥∥2

2
(3.7)

= (m+ 1) ‖a‖1 ,

as claimed. ✷

Proof of Theorem 3.1.5. One has a = ∑ j≥0Ŵj ∗ a with convergence in the weak

operator topology. Hence

Ha = ∑
j≥0

H
Ŵj∗a

also converges weakly because π is a normal representation. As the support of Wj is

contained in [−2 j+1,2 j+1] the same holds for σα(Ŵj ∗ a)⊂ [−2 j+1,2 j+1]. Thus by

Lemma 3.1.2

H
Ŵj∗a = P(0,2 j+1] π(Ŵj ∗ a)P[−2 j+1,0] . (3.8)

Hence Lemma 3.1.6 implies

‖H
Ŵj∗a‖1 ≤ C 2 j ‖Ŵj ∗ a‖1

and therefore

‖Ha‖1 ≤ ∑
j≥0

‖H
Ŵj∗a‖1 ≤ C ∑

j≥0

2 j ‖Ŵj ∗ a‖1 ≤ C‖a‖B1
1,1(M) ,
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which shows the claim. The sum H
Ŵ0∗a+∑ j∈N H

Ŵj∗a converges in L1(M⋊α G) and

its limit must coincide with its weak limit Ha by Lemma A.2.2. ✷

Using the identities

[P,π(a)] = Ha− (Ha∗)
∗ , [sgn(D),π(a)] = 2[P,π(a)]+ [χ(D= 0),π(a)]

one deduces from Theorem 3.1.5 and Proposition 3.1.3

Corollary 3.1.7. For an operator a ∈M∩B1
1,1(M), one has [P,π(a)] ∈ L1(N) and

[sgn(D),π(a)] ∈ L1(N).

In the following section, a second estimate combined with interpolation theory is

used to generalize Theorem 3.1.5 to establish criteria for Hankel operators to lie in

higher Schatten classes.

3.2 Peller criterion for higher Schatten classes

The set-up in this section is the same as in Section 3.1. The main result generalizes

Theorem 3.1.5.

Theorem 3.2.1. For p > n and symbol a ∈M∩ B
n
p
p,p(M), the associated Hankel

operator satisfies Ha ∈ Lp(N).

The proof given in the remainder of this section is based on [92, 59] and uses

complex interpolation theory [71, 14, 79] as outlined in Appendix A.3. A key diffi-

culty is that it is not true that a ∈ B
n
2
2,2(M) implies Ha ∈ L2(N) for n ≥ 2. Hence it

is necessary to consider Hankel operators which are weighted with decaying func-

tions of D. This allows to use the Hilbert space B
n
2+ζ
2,2 (M) as a lower endpoint of

the interpolation. Thus let us introduce for a symbol a ∈M and a given ζ ∈ R the

weighted Hankel operator

H
(ζ )
a = w(D)

ζ
2 Ha w(D)

ζ
2 ,

with weight function

w(k) = (1+ |k|) .
The case ζ = 0 coincides with the unperturbed Hankel operator. The upper endpoint

of the interpolation will be the embedding B
ζ
∞,∞(M) 7→H

(ζ )
a ∈N which fails to hold

for ζ ≤ 0. Hence it is also necessary to consider weighted Hankel operators with

positive ζ . In that case the weights are unbounded and hence the product is only

defined for sufficiently regular symbols.

The first aim is to show that the map a ∈M
c
T,α 7→ H

(ζ )
a ∈ N is bounded as an

operator from B
n
2+ζ
2,2 to L2(N). This relies on the following relation between the

Fourier decomposition in L2(M) and the formula for the dual trace (1.12).
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Lemma 3.2.2. For bounded Borel functions f ,g,h ∈ B(Ĝ) with f ,g,h ∈ L2(Ĝ) and

a ∈ L2(M) with Fourier resolution (aλ )λ∈Ĝ, one has

‖ f (D)π(a)g(D)‖2
L2(N) =

∫

Ĝ

∫

σα (a)
| f (k+λ )g(k)|2 ‖aλ‖2

Hλ
µ(dλ ) dk (3.9)

and

‖ f (D)[h(D),π(a)]g(D)‖2
L2(N)

=

∫

Ĝ

∫

σα (a)
| f (k+λ )(h(k+λ )− h(k))g(k)|2 ‖aλ‖2

Hλ
µ(dλ ) dk . (3.10)

Proof. By density we can assume f ,g ∈ C∞
c (R

d) and a ∈M
c
T,α such that due to

(1.6)

f (D)π(a)g(D)

=

(∫

G
(F−1 f )(t)e2π ıD·t dt

)
π(a)

(∫

G
(F−1g)(s)e2π ıD·sds

)

=

∫

G×G
π(αt(a))(F

−1 f )(t)(F−1g)(s− t)e2π ıD·s dt ds

=

∫

G×G
π

(∫

σα (a)
µ(dλ )e2π ıt·λ aλ

)
(F−1 f )(t)(F−1g)(s− t)e2π ıD·sdt ds .

The inner t integral is the Fourier transform of a product and the convolution theo-

rem gives

∫

G
e2π ıt·λ (F−1 f )(t)(F−1g)(s− t)dt =

∫

Ĝ
f (k+λ )g(k)e−2π ı k·s dk ,

and hence

f (D)π(a)g(D) =

∫

G
π

(∫

Ĝ

∫

σα (a)
f (k+λ )g(k)aλ e−2π ı k·s µ(dλ ) dk

)
e2π ıD·s ds .

This can also be rewritten in terms of Fourier multipliers as

f (D)π(a)g(D) =
∫

G
π

(∫

Ĝ
(ψ̂k ∗ a)e−2π ı k·s dk

)
e2π ıD·s ds ,

with

ψk(λ ) = f (k+λ )g(k) . (3.11)

The Ĝ-integral is an inverse Fourier transform F−1 : L2(Ĝ,L2(M))→ L2(G,L2(M))
and using the definition of the dual trace and the Plancherel identity (1.5) gives
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‖ f (D)π(a)g(D)‖2
L2(N) =

∫

G

∥∥∥∥
∫

Ĝ
(ψ̂k ∗ a)e−2π ı k·s dk

∥∥∥∥
2

L2(M)

ds

=
∫

Ĝ
‖ψ̂k ∗ a‖2

L2(M) dk

=

∫

Ĝ

∫

σα (a)
|ψk(λ )|2 ‖aλ‖2

Hλ
µ(dλ ) dk ,

concluding the proof of the first equality. The second follows from the same com-

putation with the obvious modification to the kernel function in (3.11). ✷

Corollary 3.2.3. For bounded Borel functions f ,g,h, f̃ , g̃ ∈ B(Ĝ) with f ,g,h ∈
L2(Ĝ) and a,b ∈ L2(M) with Fourier resolutions (aλ )λ∈Ĝ and (bλ )λ∈Ĝ, one has

〈 f (D)[h(D),π(a)]g(D), f (D)[h(D),π(b)]g(D)〉L2(N)

=

∫

Ĝ

∫

Ĝ
|ψk(λ )|2 〈aλ ,bλ 〉Hλ

µ(dλ )dk

for

ψk(λ ) = f (k+λ )(h(k+λ )− h(k))g(k).

Proof. This follows from (3.9) using the polarisation identity. ✷

Proposition 3.2.4. For 0 < n
2
+ ζ < 1 and a ∈ M∩ B

n
2+ζ
2,2 (M) one has for some

uniform constant ∥∥∥H
(ζ )
a

∥∥∥
2
≤ C ‖a‖

B
n
2
+ζ

2,2 (M)

Proof. Applying Lemma 3.2.2 componentwise to truncations of sgn and w yields

∥∥∥w
ζ
2 (D)[sgn(D),π(a)]w

ζ
2 (D)

∥∥∥
2

2
=

∫

Ĝ

∫

σα (a)
|ψk(λ )|22 ‖aλ‖2

Hλ
µ(dλ ) dk , (3.12)

with | . |2 denoting the Hilbert-Schmidt matrix norm and the matrix-valued multi-

plier

ψk(λ ) = (1+ |k+λ |)
ζ
2
(
sgn(γ · (k+λ ))− sgn(γ · k)

)
(1+ |k|)

ζ
2 .

As in [105, p. 149], let us now use the asymptotic bound

|sgn(γ · (k+λ ))− sgn(γ · k)|2 ≤ C1
|λ |
|k| for large k . (3.13)

This implies that the k-integral in (3.12) is finite for fixed λ as long as 2ζ −2 <−n

which is equivalent to ζ < 1− n
2
. A quantitative upper bound is obtained by further

elementary estimates



3.2 Peller criterion for higher Schatten classes 55

∫

Ĝ
(1+ |k+λ |)ζ (1+ |k|)ζ |sgn(γ · (k+λ ))− sgn(γ · k)|22 dk

≤
∫

{|k|< |λ |2 }∪{|k+λ |< |λ |2 }
(1+ |k+λ |)ζ (1+ |k|)ζ 4dk

+

∫

{|k|> |λ |2 }∩{|k+λ |> |λ |2 }
(1+ |k+λ |)ζ (1+ |k|)ζ C2

1

|λ |2

|k|2
dk

≤C2(1+ |λ |n+2ζ ) ,

with the last estimate resulting from the volume form ∼ |k|n−1
giving all integrals

asymptotics of |λ |n for small λ and |λ |n+2ζ
for large λ . Due to Proposition 2.1.4,

this leads to

∥∥∥w
ζ
2 (D)[sgn(D),π(a)]w

ζ
2 (D)

∥∥∥
2
≤ C3 ‖a‖

B
n
2
+ζ

2,2

,

and hence the same bound for H
(ζ )
a follows from

Ha = −1

2
P[sgn(D)− χ(D = 0),π(a)]

and Proposition 1.5.6. ✷

For n = 1, one readily obtains a converse result which is also worth while stating

explicitly:

Lemma 3.2.5. For n = 1, an equivalent norm on B
1
2
2,2(M) is given by ‖a‖2 +

‖[sgn(D),a]‖2.

Proof. Substituting ψk(λ ) = sgn(k+λ )− sgn(k) into (3.12) one evaluates

‖[sgn(D),π(a)]‖2
2 ≃ 4

∫

σα (a)
|λ | ‖aλ‖2

Hλ
µ(dλ ) ,

and comparing with Proposition 2.1.4 gives the result. ✷

The next step is the embedding for the upper endpoint, i.e. that H
(ζ )
a is a bounded

operator for ζ ∈ (0,1) and a symbol a ∈ 0B
ζ
∞,∞(M) (see Proposition 3.2.11). This

requires to prove decay estimates to control the increasing weight factors. The ar-

gument is split into several technical lemmata and follows the general strategy of

[59] with the necessary adaptations. The choice of constants in the conditions on y1

and y2 in the first lemma is tailored for the application in the proof of Lemma 3.2.9

below.

Lemma 3.2.6. Let PL,y = χQL,y(D) be the projection to the half-open cube QL,y with

center y ∈Rn and sides L. Then there is a constant C such that

∥∥PL,y1
[sgn(D),π(a)]PL,y2

∥∥ ≤ C
L

|y1|+ |y2|
‖a‖ , (3.14)
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uniformly for all a ∈ M, L > 0 and y1,y2 ∈ Rn satisfying |y1| , |y2| ≥ 4L and

|y1− y2| ≤ 24L.

Proof. We consider a ∈M
c
T,α by weak density. For f ,g,h ∈C∞

c (R
n) one has as in

the proof of Lemma 3.2.2 that

f (D)[g(D),π(a)]h(D) =

∫

G
π

(∫

Ĝ
(ψ̂k ∗ a)e−2π ı k·sdk

)
e2π ıD·s ds ,

with

ψ(k,λ ) = f (k+λ )(g(k+λ )− g(k))h(k) .

Independently of G we may also write this as

f (D)[g(D),π(a)]h(D) =
∫

Rn
π

(∫

Rn
(ψ̂k ∗ a)e−2π ı k·sdk

)
e2π ıD·s ds.

An easy way to see this is to consider the isometric action β : Ĝ2×N→N defined

by

βt,s(b) = αt (b)e
2π ıD·s

and note that in the notation of Lemma 2.1.6

f (D)[g(D),π(a)]h(D) = βF−1ψr(π(a)) = β̃F−1ψ (π(a)).

Due to (1.19) one obtains the operator norm bound

‖ f (D)[g(D),π(a)]h(D)‖

≤
∫

Rn

∥∥∥∥
∫

Rn
π(ψ̂k ∗ a)e−2π ı k·s dk

∥∥∥∥ ds

≤
∫

Rn

∫

Rn

∣∣∣∣
∫

Rn

∫

Rn
ψ(k,λ )e−2π ı k·s e2π ıλ ·t dk dλ

∣∣∣∣‖a‖ dt ds .

On the r.h.s. appears the L1-norm of the Fourier transform of ψ(k,λ ) in both vari-

ables. This is a standard object for estimates on a Fourier multiplier ψ ∈ FA(R2n)
and hence we write it as ‖ψ(k,λ )‖1,F. Let now χ̂L,y(k) be a smooth function which

is equal to 1 in QL,y and has compact support contained in Q 3
2 L,y. Then one can

bound and rescale as follows:

∥∥PL,y1
[g(D),π(a)]PL,y2

∥∥
≤
∥∥(g(k+λ )− g(k))χ̂L,y1

(k+λ )χ̂L,y2
(k)
∥∥

1,F
‖a‖

= ‖(g(L(k+λ )+ y1)− g(Lk+ y2))χ̂1,0(k+λ )χ̂1,0(k)‖1,F ‖a‖
= ‖(g(L(k+λ + ỹ1))− g(L(k+ ỹ2)))χ̂1,0(k+λ )χ̂1,0(k)‖1,F ‖a‖ ,

where ỹ j =
y j

L
. It is now possible to substitute g(k) = sgn(γ · k) since the restriction

to the support of χ̂L,y1
(k+λ )χ̂L,y2

(k) coincides with a smooth function considering
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that |y1| , |y2| ≥ 4L. Therefore, using the scale invariance of sgn, the above norm

‖ .‖1,F can be bounded by

L

|y1|+ |y2|
sup (|ỹ1|+ |ỹ2|)·

‖(sgn((k+λ + ỹ1) · γ)− sgn((k+ ỹ2) · γ)) χ̂1,0(k+λ )χ̂1,0(k)‖1,F ,

with a supremum carrying over all ỹ1, ỹ2 ∈Rd satisfying |ỹ1| , |ỹ2| ≥ 4 and |ỹ1− ỹ2| ≤
24. On the other hand, using the asymptotics (3.13) allows to show that the supre-

mum of the appearing multiplier can be bound by

sup(|ỹ1|+ |ỹ2|)‖(sgn((k+λ + ỹ1) · γ)− sgn((k+ ỹ2) · γ)) χ̂1,0(k+λ )χ̂1,0(k)‖ < ∞ ,

with a supremum carrying over all ỹ1, ỹ2 ∈ Rn as above and, moreover, over all

k,λ ∈Rn. Furthermore, all partial derivatives of the multiplier w.r.t. k and λ can also

be bounded uniformly on the same set. Since the multiplier has a compact support

this also implies the same bounds for the L1-norms of its derivatives, uniformly

in y1,y2,L subject to the constraints given. We can therefore conclude (3.14) by

estimating the L1-norm of the Fourier transform in the standard manner in terms of

derivatives up to order n+ 1. ✷

On the l.h.s. of (3.14), the operator a will be replaced by its Littlewood-Payley

decomposition (2.2). Then only finitely many terms contribute as shows the follow-

ing lemma which is a higher-dimensional extension of Lemma 3.1.2.

Lemma 3.2.7. Let j ≥ 2 and a ∈M. For boxes on scale i = j− 2 centered at 2iy1

and 2iy2, the operator

P2i,2iy1
π(Ŵj ∗ a)P2i,2iy2

(3.15)

vanishes unless 2 j−2(2−
√

2)≤ 2i|y1− y2| ≤ 2 j+2.

Proof. Assuming that a ∈ L2(M)∩M it follows from (3.9) that

∥∥∥P2i,2iy1
π(Ŵj ∗ a)P2i,2iy2

∥∥∥
2

2
=

∫

Ĝ

∫

σα (a)
|ψk(λ )|2 ‖aλ‖2

Hλ
µ(dλ ) dk ,

with the kernel

ψk(λ ) = χQ
2i ,2iy1

(k+λ )χQ
2i,2iy2

(k)χ[2 j−1,2 j+1](|λ |)Wj(λ ) ,

because Wj is supported on the annulus {λ ∈ Rn : 2 j−1 ≤ |λ | ≤ 2 j+1}. By a ge-

ometric argument, this function ψk vanishes unless 2 j−1−
√

22i ≤ 2i|y1− y2| ≤
2 j+1 +

√
22i. This implies the claim by weak density of L2(M)∩M in M. ✷

The second preparation for the proof of Lemma 3.2.9 (and that of Proposi-

tion 3.2.11 as well) is of general nature:
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Lemma 3.2.8. Let (Q j) j∈Zn be partition of unity in a von Neumann algebra M,

namely Q j are pairwise orthogonal projections with ∑ j Q j = 1 in the weak (or

strong) operator topology.

(i) Suppose that a ∈M is of finite range N ∈ R+ w.r.t. this partition, that is,

a = ∑
|i|≤N

∑
j

Q j+i aQ j .

Then

‖a‖ ≤ Nd sup
i, j
‖Q j aQi‖ .

(ii) Suppose that a ∈M has off-diagonal decay

‖Q j+i aQ j‖ ≤ C e−κ |i| ,

with κ > 0 and C uniform in j, then there is a constant cn depending on n such

that

‖a‖ ≤ cn C κ−n .

Proof. Inserting the partition of unity twice, using the triangle inequality and C∗-
equation one has

‖a‖ =
∥∥ ∑
|i|≤N

∑
j

Q j+i aQ j

∥∥

≤ ∑
|i|≤N

∥∥∑
j

Q j+i aQ j

∥∥

= ∑
|i|≤N

∥∥∑
j

Q j a∗Q j+i aQ j

∥∥ 1
2 ,

the latter because of the pairwise orthogonality. Now ∑ j Q ja
∗Q j+iaQ j is a block

diagonal operator. Thus

‖a‖ ≤ ∑
|i|≤N

(
sup

j

‖Q j a∗Q j+i aQ j‖
) 1

2

= ∑
|i|≤N

sup
j

‖Q j+i aQ j‖

≤ ∑
|i|≤N

sup
i′, j
‖Qi′ aQ j‖ ,

completing the proof of (i). For the proof of (ii), let the sum over i run over all Zn

and use the hypothesis in the last estimate. Note that cn ≈ Γ (n)Vol(Sn−1). ✷

Let us now introduce the supports corresponding to the dyadic decomposition

(2.1)

Λ0 = [−2,2] , Λm = [−2m+1,−2m)∪ (2m,2m+1] for m > 0 , (3.16)
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and PΛm
= χΛm

(D) = χ(2m,2m+1](|D|).

Lemma 3.2.9. For each 0 < ζ < 1 there is constant C uniform in a ∈ 0B
ζ
∞,∞(M),

m ∈ N and l ∈ {−1,0,1} such that

∥∥∥w(D)
ζ
2 PΛm

[sgn(D),π(a)]PΛm+l
w(D)

ζ
2

∥∥∥ ≤ C‖a‖
B

ζ
∞,∞

. (3.17)

Proof. For m = 0,1,2 and thus m+ l ≤ 3, using a = ∑∞
j=0 Ŵj ∗ a one can simply

bound

∥∥∥w(D)
ζ
2 PΛm

[sgn(D),π(a)]PΛm+l
w(D)

ζ
2

∥∥∥ ≤ C1 ∑
j≥0

‖Ŵj ∗ a‖

≤ C1 ∑
j≥0

e−ζ j ‖a‖
B

ζ
∞,∞

,

due to Definition 2.1.1. Hence let now m≥ 2 and assume, by symmetry, that l ≥ 0.

Let us first bound the contributions of the terms Ŵj ∗ a

∥∥w(D)
ζ
2 PΛm

[sgn(D),π(a)]PΛm+l
w(D)

ζ
2

∥∥

≤ ∑
j≥0

∥∥∥w(D)
ζ
2 PΛm

[sgn(D),π(Ŵj ∗ a)]PΛm+l
w(D)

ζ
2

∥∥∥

≤ 2(m+2)ζ ∑
j≥0

∥∥∥PΛm
[sgn(D),π(Ŵj ∗ a)]PΛm+l

∥∥∥ , (3.18)

(Lemma 3.2.10 shows that the sum over j can be restricted to j ≤m+ l+3, but this

is irrelevant for the present argument.) In order to bound the matrix elements on the

r.h.s. of (3.18), let us consider the partition of unity (P2i,2iy)y∈Zn where i = j− 2.

Then

PΛm
[sgn(D),π(Ŵj ∗ a)]PΛm+l

= ∑
y1,y2∈Zn

P2i,2iy1
PΛm

[sgn(D),π(Ŵj ∗ a)]PΛm+l
P2i,2iy2

.

By Lemma 3.2.7, the appearing matrix elements vanish unless 2 j−2(2−
√

2) ≤
2i |y1− y2| ≤ 2 j+2, and clearly also unless 2m−1 ≤ 2i |y1| ≤ 2m+2 and 2m+l−1 ≤
2i |y2| ≤ 2m+l+2. This restricts the number of summands to be finite (but increas-

ing with m). More importantly, the operator is also of finite range w.r.t. the partition

of unity (P2i,2iy)y∈Zn because non-vanishing entries appear only for |y1− y2| ≤ 24.

Therefore by Lemma 3.2.8(i)

∥∥∥PΛm
[sgn(D),π(Ŵj ∗ a)]PΛm+l

∥∥∥ ≤ 24n sup
y1,y2∈Zn

p
( j)
y1,y2

,

with the notation

p
( j)
y1,y2

=
∥∥∥PΛm

P2i,2iy1
[sgn(D),π(Ŵj ∗ a)]P2i,2iy2

PΛm+l

∥∥∥ .
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Let us next bound this matrix element using Lemma 3.2.6 for the points 2iy1 and 2iy2

with L= 2i. The conditions are satisfied as long as j≤m−1 (which implies 2i|y1| ≥
2m−1), and the other constraints above hold. Then with a constant C2 uniformly for

all permissible y1,y2,m,l and j,

p
( j)
y1,y2

≤
∥∥∥P2i,2iy1

[sgn(D),π(Ŵj ∗ a)]P2i,2iy2

∥∥∥

≤ C2
2i

2i(|y1|+ |y2|)
∥∥∥Ŵj ∗ a

∥∥∥

≤ C2 2i−m+1 2− jζ ‖a‖
B

ζ
∞,∞

=
1

2
C2 2 j(1−ζ )−m‖a‖

B
ζ
∞,∞

.

Replaced in the above yields, still for j ≤ m− 1,

∥∥∥PΛm
[sgn(D),π(Ŵj ∗ a)]PΛm+l

∥∥∥ ≤ 24n 1

2
C2 2 j(1−ζ )−m‖a‖

B
ζ
∞,∞

.

For j ≥ m, it is sufficient to bound as follows:

∥∥∥PΛm
[sgn(D),π(Ŵj ∗ a)]PΛm+l

∥∥∥ ≤ 2

∥∥∥π(Ŵj ∗ a)
∥∥∥ ≤ 22−ζ j ‖a‖

B
ζ
∞,∞

.

Replacing these last two bounds in (3.18) yields

∥∥w(D)
ζ
2 PΛm

[sgn(D),π(a)]PΛm+l
w(D)

ζ
2

∥∥

≤ 2(m+2)ζ

(
m−1

∑
j=0

24n 1

2
C2 2 j(1−ζ )−m + ∑

j≥m

22−ζ j

)
‖a‖

B
ζ
∞,∞

,

so that summing the series and using ζ ∈ (0,1) completes the proof. ✷

The final preparation is another extension of Lemma 3.1.2.

Lemma 3.2.10. For a ∈M and m, l ∈ N, the operator

PΛm
[sgn(D),π(Ŵj ∗ a)]PΛl

vanishes unless

χ(|m− l|> 1)
(

max{m, l} − 2
)
≤ j ≤ max{m, l} + 3 .

Proof. As sgn(D) = 2P−1, only the operators PΛm
(1−P)π(Ŵj∗a)PPΛl

that are off-

diagonal in the grading of P have to be considered. As in Lemma 3.2.7, assuming

that a ∈ L2(M)∩L∞(M) it follows from (3.9) that

∥∥∥PΛm
(1−P)π(Ŵj ∗ a)PPΛl

∥∥∥
2

2
=
∫

Ĝ

∫

σα (a)
‖ψk(λ )‖2

2 ‖aλ‖2
Hλ

µ(dλ ) dk ,
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with the matrix-valued kernel

ψk(λ ) = χΛm
(γ · (k+λ ))χΛl

(γ · k)χR−(γ · (k+λ ))χR+(γ · k)Wj(λ )

= χ(2m,2m+1](|k+λ |)χ(2l ,2l+1](|k|)χ[2 j−1,2 j+1](|λ |)·
· χR−(γ · (k+λ ))χR+(γ · k)Wj(λ ) ,

Now one has a non-vanishing contribution only if

2 j−1 ≤ |λ | ≤ |k+λ |+ |k| ≤ 2m+1 + 2l+1 ≤ 2max{m,l}+2 ,

and

2 j+1 ≥ |λ | ≥
∣∣|k+λ |− |k|

∣∣ ≥ max{2m− 2l+1,2l− 2m+1,0} ,

namely the stated bound. The lemma follows by weak density of L2(M)∩L∞(M)
in M. ✷

Proposition 3.2.11. For 0 < ζ < 1 and a ∈ 0B
ζ
∞,∞(M) one has for some uniform

constant ∥∥∥H
(ζ )
a

∥∥∥ ≤ C ‖a‖
B

ζ
∞,∞

.

Proof. The weighted Hankel operator is given by the formal sum

H
(ζ )
a = ∑

j≥0

w(D)
ζ
2 (1−P)π(Ŵj ∗ a)Pw(D)

ζ
2 ,

where it is not even evident that the individual terms are elements of N. Hence let

us define the regularization

H
(ζ )
a = s-lim

N→∞

N

∑
m,l, j=0

PΛm
w(D)

ζ
2 (1−P)π(Ŵj ∗ a)Pw(D)

ζ
2 PΛl

. (3.19)

Lemma 3.2.10 implies that, assuming |m− l| > 1, the operator vanishes unless

max{m, l}− 2 ≤ j ≤ max{m, l}+ 3. Let us therefore assume l < m− 1 and focus

on the matrix elements

PΛm
H

(ζ )
a PΛl

= ∑
j≥0

PΛm
w(D)

ζ
2 (1−P)π(Ŵj ∗ a)PPΛl

w(D)
ζ
2

=
m+3

∑
j=m−2

PΛm
w(D)

ζ
2 (1−P)π(Ŵj ∗ a)PPΛl

w(D)
ζ
2 .

(The upper bound j ≤ m+ 3 holds, but is not relevant for the following.) Hence

bounding w implies
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∥∥PΛm
H

(ζ )
a PΛl

∥∥ ≤ 2(m+1) ζ
2 2(l+1) ζ

2

m+3

∑
j=m−2

∥∥Ŵj ∗ a
∥∥

≤ 2(m+1) ζ
2 2(l+1) ζ

2 2−(m−2)ζ
( 5

∑
j=0

2− jζ
)
‖a‖

B
ζ
∞,∞

,

due to the definition of the norm in B
ζ
∞,∞(M). Swapping m and l, respectively using

Lemma 3.2.9 for |m− l| ≤ 1 one finds that for all m, l ∈ N there is a constant Cζ

uniform in a such that

∥∥∥PΛm
H

(ζ )
a PΛl

∥∥∥ ≤ C‖a‖
B

ζ
∞,∞

2−
ζ
2 |m−l| .

For any ζ < ζ̃ < 1 one can further take a factor w(D)(ζ̃−ζ ) out of the sum to bound

∥∥∥PΛm
H

(ζ )
a PΛl

∥∥∥ ≤ C̃‖a‖
B

ζ̃
∞,∞

2−
ζ̃
2 |m−l|2−(m+l)(ζ̃−ζ )

and hence the sum (3.19) converges absolutely. Lemma 3.2.8(ii) then completes the

proof because (PΛm
)m≥0 is an orthogonal partition of unity. ✷

Now all is prepared for the application of complex interpolation, as outlined in

Appendix A.3. The reader is referred to this appendix for the definitions of the inter-

polation strip S as well as interpolation couples and spaces, and also the interpolation

theorem.

Proof of Theorem 3.2.1. (The following argument is essentially the same as in [93].)

Let p > n and set

ζ0 = −n

2

p− 2

p
, ζ1 =

n

p
, s0 =

n

2
+ ζ0 , s1 = ζ1 ,

as well as, for z ∈ S,

ζz = (1− z)ζ0 + zζ1 , sz = (1− z)s0 + zs1 .

Now let us describe in detail the set-up for the application of Theorem A.3.1,

by choosing two interpolation couples (E0,E1) and (F0,F1) and a densely defined

linear operator Tz from E0 ∩E1 to F0 +F1 with suitable continuity, analyticity and

boundedness properties. The interpolation couples are

(E0,E1) =
(
B

s0
2,2(M),Bs1

∞,∞(M)
)
, (F0,F1) =

(
L2(N),L∞(N)

)
.

The corresponding interpolation spaces (E0,E1)θ and (F0,F1)θ are given by (2.9)

and (A.5) respectively. Then for z ∈ S, the interpolation operators are chosen to be

Tz : D⊂ B
s0
2,2(M)∩Bs1

∞,∞(M) → L2(N)+L∞(N) , Tz(a) = H
(ζz)
a ,
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where

H
(ζz)
a = ∑

j≥0

w(D)
ζz
2 (1−P)π(Ŵj ∗ a)Pw(D)

ζz
2

is defined on the subspace D= 0B
s0
2,2(M)∩0Bs1

∞,∞(M) which is dense w.r.t. the com-

bined norm. To see that for fixed a ∈ D the map z 7→ Tz(a) ∈ L2(N) + L∞(N) is

analytic for z ∈ S◦ and continuous on the boundary choose s1 < ζ̃ < 1 and note that

H
(ζ̃ )
a is norm-bounded with H

(ζz)
a = w(D)

ζz−ζ̃
2 H

(ζ̃ )
a w(D)

ζz−ζ̃
2 . Since Tz(a) depends

on z only through a bounded and analytic family of operators it is even analytic w.r.t.

the operator norm, which is more restrictive than the norm of L2(N)+L∞(N).

Next let us analyze the continuity properties of the operator Tz on the boundary

of S where ℜe(z) = 0 and ℜe(z) = 1. For this purpose, it is crucial that

H
(ζz)
a = UzH

(ℜe(ζz))
a U∗z

for some unitary operator Uz ∈N and where H
(ℜe(ζz))
a is the weighted Hankel oper-

ator as defined above. For ℜe(z) = 0 this operator is bounded from E0 = B
s0
2,2(M)

to F0 = L2(N) by Proposition 3.2.4 because ζ0 < 1− n
2
⇐⇒ n < p. For ℜe(z) = 1

the operator Tz is bounded due to Proposition 3.2.11 because ζ1 < 1 ⇐⇒ n < p. In

conclusion, all the hypothesis of Theorem A.3.1 in Appendix A.3) are satisfied and

therefore Tθ extends to a bounded operator from (E0,E1)θ to (F0,F1)θ . The suitable

choice is θ = p−2
p
∈ (0,1) which restrict p to be in (2,∞). Then ζθ = 0, sθ = n

p
and

the interpolation spaces are (E0,E1)θ = B
n
p
p,p(M) to (F0,F1)θ = Lp(N) so that Tθ

extends to a bounded operator

Tθ : B
n
p
p,p(M) → Lp(N) , Tθ (a) = Ha , ∀ a ∈D .

Finally we note that for general a ∈M∩B
n
p
p,p(M) we can write a = ∑∞

j=0Ŵj ∗ a

and Ha = ∑∞
j=0 H

Ŵj∗a with convergence in the weak operator topology. Since

Tθ (∑
N
j=0Ŵj ∗ a) = H

∑N
j=0

Ŵj∗a = ∑N
j=0 H

Ŵj∗a holds due to ∑N
j=0 Ŵj ∗ a ∈ 0Bs1

∞,∞(M)

this is a Cauchy-sequence in Lp(N)-norm for N→ ∞ and hence we have Tθ a = Ha

by Lemma A.2.2(ii).

It remains to show the claim for n = 1 and 1 ≤ p ≤ 2. This follows again by

interpolation, albeit a more elementary version simply using the boundedness of

the two maps a ∈ B1
1,1(M) 7→Ha ∈ L1(N) (see Theorem 3.1.5) and a ∈ B

1
2
2,2(M) 7→

Ha ∈ L2(N) (see Proposition 3.2.4). Indeed the corresponding interpolation spaces

for θ = 2(p−1)
p

are (B1
1,1(M),B

1
2
2,2(M))θ = B

1
p
p,p(M) and (L1(N),L2(N))θ = Lp(N)

so that again Theorem A.3.1 allows to conclude. ✷
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3.3 Converse of the Peller criterion

This section proves the following converse of the Peller criterion (Theorem 3.2.1)

which includes a statement about the commutator version of the Hankel operator

Ĥa = [sgn(D),π(a)] . (3.20)

Theorem 3.3.1. For n < p < ∞ or n = p = 1 and a ∈M∩ Lp(M) the following

statements are equivalent

(i) a ∈ B
n
p
p,p(M)

(ii) Ĥa ∈ Lp(N)
(iii) Ha,Ha∗ ∈ Lp(N)

Moreover, the linear map a∈M∩B
n
p
p,p(M) 7→ (a, Ĥa)∈M⊕N extends to a bounded

and invertible map from B
n
p
p,p(M) to Lp(M)⊕Lp(N). In particular, ‖a‖p + ‖Ĥa‖p

is an equivalent norm for B
n
p
p,p(M).

At least for n = 1, it is clear that (iii) cannot be weakened to Ha ∈ Lp(N) since

there are symbols with a 6= 0, but Ha = 0. In the version by Peller [92], this is cir-

cumvented by projecting to the part with σα(a) ⊂ (−∞,0]. For higher dimensional

generalizations, similar differences between one sided-problems involving Ha and

two-sided problems involving the commutator arise [128, 50]. The proof of Theo-

rem 3.3.1 implements a duality argument introduced in [92] and refined in [59]. It

requires Lp-estimates, 1 < p < 2, for a commutator version of the weighted Hankel

operators

Ĥ
(ζ )
b,r,δ = ŵr,δ (D)

ζ
2 [sgn(D+ γ · r),π(b)]ŵr,δ (D)

ζ
2

with a shift r ∈ [0,1]n and a regulator δ > 0 entering into the weight function

ŵr,δ (k) = χ(|k+ r|2 ≥ δ 2) |γ · (k+ r)| .

Note that for G = Rn, the offset r is inessential due to Ĥ
(ζ )
b,r,δ

= α̂r(Ĥ
(ζ )
b,0,δ

), but it

cannot be eliminated for more general G. The lower endpoint for the interpolation

is obtained by once again adapting an argument of [59] that only needs to be sup-

plemented with numerical estimates appropriate for the present setting.

Lemma 3.3.2. For any ζ > 1−n, there is a constant C > 0 that is uniform in R > 0,

r ∈ [0,1]n and δ > 0, such that for all a ∈ L1(M) with σα (a)⊂ BR, one has

∥∥Ĥ
(ζ )
a,r,δ

∥∥
1
≤ C Rn+ζ ‖a‖1 .

Proof. For y ∈ Rn, let QL,y be the cube with center y and sides L, cf. Lemma 3.2.6.

Set L = 2R such that π(a)PQL,y = PQ3L,y
π(a)PQL,y due to Lemma 3.1.2. We abbre-

viate Dr = D+ γ · r and again use a smooth indicator function χ̂Q,y and a smooth
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approximation g of the sign function exactly as in the proof of Lemma 3.2.6. For

|y1 + r| , |y2 + r|> 4L one can thus write

PQL,y1
[sgn(Dr),π(a)]PQL,y2

= PQL,y1
χ̂L,y1

(D)[g(Dr),π(a)]χ̂L,y2
(D)PQL,y2

= PQL,y1

∫

Rn
π

(∫

Rn
(ψ̂k,r ∗ a)e−2π ı k·s dk

)
e2π ıD·s PQL,y2

ds ,

with the smooth multiplier

ψk,r(λ ) = χ̂L,y1
(k+λ )(g(k+ r+λ )− g(k+ r))χ̂L,y2

(k) .

Hence proceeding as in (3.7)

∥∥∥PQL,y1
[sgn(Dr),π(a)]PQL,y2

∥∥∥
1

≤
∫

Rn

∥∥∥∥PQL,y1
π

(∫

Rn
(ψ̂k,r ∗ a)e−2π ı k·s dk

)
e2π ıD·sPQL,y2

∥∥∥∥
1

ds

≤
∫

Rn

∥∥∥PQL,y1

∥∥∥
2

∥∥∥∥
∫

Rn
(ψ̂k,r ∗ a)e−2π ı k·s dk

∥∥∥∥
1

∥∥∥PQL,y2

∥∥∥
2

ds

≤ (2R)n

∫

Rn

∫

Rn

∣∣∣∣
∫

Rn

∫

Rn
ψk,r(λ )e−2π ı k·s e2π ıλ ·tdk dλ

∣∣∣∣‖a‖1 dt ds,

where in the last inequality the norm of the multiplier was estimated in the same

manner as in Lemma 3.2.6 in terms of the L1-norm of its Fourier transform. Note

that the integral is up to the shift by r identical to the one in Lemma 3.2.6. Since the

estimate of the multiplier norm there is invariant under translation, one obtains by

the same reasoning a bound

∥∥∥PQL,y1+r
[sgn(Dr),π(a)]PQL,y2+r

∥∥∥
1
≤ c1Rn L

|y1|+ |y2|
‖a‖1 ,

with a constant that is uniform in r ∈ [0,1]n and which holds for all |y1|> 4L, |y2|>
4L with |y1− y2| ≤ 24L. Applying Lemma 3.1.2 and then writing Q3L,y+r as a union

of a fixed number of cubes QL,y2+r, one thus has

∥∥[sgn(Dr),π(a)]PQL,y+r

∥∥
1
=
∥∥∥PQ3L,y+r

[sgn(Dr),π(a)]PQL,y+r

∥∥∥
1

≤ c2 Rn L

|y| ‖a‖1 ,

with a uniform constant c2 for |y| > 8L. This bound is sufficient for large y. The

remaining cubes for a partition of unity are regrouped to Er =
⋃
|y|≤8L QL,y+r. With

Ẽr =
⋃
|y|≤8L Q3L,y+r, PEr = χEr(D) and PẼr

= χẼr
(D) let us use Proposition 1.5.6 to

estimate
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∥∥∥∥ŵ
ζ
2

r,δ (D)[sgn(Dr),π(a)]ŵ
ζ
2

r,δ (D)PEr

∥∥∥∥
1

=

∥∥∥∥PẼr
ŵ

ζ
2

r,δ
(D)[sgn(Dr),π(a)]ŵ

ζ
2

r,δ
(D)PEr

∥∥∥∥
1

≤ 2

∥∥∥∥PẼr
ŵ

ζ
2

r,δ (D)π(a)ŵ
ζ
2

r,δ (D)PEr

∥∥∥∥
1

≤ 2

∥∥∥∥PẼr
ŵ

ζ
2

r,δ
(D)π(|a| 12 )

∥∥∥∥
2

∥∥∥∥π(|a| 12 )ŵ
ζ
2

r,δ
(D)PEr

∥∥∥∥
2

≤ c3 Rn+ζ ‖a‖1 ,

uniformly in δ > 0 and r ∈ [0,1]n since the weight function stays integrable for

δ = 0. Combining the estimates gives

∥∥∥∥ŵ
ζ
2

r,δ
(D)[sgn(Dr),π(a)]ŵ

ζ
2

r,δ
(D)

∥∥∥∥
1

=

∥∥∥∥∥ ∑
y∈Zn

ŵ
ζ
2

r,δ (D)[sgn(Dr),π(a)]ŵ
ζ
2

r,δ (D)PQL,Ly+r

∥∥∥∥∥
1

≤ ∑
y∈Zn, |y|>8

∥∥∥∥PQ3L,Ly+r
ŵ

ζ
2

r,δ
(D)[sgn(Dr),π(a)]ŵ

ζ
2

r,δ
(D)PQL,Ly+r

∥∥∥∥
1

+

∥∥∥∥PẼr
ŵ

ζ
2

r,δ
(D)[sgn(Dr),π(a)]ŵ

ζ
2

r,δ
(D)PEr

∥∥∥∥
1

≤ ∑
y∈Zn, |y|>8

c4 Rn+ζ |y|ζ−1 ‖a‖1 + c3 Rn+ζ ‖a‖1

≤ c5 Rn+ζ ‖a‖1 .

This concludes the proof. ✷

The same argument as in the proof of Theorem 3.1.5 (with Lemma 3.3.2 replac-

ing Lemma 3.1.6) then readily allows to show the following

Proposition 3.3.3. For −n < ζ < 1− n and a ∈ 0B
n+ζ
1,1 (M), there is a uniform con-

stant such that ∥∥Ĥ
(ζ )
a,r,δ

∥∥
1
≤ C‖a‖

B
n+ζ
1,1

.

Furthermore, the proof of Proposition 3.2.4 can be adapted to show

Proposition 3.3.4. For 0 < n
2
+ ζ < 1 and a ∈ Mc

T,α there is a constant that is

uniform in a, r ∈ [0,1]n and δ > 0 such that

∥∥∥Ĥ
(ζ )
a,r,δ

∥∥∥
2
≤ C ‖a‖

B
n
2
+ζ

2,2 (M)

Now one can interpolate between those endpoints:
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Lemma 3.3.5. For 1< p < 2 and 0< ζ +n< 1 the map a 7→ Ĥ
( ζ

p )

a,r,δ
is bounded from

B
n+ζ

p
p,p (M) to Lp(N) with norm that is uniformly bounded in r ∈ [0,1]n and δ > 0.

Proof. Let us consider the two maps Ti : B
si
i+1,i+1 → Li+1(N), i = 0,1, given by

a 7→ Ĥ
(

ζ
i+1 )

a,r,δ and where

s0 = n + ζ , s1 =
n

2
+

ζ

2
.

Due to the choice of ζ , they are bounded by the Propositions 3.3.3 and 3.3.4 respec-

tively. For the interpolation between these operators, let us choose

1

p
=

1−θ

1
+

θ

2
⇐⇒ θ = 2 − 2

p
.

Then

sθ =
( 2

p
− 1
)

s0 +
(

2− 2

p

)
s1 =

n

p
+

ζ

p
,

and hence the argument can be completed as in the proof of Theorem 3.2.1. ✷

For the duality argument, a characterization of the dual spaces of Besov spaces

are needed. In the classical case those are Besov spaces with negative smoothness

which embed into the space of tempered distributions. Since there is no such con-

venient ambient topology in the present situation, we do not pursue this approach

further in this work.

Proposition 3.3.6. Let 0 < s < ∞,1 ≤ q < ∞ and 1 = 1
q
+ 1

q̃
. Let E be a Banach

space with strongly continuousRn-action β and let β ∗ : E ′×Rn→ E ′ be the weak∗-
continuous action β ∗t (φ) = φ ◦βt . For any continuous linear functional φ ∈ Bs

q(E)
′,

the sequence (Ŵj ∗ φ) j∈N lies in ℓ
q̃
−s(E

′) and φ = ∑ j∈NŴj ∗ φ converges in the

weak∗-topology of (Bs
q(E))

′.

Proof. First note that (Ŵj ∗ φ)(a) = β ∗
F−1Wj

(a) = φ(Ŵj ∗ a) so that Ŵj ∗ φ extends

continuously to an element of E ′ since a ∈ E 7→ Ŵj ∗ a ∈ Bs
q(E) is a bounded map.

Convergence of φ = ∑ j∈NŴj ∗ φ in the weak∗-topology follows from the weak∗-
continuity and the fact that (Wj) j∈N forms a partition of unity. To see the summa-

bility condition we adapt an argument due to Peetre [91], which is based on the fact

that (ℓ
q
s (E))

′= ℓ
q̃
−s(E

′) for any Banach space E and 1≤ q<∞. By the Hahn-Banach

theorem, there is a bounded functional T ∈ ℓq
s (E)

′ which extends

T (( f j) j∈N) = φ(b)

from the subspace spanned by sequences of the form ( f j) j∈N = (Ŵj ∗b) j∈N ∈ ℓq
s (E)

for some b ∈ Bs
q(E). Hence there is a sequence (Tj) j∈N ∈ ℓ

q̃
−s(E

′) such that
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T (( f j) j∈N) =
∞

∑
j=0

Tj( f j)

and thus one can write for all b ∈ Bs
q(E)

∞

∑
j=0

(Ŵj ∗φ)(b) = φ(b) =
∞

∑
j=0

Tj(Ŵj ∗ b) =
∞

∑
j=0

(Ŵj ∗Tj)(b) .

The identity Ŵj = Ŵj ∗ (Ŵj−1 +Ŵj +Ŵj+1) implies

(Ŵj ∗φ)(b) = φ(Ŵj ∗ b) = (Ŵj ∗ (Ŵj−1 ∗Tj−1 +Ŵj ∗Tj +Ŵj+1 ∗Tj+1))(b) ,

which leads to
∥∥(Ŵj ∗φ) j∈N

∥∥
ℓ

q̃
−s(E

′) ≤ c
∥∥(Tj) j∈N

∥∥
ℓ

q̃
−s(E

′) = c‖φ‖Bs
q(E)

′ . ✷

Corollary 3.3.7. Let 0 < s < ∞,1≤ p,q< ∞ and 1
p
+ 1

p̃
= 1 = 1

q
+ 1

q̃
. Under the iso-

morphism Lp(M)′≃ L p̃(M), every element φ ∈ Bs
p,q(M)′ corresponds to a sequence

(φ j) j∈N in L p̃(M) where φ j = Ŵj ∗φ and with

( ∞

∑
j=0

2−q̃s j
∥∥φ j

∥∥q̃

p̃

) 1
q̃
< c‖φ‖Bs

p,q(M)′ < ∞

and

φ(b) =
∞

∑
j=0

T(φ∗j b)

for every b ∈ Bs
p,q(M).

We can now proceed with the proof of the main claim of Theorem 3.3.1. The

strategy is to employ the sufficient direction of the Peller criterion to construct from

a Hankel operator Ĥa a functional on a certain Besov space and then use the char-

acterization of Corollary 3.3.7 to relate the Besov norm of a to the norm of that

functional.

Proposition 3.3.8. Let n< p<∞. If a∈ Lp(M)∩M has a p-summable commutator

Ĥa ∈ Lp(N), then a ∈ B
n
p
p,p(M) and there is a uniform constant C such that

‖a‖
B

n
p
p,p

≤ C(‖a‖p +
∥∥Ĥa

∥∥
p
) .

Proof. Let us first treat the case n ≥ 2. Since a uniform bound will be proved, one

can assume a∈Mc
T,α by density and note that a =∑∞

j=0 Ŵj ∗a and Ha = ∑∞
j=0 H

Ŵj∗a
with convergence in their respective Lp-norms.

Let us now choose any −n < ζ < 1− n and set ξ = ζ
q

for 1 = 1
p
+ 1

q
. Note that

then 1 < q < 2 so that for b ∈ B
n
q+ξ
q,q (M) one has Ĥ

(ξ )
b,r,δ
∈ Lq(N) by Lemma 3.3.5.
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Furthermore, a ∈ B
n
p
p,p(M) implies that Ĥa ∈ Lp(N) by Theorem 3.2.1. Hence by

Corollary 3.3.7, the map φa,δ : B
n
q+ξ
q,q (M)→ C given by

φa,δ (b) = T̂α

(
Ĥ∗a Ĥ

(ξ )
b,0,δ

)

is a bounded linear functional for any δ > 0. Let us also shift the commutator by

defining

Ĥa,r = Ĥ
(0)
a,r,0 = [sgn(D+ γ · r),π(a)] .

Since the function gr(k) = sgn(γ · (k+ r))− sgn(γ · k) decays like 1
|k| , see (3.13), it

defines an element of Lp(Ĝ) and thus Proposition 1.5.6 shows

∥∥Ĥa,r

∥∥
p
≤
∥∥Ĥa

∥∥
p
+ 2‖gr‖p ‖a‖p ≤

∥∥Ĥa

∥∥
p
+ c1 ‖a‖p

with a constant c1 that is uniform for r ∈ [0,1]n. By Lemma 3.3.5 there is also a

bound ∥∥Ĥ
(ξ )
b,r,δ

∥∥
q
≤ c2 ‖b‖

B
n
q +ξ
q,q

,

uniformly in r ∈ [0,1]n and δ > 0. Thus

φ̃a,δ : B
n
q+ξ
q,q (M) 7→

∫

[0,1]n
T̂α

(
Ĥ∗a,rĤ

(ξ )
b,r,δ

)
dr (3.21)

is a bounded linear functional with

∥∥φ̃a,δ

∥∥
B

n
q+ξ
q,q (M)′

≤ c3

(
‖a‖p +

∥∥Ĥa

∥∥
p

)
.

For b ∈M
c
T,α , one can write out (3.21) using Lemma 3.2.2 and Corollary 3.2.3 as a

scalar product to obtain

φ̃a,δ (b) =

∫

Ĝ
Ψ

(ξ )
δ (λ )〈aλ ,bλ 〉Hλ

µ(dλ ) = T

((
Ψ̂

(ξ )
δ ∗ a

)∗
b
)
,

with the unbounded multiplier

Ψ
(ξ )

δ (λ ) =

∫

[0,1]n

∫

Ĝ
|k+ r+λ |

ξ
2 χ((k+ r+λ )2 ≥ δ 2)χ((k+ r)2 ≥ δ 2)

|sgn(γ · (k+ r+λ ))− sgn(γ · (k+ r))|22 |k+ r|
ξ
2 dk dr

=
∫

Rn
|k+λ |

ξ
2 |sgn(γ · (k+λ ))− sgn(γ · k)|22 |k|

ξ
2

χ((k+λ )2 ≥ δ 2)χ(k2 ≥ δ 2)dk ,

which is implicitly restricted to a bounded multiplier by applying a large enough

cut-off. Note that the integral converges for ξ < 2− n which is always satisfied due

to q < n
n−1

. The singularities also stay integrable for δ → 0 and λ 6= 0. It becomes
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apparent that the average in (3.21) was introduced so that one may always integrate

over Rn for all different cases of Ĝ. Note that Ψ
(ξ )

δ
is a radial function Ψ

(ξ )
δ

(λ ) =

Ψ
(ξ )

δ (|λ |e1) and for δ = 0 it is also homogeneous of degree ξ + n. Hence it takes

the simple form Ψ
(ξ )

0 (λ ) = |λ |n+ξ Ψ
(ξ )

0 (e1). This is the multiplier corresponding

to the Riesz potential In+ξ which also appeared in Lemma 2.2.3. By dominated

convergence the limit

φ̃a,0(b) = lim
δ→0

φ̃a,δ (b) = T((Ψ̂
(ξ )

0 ∗ a)∗b)

exists for all b ∈Mc
T,α and therefore densely defines a bounded functional with

∥∥φ̃a,0

∥∥
B

n
q +ξ
q,q (M)′

≤ liminf
δ→0

∥∥φ̃a,δ

∥∥
B

n
q +ξ
q,q (M)′

≤ c3

(
‖a‖p +

∥∥Ĥa

∥∥
p

)
.

By Corollary 3.3.7 there exists (ã j) j∈N = (Ŵj ∗ φ̃a,0) j∈N ∈ ℓp

−n/q−ξ
(Lp(M)) repre-

senting φ̃a,0 such that

φ̃a,0(b) = T((Ψ̂
(ξ )

0 ∗ a)∗b) =
∞

∑
j=0

T(ã∗jb) .

Substituting the Ansatz b = Ŵj ∗ b̃ and comparing coefficients yields

(
Ψ̂

(ξ )
0 ∗Ŵj

)
∗ a = Ŵj ∗ (ã j−1 + ã j + ã j+1) ,

and, since Ψ
(ξ )

0 is strictly positive on the support of Wj for j > 0, the relation can be

inverted to

Ŵj ∗ a =

(
Wj

Ψ
(ξ )

0

)∧
∗ (ã j−1 + ã j + ã j+1) =

(
Wj−1 +Wj +Wj+1

Ψ
(ξ )

0

)
∗ ã j ,

for all j > 1. To estimate the norm of the multiplier on the right let us use the

homogeneity to bound the norm of its Fourier transform by

∥∥∥∥∥F
−1 Wj

Ψ
(ξ )

0

∥∥∥∥∥
1

=

∥∥∥∥∥F
−1 W1

Ψ
(ξ )

0 (2 j−1·)

∥∥∥∥∥
1

≤ c4 2− j(n+ζ )

with a constant that is uniform for j > 0. Hence one has

∥∥∥Ŵj ∗ a

∥∥∥
p
=

∥∥∥∥∥

(
Wj−1 +Wj +Wj+1

Ψ
(ξ )

0

)∧
∗ ã j

∥∥∥∥∥
p

≤ c5 2− j(n+ξ )
∥∥ã j

∥∥
p

uniformly for j > 1. This implies
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‖a‖
B

p
n
p,p

≤ c6 ‖ã‖ℓp

−n/q−ξ
(Lp(M)) + c7 ‖a‖p ≤ c8

(
‖a‖p +

∥∥Ĥa

∥∥
p

)
.

Let us now comment on n = 1. The same strategy as above applies for the range

2 < p < ∞ and for 1 < p < 2 one uses analogous reasoning for the functionals

b ∈ B
1/q
q,q (M) 7→ T̂α(Ĥ

∗
a Ĥb) which are bounded by Theorem 3.2.1 since 2 < q < ∞.

The corresponding multiplier is then computed explicitly to be Ψ
(0)

0 (λ ) = 4 |λ |, so

that one can complete the proof as above. ✷

Trying to apply the argument to the case p = 1 = n directly fails, since the dual

space of Bs
∞,∞(M) is too large to be useful here. It is preferable to use preduals which

requires to strengthen the L∞- endpoint estimate:

Lemma 3.3.9. For n = 1 and s > 0, there is a bounded map ℓ∞
s (M)→ N, densely

defined on finite sequences by

(a j) j∈N 7→ H
(s)
η(a)

with

η : ℓ∞
s (M)→M, (a j) j∈N 7→

∞

∑
j=0

Ŵj ∗ a j .

Proof. Since n = 1, the spectral conditions simplify the Hankel operator greatly to

H
(s)
η(a)

= ∑
j≥0

w(D)
s
2 P[−2 j+2,0) π(Ŵj ∗ a j)P[0,2 j+2) w(D)

s
2 ,

with a sum consisting of only finitely many terms non-zero terms. To prove a bound

on this, let us use a dyadic decomposition 1 = ∑∞
l=0 PΛl

with supports Λl as in (3.16)

and then focus on the matrix elements PΛm
H

(s)
η(a)

PΛl
, first for the case 0 < m≤ l:

PΛm
H

(s)
η(a)

PΛl
= ∑

j∈N
PΛm

w(D)
s
2 P[−2 j+2,0)π(Ŵj ∗ a j)P[0,2 j+2) PΛl

w(D)
s
2

= ∑
j≥l−1

PΛm
w(D)

s
2 P[−2 j+2,0) π(Ŵj ∗ a j)PΛl

w(D)
s
2

= ∑
j≥l−1

PΛm
w(D)

s
2 P[−2 j+2,0) PΛl+supp(Wj) π(Ŵj ∗ a j)PΛl

w(D)
s
2 ,

where in the last step (3.4) was used. An examination of the constraints shows that

all terms except those with j ∈ [l−1, l+1] must vanish. Hence bounding w implies

∥∥PΛm
H

(s)
η(a)

PΛl

∥∥ ≤ 2(m+1) s
2 2(l+1) s

2

(∥∥Ŵl−1 ∗ al−1

∥∥ +
∥∥Ŵl ∗ al

∥∥ +
∥∥Ŵl+1 ∗ al+1

∥∥
)

≤ 2(m+1) s
2 2(l+1) s

2 ‖a‖ℓ∞
s (M) 2−(l−1)s(1 + 2−s + 2−2s) ,

due to the definition of the norm in ℓ∞
s (M). Treating the other cases analogously,

one finds that for all m, l ∈ N there is a constant C uniform in a such that
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∥∥∥PΛm
H

(s)
η(a)

PΛl

∥∥∥ ≤ C‖a‖ℓ∞
s (M) 2−

s
2 |l−m| .

As the PΛm
are an orthogonal partition of unity, it follows that

∥∥∥H
(s)
η(a)

∥∥∥ ≤ ∑
m∈Z

∥∥∑
l∈Z

PΛm+l
H

(s)
η(a)

PΛl

∥∥

≤ ∑
m∈N

sup
l∈N

∥∥PΛm+l
H

(s)
η(a)PΛl

∥∥

≤ C ‖a‖ℓ∞
s (M) ∑

m∈Z
2−

β
2 |m| ,

which carrying out the sum shows the claim. ✷

Proposition 3.3.10. Let n = p = 1. Suppose that a ∈ L1(M)∩M has a trace-class

commutator Ĥa ∈ L1(N). Then a ∈ B1
1,1(M) and there is a uniform constant such

that

‖a‖B1
1,1
≤ C

(
‖a‖1 +

∥∥Ĥa

∥∥
1

)
.

Proof. Choose 0 < ζ < 1 and assume a∈ 0B1
1,1(M)∩M. Using similar notations as

in the proof of Proposition 3.3.8, let us define the functional

φ̃ : b ∈ ℓ∞
ζ (M) 7→ T̂α

(
ĤaĤ

(ζ )
η(b)

)
,

which is bounded by Lemma 3.3.9. A priori it is an element of the dual space

ℓ∞
ζ (M)′, however, the same reasoning as in Proposition 3.3.8 shows that is repre-

sented by ψ̃(b) = ∑∞
j=0T(ã

∗
jb j) with

ã j = Ψ (ζ ) ∗ (Ŵj−1 +Ŵj +Ŵj+1)∗ a

where

Ψ (ξ )(λ ) =

∫

Ĝ
dk w(k+λ )

ξ
2 |sgn(k+λ )− sgn(k)|2 w(k)

ξ
2

again behaves like |λ |1+ξ
and thus (ã j) j∈N ∈ ℓ1

−ζ (L
1(M). Hence φ̃ is actually an

element of the predual ℓ∞
ζ (M)∗ = ℓ1

−ζ (L
1(M)). Since the predual embeds isometri-

cally into the dual, one has

‖ã‖ℓ1
−ζ

(L1(M)) ≤ c1 ‖φ̃‖ℓ∞
ζ
(M)′ ≤ c2

(
‖a‖1 + ‖Ĥa‖1

)
.

With this inequality the proof can be completed essentially as above. ✷



3.4 Breuer index of Toeplitz operators 73

3.4 Breuer index of Toeplitz operators

For clarity we restate the general assumptions of this section, namely (M,α,G)
is a W ∗-dynamical system with a group action of G = Tn0 ⊕Rn1 , and on M is

given an α-invariant s.n.f. trace T. Let (π ,U) be a regular representation of this

dynamical system and the von Neumann crossed product Nα = MN(C)⊗(M⋊α G)
and D the canonical Dirac operator (3.1) constructed from the generators of α in

that representation, and N = 2⌊n/2⌋. The dual trace induced on Nα by T⊗TrN will

be denoted T̂α (so we notationally suppress the matrix fibers and recall that the

normalization of the dual trace is uniquely fixed by the conventions of Chapter 1).

Let P= χ(D> 0)∈N be the Hardy projection and F= 1
2
(P−1). It will be useful

to introduce an offset x0 ∈ Rn \Zn and set Fx0
= sgn(D+ γ · x0), especially since D

has discrete spectrum and a non-trivial kernel for pure torus actions G = Tn.

Further let us introduce the space of (n+ 1)-summable symbols

Cn(M) = {a ∈M : a ∈ Ln+1(M) , [P,π(a)] ∈ Ln+1(Nα )}

which is a ∗-subalgebra of M and noting that x 7→ sgn(γ · x + x0)− sgn(γ · x) is

a matrix-valued function with entries in Ln+1(Rn), the estimate (1.31) shows that

also [Fx0
,π(a)]∈ Ln+1(Nα ) for any x0 ∈Rn. Hence (Cn(M),N,Fx0

) defines an (n+
1)-summable semi-finite Fredholm module (in the sense of [26]). This allows to

adapt the standard formulation of pairings in non-commutative geometry [36] with

unitaries and projections in (matrix algebras over) the unitization Cn(M)∼ = C1+
Cn(M)⊂M.

The non-commutative Peller criterion (Theorem 3.2.1) gives us a characteriza-

tion of (n+ 1)-summability purely in terms of the regularity of the symbols. The

particular Besov space that is distinguished by the Peller criterion appears repeat-

edly and will be abbreviated

Bn(M) = B
n

n+1

n+1,n+1(M,α) . (3.22)

Hence

Cn(M) = Bn(M)∩M .

A practical criterion to lie in the algebra Cn(M) can be directly deduced from Propo-

sition 2.3.5(iii):

Proposition 3.4.1. For any p ∈ (n,n+ 1], one has W 1
p (M)∩M ⊂ Bn(M)∩M with

a continuous embedding of Banach algebras, namely there is a constant C such that

‖a‖+ ‖a‖Bn
≤ C

(
‖a‖+ ‖a‖W 1

p

)
, a ∈W 1

p (M)∩M .

For the classical function spaces over Rn there are also embeddings W 1
n ⊂ Bn

that do no require the intersection with L∞ as special cases of the so-called Franke-
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Jawerth embeddings [53, 61], which have recently been extended to the non-

commutative torus [129].

The Chern cocycle for the action α can be defined in two different ways, one

that directly extends the usual definition for smooth elements and one that stems

from the associated index theorem [105], but here also has an extended domain of

definition. It will be shown below that these Chern cocycle coincide for elements

that are smooth and summable w.r.t. α .

Definition 3.4.2. Let p ∈ [n,n + 1] and ∇1, . . . ,∇n be the derivations (1.34) on

W 1
p (M,α) w.r.t. the unit directions of G. The Chern cocycle for the action α is a

cyclic cocycle on M∩W1
p (M,α) defined by

ChT,α(a0, . . . ,an) = cn ∑
ρ∈Sn

(−1)ρ
T
(
a0∇ρ(1)a1 . . .∇ρ(n)an

)
,

where the normalization constants are given by

cn =





(2π ı)k

k!
, for n = 2k ,

ı(π ı)k

(2k+1)!!
, for n = 2k+ 1 .

Let us note that a multiple Hölder inequality followed by an interpolation bound

implies that ChT,α is well-defined and continuous on its domain:

T
(
a0∇ρ(1)a1 . . .∇ρ(n)an

)
≤ ‖a0‖ p

p−n
‖∇ρ(1)a1‖p · · · ‖∇ρ(n)an‖p

≤ ‖a0‖ p
p−n
‖a1‖W 1

p
· · · ‖an‖W1

p

≤ ‖a0‖p−n
p ‖a0‖n+1−p

∞ ‖a1‖W1
p
· · · ‖an‖W1

p
.

Let us also point out that neither of the endpoints p = n and p = n+1 in the Sobolev

scale is always natural. For example, already for functions in M2(L
∞(Rd)) the Lp-

regularity of derivatives may fail precisely at certain integer values due to either

slow inverse polynomial decay at infinity or finite-order poles.

For use in the following let us also note that the Chern cocycles depends only on

the action α up to orientation:

Proposition 3.4.3. The Chern cocycle ChT,α is invariant under orientation conserv-

ing rotations O ∈ SO(n), namely

ChT,α(a0, . . . ,an) = cn ∑
ρ∈Sn

(−1)ρ
T
(
a0∇Oeρ(1)

a1 · · ·∇Oeρ(n)
an

)
, (3.23)

where ∇v is the derivation (1.34) in direction v ∈ Sn.

Proof. Let ChO
T,α(a0, . . . ,an) denote the r.h.s. of (3.23). If O = (O j,k) j,k=1,...,n de-

notes the matrix elements, then
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ChO
T,α(a0, . . . ,an) = cn

n

∑
j1,..., jn=1

∑
ρ∈Sn

(−1)ρ O j1,ρ(1) · · ·O jn,ρ(n)T
(
a0∇ j1 a1 · · ·∇ jn an

)
.

Now for any function bρ(3),...,ρ(n), one has

∑
ρ∈Sn

(−1)ρ O j,ρ(1)O j,ρ(2) bρ(3),...,ρ(n) = 0 ,

and similarly for other equal pairs ji = ji′ . Therefore the sum in ChO
T,α (a0, . . . ,an)

only contains non-vanishing terms for pairwise different j1, . . . , jn which thus cor-

respond to a permutation σ ∈ Sn:

ChO
T,α(a0, . . . ,an)

= cn ∑
σ∈Sn

∑
ρ∈Sn

(−1)ρ Oσ(1),ρ(1) · · ·Oσ(n),ρ(n)T
(
a0∇σ(1)a1 · · ·∇σ(n)an

)
.

Finally

∑
ρ∈Sn

(−1)ρ Oσ(1),ρ(1) · · ·Oσ(n),ρ(n)

= (−1)σ ∑
ρ∈Sn

(−1)ρ◦σ−1
Oσ(1),ρ◦σ−1(σ(1)) · · ·Oσ(n),ρ◦σ−1(σ(n))

= (−1)σ det(O)

= (−1)σ .

Replacing completes the proof. ✷

Hence ChT,α is a natural n-cocycle that is constructed from the data T and α .

Another way to obtain a cocycle is in the following way:

Definition 3.4.4. The Chern cocycle for the bounded Fredholm modules given by

Fx0
is a cyclic cocycle on the algebra Cn(M) defined for any x0 ∈ Rn \Zn by

C̃hT,α ,x0
(a0, . . . ,an) = c̃n T̂

′
α ,x0

(
π(a0)[Fx0

,π(a1)] · · · [Fx0
,π(an)]

)

=
c̃n

2
T̂α

(
γ0Fx0

[Fx0
,π(a0)][Fx0

,π(a1)] · · · [Fx0
,π(an)]

)

(3.24)

with normalization constants

c̃n =

{
(−1)k , for n = 2k ,

(−1)k+1 2−2k−1 , for n = 2k+ 1 ,

and with the supertrace

T̂
′
α ,x0

(a) =
1

2
T̂α

(
Fx0

dx0
(γ0a)

)
,
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the graded commutator dx0
a=Fx0

a−(−1)naFx0
and γ0 =(−ı)n/2γ1 · · ·γn for n even

respectively γ0 =(−ı)(n−1)/2γ1 · · ·γn = 1 for n odd such that γ0Fx0
+(−1)nFx0

γ0 = 0.

Furthermore, the integrated cocycle is

C̃hT,α(a0, . . . ,an) =

∫

[0,1]n
C̃hT,α ,x0

(a0, . . . ,an) dnx0 . (3.25)

By using the invariance of T̂α under the dual action of Ĝ = Zn0 ⊕Rn1 , one can

see that for n0 = 0 the cocycles C̃hT,α ,x0
= C̃hT,α all coincide. For n0 > 0 they

are not numerically identical, but still induce the same index pairings. Both ChT,α

and C̃hT,α are densely defined on (n+ 1)-summable elements of M with Fourier

spectrum in a compact interval. To show that they coincide, let us introduce the

discretizations that align with the grid for the torus components. More precisely, for

x ∈ Zn0 , y ∈ Rn1 define the cubes

Q
(L)
x,y = {x}× (y+[0,L)n1) ⊂ Rn ,

along with the projections P
(L)
x,y = χ

(
(D1, . . . ,Dn) ∈ Q

(L)
x,y

)
, as well as the discretiza-

tions

F
(L)
x0

= ∑
x∈Zm

∑
y∈Zn1

P
(L)
x,Ly sgn

(
γ · (x+Ly+ x0)

)
.

For L→ 0, they converge strongly to Fx0
= sgn

(
D+γ ·x0

)
. To approximate products

of commutators the following technical estimate is needed.

Lemma 3.4.5. Let a0, . . . ,an ∈M∩Ln+1(M) be elements with Arveson spectra con-

tained in some compact set, . i.e. σα(ai) ⊂ [−r,r]n for some r > 0. Then there is a

constant C > 0 depending on a0, . . . ,an but uniform in L and z ∈ Rn such that

∣∣∣T̂α

(
γ0P

(L)
0,0 Fz π(a0)[Fz,π(a1)]···[Fz,π(an)]

)

− T̂α

(
γ0P

(L)
0,0 F

(L)
z π(a0)[F

(L)
z ,π(a1)]···[F(L)

z ,π(an)]
)∣∣∣

≤ C Ln1+1

(1+ |z|)n+1
.

Proof. Note first that with ℓ > 0 and the floor function applied componentwise,

∥∥∥P
(ℓr)
0,0 [Fz−F

(L)
z ,π(a j)]P

(ℓr)
0,0

∥∥∥
≤ 2 ‖a‖ sup

|(x,Ly)|≤ℓ
|sgn(γ · (x+Ly+ z))− sgn(γ · (x+L⌊y⌋+ z))|

≤ 2 ‖a‖C sup
|(x,Ly)|≤ℓ

L |y−⌊y⌋|
|x+ z|

≤ C2
L

|z| .
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Due to the condition on the Arveson spectra one may insert P
(ℓ)
0,0 for ℓ > (n+1)r+L:

T̂α

(
γ0P

(L)
0,0 π(a0)[Fz,π(a1)]···[Fz,π(an)]

)

− T̂α

(
γ0P

(L)
0,0 π(a0)[F

(L)
z ,π(a1)]···[F(L)

z ,π(an)]
)

= T̂α

(
γ0P

(L)
0,0 π(a0)P

(ℓ)
0,0 [Fz,π(a1)]···P(ℓ)

0,0 [Fz,π(an)]P
(ℓ)
0,0

)

− T̂α

(
γ0P

(L)
0,0 π(a0)P

(ℓ)
0,0 [F

(L)
z ,π(a1)]···P(ℓ)

0,0 [F
(L)
z ,π(an)]P

(ℓ)
0,0

)
.

By successively inserting Fz = (Fz−F
(L)
z )+F

(L)
z and bounding terms like

∣∣∣T̂α

(
γ0P

(L)
0,0 bP

(ℓ)
0,0 [Fz−F

(L)
z ,π(a1)]P

(ℓ)
0,0 c
)∣∣∣ ≤

∥∥P
(L)
0,0

∥∥
1
‖b‖ C2

L

|z| ‖c‖

together with
∥∥P

(L)
0,0

∥∥
1
=C3Ln1 , the result follows. ✷

For the proof of the following geometric fact the reader is referred to 6.4.1 in

[105].

Lemma 3.4.6. Let x0, . . . ,xn ∈ Rn with xn = 0 and γ1, . . . ,γn an irreducible repre-

sentation of the complex Clifford algebra Cln on C2⌊n/2⌋
and γ0 = (−ı)⌊n/2⌋γ1 . . .γn.

Then

∫

Rn
Tr

(
γ0

n

∏
i=1

(sgn(γ · (xi + x))− sgn(γ · (xi+1 + x))

)
dnx = ĉn ∑

ρ∈Sn

(−1)ρ
n

∏
i=1

xi,ρ(i)

with

ĉn =





(2π ı)k

k!
, for n = 2k ,

22k+1(π ı)k

(2k+1)!! , for n = 2k+ 1 .

Proposition 3.4.7. Let p ∈ [n,n+ 1]. For a0, . . . ,an ∈W 1
p (M)∩Cn(M), one has

ChT,α (a0, . . . ,an) = (−1)n−1 C̃hT,α (a0, . . . ,an) .

Proof. One can always write ai = ∑∞
j=1 Ŵj ∗ai which is uniformly bounded in oper-

ator norm and converges w.r.t. the weak∗-topology as well as the norms in W 1
p (M).

Likewise, since P is α-invariant and α defines a strongly continuous action on

Ln+1(Nα),

[Fx0
,ai] =

∞

∑
j=1

[Fx0
,Ŵj ∗ ai] = [Fx0

,
∞

∑
j=1

Ŵj ∗ ai]

with convergence in Ln+1(Nα). Using the σ -weak continuity of the s.n.f. traces it

is then possible to check that both cocycles can be approximated simultaneously by

truncating the infinite sums for large enough j.
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Hence it is sufficient to show that the equality holds if a0, . . . ,an have Arveson

spectra contained in a compact set. For a given L > 0, let us set QL = [0,1]n0 ×
[0,L)n1 and manipulate the cocycle as follows:

C̃hT,α (a0, . . . ,an)

= c̃n

∫

[0,1]n
T̂
′
α ,x0

(
π(a0)[Fx0

,π(a1)] · · · [Fx0
,π(an)]

)
dnx0

=
c̃n

Ln1

∫

QL

T̂
′
α ,x0

(
π(a0)[Fx0

,π(a1)] · · · [Fx0
,π(an)]

)
dnx0

=
c̃n

Ln1

∫

QL

∑
(x,y)∈Zn

T̂α

(
γ0Fx0

P
(L)
x,Ly π(a0)[Fx0

,π(a1)] · · · [Fx0
,π(an)]

)
dnx0

=
c̃n

Ln1

∫

QL

∑
(x,y)∈Zn

T̂α

(
γ0P

(L)
0,0 Fx0−(x,Ly) π(a0)[Fx0−(x,Ly),π(a1)] · · ·

· [Fx0−(x,Ly),π(an)]
)

dnx0

=
c̃n

Ln1

∫

Rn
T̂α

(
γ0P

(L)
0,0 Fz π(a0)[Fz,π(a1)] · · · [Fz,π(an)]

)
dnz .

Here the first step used invariance under the dual Rn1-action which implies that the

integral is actually constant in the last n1 components of x0 so that L can be rescaled.

Then a partition of unity was inserted which allowed to rewrite the expression in

terms of T̂α . From the third to fourth line the invariance under the dual Zn0 ×Rn1-

action to shift to the origin was used to redefine the variables. Lemma 3.4.5 now

shows that Fz can be replaced with its discretization in the limit L→ 0:

C̃hT,α(a0, . . . ,an)

= lim
L→0

c̃n

Ln1

∫

Rn
T̂α

(
γ0P

(L)
0,0 F

(L)
z π(a0)[F

(L)
z ,π(a1)] · · · [F(L)

z ,π(an)]
)

dnz

= lim
L→0

c̃n

Ln1

∫

Rn
dnz ∑

(x1,y1),...,(xn,yn)∈Zn

T̂α

(
γ0P

(L)
0,0 π(a0)P

(L)
x1,Ly1

π(a1) · · ·P(L)
xn,Lyn

π(an)
)

Tr
(

γ0

n

∏
j=1

(
sgn(γ · (x j +Ly j + z))− sgn(γ · (x j+1 +Ly j+1 + z))

))
,

where the convention that (xn+1,yn+1) = 0 was used and the second equality resulted

after inserting further partitions of unity (which are actually finite sums due the spec-

tral conditions). In this form Lemma 3.4.6 applies to deduce that C̃hT,α (a0, . . . ,an)
is equal to

lim
L→0

c̃nĉn

Ln1
∑ T̂α

(
P
(L)
0,0 π(a0)P

(L)
x1,Ly1

π(a1) · · ·P(L)
xn,Lyn

π(an)
)
·

· ∑
ρ∈Sn

(−1)ρ
n0

∏
j=1

x j,ρ( j)

n1

∏
i=1

(Lyi,ρ(n0+i)) ,
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with a sum carrying over (x1,y1), . . . ,(xn,yn) ∈ Zn. Next introduce discretizations

of the generators D1, . . . ,Dn as the multiplication operators

D
(L)
j =

{
D j , j = 1, . . . ,n0 ,

∑z∈Zd (Lz j)Px,Ly , j = n0 + 1, . . . ,n ,

and note that due to the antisymmetrisation one can write C̃hT,α(a0, . . . ,an) as

lim
L→0

c̃nĉn

Ln1
∑ ∑

ρ∈Sn

T̂α

(
P
(L)
0,0 π(a0)P

(L)
x1,Ly1

[D
(L)
ρ(1)

,π(a1)] · · ·P(L)
xn,Lyn

[D
(L)
ρ(n)

,π(an)]
)
.

Replacing the definition of the derivations ∇ j =−ı[D j, ·] it follows that

C̃hT,α(a0, . . . ,an)

= lim
L→0

c̃nĉn

Ln1
∑

ρ∈Sn

(−1)ρ 1

(−ı)n
T̂α

(
P
(L)
0,0 a0π(∇ρ(1)a1) · · ·π(∇ρ(n)an)

)
+ O(L)

=
c̃nĉn

cn(−ı)n
T̂α

(
P
(1)
0,0

)
ChT,α(a0, . . . ,an)

= (−1)n−1ChT,α (a0, . . . ,an) .

The O(L)-bounds of the discretization error result from estimates of the form

∣∣∣T̂α

(
P
(L)
0,0 a[D j−D

(L)
j ,b]c

)∣∣∣ ≤
∥∥∥P

(L)
0,0

∥∥∥
1

∥∥∥D j−D
(L)
j

∥∥∥ ‖a‖ ‖b‖ ‖c‖
≤ CLn1 ·L‖a‖ ‖b‖ ‖c‖

and noting that the error term can be expanded into a finite number of such expres-

sions. ✷

Now one can define and evaluate the usual index pairings with projections and

unitaries and since C̃hx0
is the standard cocycle associated to a Fredholm module

those pairings can be written as T̂α -indices:

Proposition 3.4.8. If n is odd and u∈MN′(Cn(M)∼) a unitary with scalar part s(u)
and hence u− s(u)∈MN′(Cn(M)), then

T̂α -Ind(Px0
π(u)Px0

+ 1−Px0
) = C̃hT,α ,x0

(u∗,u, . . . ,u∗,u) ,

with Px0
=

1+Fx0
2

for any x0 ∈ Rn. If n is even and e ∈MN(Cn(M))∼ a projection

with e− s(e) ∈MN(Cn(M)), then

T̂α-Ind(π(e)Gx0
π(e)+ 1−π(e)) = C̃hT,α ,x0

(e, . . . ,e) ,
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with Gx0
defined by Fx0

=

(
0 G∗x0

Gx0
0

)
in a basis such that γ0 =

(
1 0

0 −1

)
and any

x0 ∈ (0,1]n.

Proof. Let us first point out that matrix fibers are again suppressed (i.e. properly

one has tensor products Px0
⊗ 1N′ , T̂α ⊗TrN′ and so on). Also the cocycles extend

naturally to unitizations, since their algebraic properties are consistent with simply

dropping the scalar parts, as can be seen in the second formula of (3.24).

For readability we also drop the subscript x0 and the representation a = π(a).
Both cases are based on Proposition A.4.4, noting its conditions are satisfied for

any m > n+1
2

. From this point the manipulations are standard (see e.g. [36]), but

we repeat them in order to track factors and signs. In the even case one gets, for

m = n+2
2

,

(−1)m
T̂α-Ind(eGe+ 1− e)

= (−1)m
(
T̂α ((e− eG∗eGe)m)− T̂α ((e− eGeG∗e)m)

)

= T̂α (e([G∗,e][G,e])m)− T̂α (e([G,e][G∗,e])m)

= T̂α(γ0e[F,e]2m) .

From the other side, one has using the identities [F,e] = e[F,e]+ [F,e]e, F[F,e] =
−[F,e]F, {γ0,F}= 0 and e[F,e]2 = [F,e]2e:

2

c̃n

C̃hT,α(e− s(e), . . . ,e− s(e))

= T̂α(γ0F[F,e]n+1) = T̂α(γ0F(e[F,e]n+1 +[F,e]n+1e))

= T̂α(γ0(Fe+ eF)[F,e]n+1)

= −2 T̂α(γ0e[F,e][F,e]n+1) + 2 T̂α(γ0eFe[F,e]n+1)

= −2 T̂α(γ0e[F,e]n+2) + 2 T̂α(γ0F[F,e]ne[F,e]e)

= −2 T̂α(γ0e[F,e]n+2) .

Therefore

T̂α-Ind(eGe+ 1− e) =
(−1)m+1

c̃n
C̃hT,α(e, . . . ,e) = C̃hT,α(e, . . . ,e) .

In the odd case with m = n+1
2

one notes that P and F commute with [u,F][u∗,F] and

thus
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(−1)m
T̂α -Ind(PuP+ 1−P)

= (−1)m
(
T̂α ((P−Pu∗PuP)m)− T̂α ((P−PuPu∗P)m)

)

= 2−2m
(
T̂α (P([u∗,F][u,F])m)− T̂α (P([u,F][u∗,F])m)

)

= 2−2m
(
T̂α (F([u∗,F][u,F])m)− T̂α (F([u,F][u∗,F])m)

)

= 2−2m
(
T̂α (F([u∗,F][u,F])m)− T̂α

(
[u∗,F]F[u,F]([u∗,F][u,F])m−1

))

= 2−2m
T̂α (F([u∗,F][u,F])m)

=
2−2m+1

c̃n

C̃hT,α (u
∗,u, . . . ,u∗,u) ,

which due to the definition of c̃n completes the proof. ✷

Combining the above statements now leads to the main statement of this chapter.

Theorem 3.4.9 (Sobolev index theorem). Let p ∈ (n,n+ 1]. If n is odd and a uni-

tary u ∈MN′((M∩W 1
p (M))∼), then

ChT,α(u
∗,u, . . . ,u∗,u) = − T̂α-Ind(Px0

π(u)Px0
+ 1−Px0

) ,

with Px0
=

1+Fx0
2

for any x0 ∈ (0,1)n. If n is even and a projection e ∈ MN((M∩
W 1

p (M))∼), then

ChT,α(e, . . . ,e) = T̂α -Ind(π(e)Gx0
π(e)+ 1−π(e)) ,

for any x0 ∈ (0,1)n with Gx0
being the off-diagonal part of Fx0

in the basis of γ0:

Fx0
=

(
0 G∗x0

Gx0
0

)
, γ0 =

(
1 0

0 −1

)
.

Proof. By Proposition 3.4.1, M ∩W 1
p (M) is a common domain for ChT,α and

C̃hT,α . In view of the Propositions 3.4.7 and 3.4.8, one only needs to show that

the r.h.s.’s are independent of x0 ∈ (0,1)n so that the average over the unit cube in

the definition (3.25) of C̃hT,α can be dropped. For n0 = 0 this is clear, since the dual

action is unitarily implemented. For n0 > 0 note that
∣∣Dx0

∣∣ ≥ dist(x0,Z
n0 ×Rn1)

since D1, . . . ,Dn0
each has spectrum Z and so Dx0

is, in particular, boundedly in-

vertible. For another y0 ∈ (0,1)n, the commutativity of
∣∣Dx0

∣∣ with all Dy0
leads to

an elementary geometric estimate
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∥∥Fx0
−Fy0

∥∥ ≤
∥∥∥∥∥

Dx0∣∣Dx0

∣∣ −
Dy0∣∣Dy0

∣∣

∥∥∥∥∥

=

∥∥∥∥∥

∣∣Dx0

∣∣−
∣∣Dy0

∣∣
∣∣Dy0

∣∣
Dx0∣∣Dx0

∣∣ −
Dx0
−Dy0∣∣Dy0

∣∣

∥∥∥∥∥

≤ 2 |x0− y0|
dist(y0,Zn0 ×Rn1)

.

This shows that Fx0
depends norm-continuously on x0 and hence the Breuer-

Fredholm indices appearing in Proposition 3.4.8 are invariant (due to Proposi-

tion A.4.3(i)). ✷

Theorem 3.4.9 does not cover the lower endpoint p = n in the Sobolev scale

which for n ≥ 2 can be accessed by the alternative technique presented in the next

Section 3.5, see Corollary 3.5.3. However, for all the applications in Chapter 5 the

condition p > n is sufficient.

3.5 Sobolev criterion

Besides the Schatten classes there are other summability classes which are often

used in noncommutative geometry, especially in the context of noncommutative

integration using singular traces [36, 76], namely the weak Lp spaces. It turns out

that symbols lying in a suitable Sobolev space lead to Hankel operators in the weak

Lp-spaces. In the remainder of the book, only the criterion of Theorem 3.4.9 will be

used. Therefore the proofs in this section are not spelled out at the same technical

level as the previous sections and refer to several results from the literature.

Let us first recall the definition and basic properties of the weak Lp-space

L(p,∞)(N, T̂) [76]. It is the space of all T̂-measurable operators over N for which

the quasi-norm

‖a‖p,∞ = sup
t>0

t
1
p µt(a)

is finite and where µt is the singular value function

µt(a) = inf{‖ae‖ : e is a projection in N and T̂(1− e)≤ t} .

For 1 < p < ∞ those spaces are real interpolation spaces between Lp1(N) and

Lp2(N) for any 1 ≤ p1 < p < p2 ≤ ∞. In particular, there are equivalent norms

that make them into Banach spaces and there is a Hölder inequality

‖ab‖r,∞ ≤ cp,q ‖a‖p,∞ ‖b‖q,∞

for dual exponents 1
r
= 1

q
+ 1

p
.
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Proposition 3.5.1. Let 2 < p ≤∞ and f ∈ L(p,∞)(Ĝ). The map

(a, f ) ∈ (M∩Lp(M)) × (L∞(Ĝ) ∩ L(p,∞)(Ĝ)) 7→ π(a) f (D) ∈ N

is Lp(M)×L(p,∞)(Ĝ)→ L(p,∞)(N)-bounded with

‖π(a) f (D)‖p ≤ Cp ‖a‖p ‖ f‖p,∞ . (3.26)

For 1 < p < ∞, one also has

‖ f (D)π(a)g(D)‖p ≤ Cp ‖a‖p‖ f‖ p
2 ,∞
‖g‖ p

2 ,∞
. (3.27)

Proof. The inequality (3.26) follows from the abstract Cwikel estimate [75, Corol-

lary 3.6], essentially since L(p,∞) is also an interpolation space between L2 and

L∞ for which one has the endpoint estimates from Proposition 1.5.6. The second

estimate (3.27) follows from the first one by applying the Hölder inequality to

f (D)π(u |a|
1
2 )π(|a|

1
2 )g(D) where a = u|a| is the polar decomposition. ✷

Next a result analogous the that of [77, 83, 84] is presented, and the proof is

sketched along the same lines, mainly to show that it extends to the present setting

without any issues. It is based on the notion of a double-operator integrals on which

we will not give an extensive amount of technical details, but only cite necessary

results. Let A,B be densely defined self-adjoint operators affiliated to a von Neu-

mann algebra N and let (EA(λ ))λ∈R and (EB(µ))µ∈R be their spectral resolutions.

A double-operator integral is formally given by the integral

T
A,B

ϕ (a) =

∫
ϕ(λ ,µ) EA(dλ ) a EB(dµ) , a ∈N ,

for suitable functions ϕ and with the integral understood in an appropriate sense.

For example, if ϕ is continuous with compact support, then the integral can be un-

derstood as an operator-valued Riemann-Stieltjes-integral. Another important spe-

cial case is if ϕ(λ ,µ) = f (λ − µ) for a Schwartz function f ∈ S(R), in which

case T
A,A

ϕ (a) =
∫
R eıAtae−ıAt f̂ (t)dt where the Fourier transform is given by f̂ (t) =

(2π)−1
∫
R f (λ )e−ıλ tdt. In particular, the Fourier multipliers introduced in Sec-

tion 1.4 can also be considered as double-operator integrals if the group action is

inner. An important fact about double-operator integrals is that functions which de-

pend only on either of the variables factor out of them, i.e.

T
A,B

ϕ (x) = ϕ1(A)T
A,B

ϕ2
(x)ϕ3(B) = T

A,B
ϕ2

(ϕ1(A)xϕ3(B))

for ϕ(λ ,µ) = ϕ1(λ )ϕ2(λ ,µ)ϕ3(µ).

Theorem 3.5.2. Assume that 2≤ n<∞. There is a bounded map from W 1
n (M,α)→

L(n,∞)(N) extending the map a ∈Mc
T,θ 7→ [sgn(D),π(a)] ∈N.

Proof. First let us note that due to Proposition 1.5.6 (respectively Proposition 3.1.4

in the case n = 2) both terms on the r.h.s. of
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[
sgn(D)− D√

1+D2
,π(a)

]

=
(

sgn(D)− D√
1+D2

)
π(a) − π(a)

(
sgn(D)− D√

1+D2

)

lie in Lp(N)∩N⊂ L(n,∞)(N) for 1 < p < n since the real-valued function λ ∈Rd 7→
sgn(γ · λ )− γ · λ |1+ λ 2|− 1

2 behaves asymptotically like O(|λ |−2). Therefore it is

sufficient to replace sgn(D) by D|1+D2|− 1
2 .

The remainder of the proof relies crucially on a decomposition of the commutator

which is derived and proved in [77, Lemma 7 and 8]. The starting point is to write

[
D√

1+D2
,π(a)

]
= T D,D

g (π(a)) = T
D,D

g̃

(
1

(1+D2)
1
4

[D,π(a)]
1

(1+D2)
1
4

)
,

with g(λ ,µ) = λ√
1+λ 2

− µ√
1+µ2

and g̃(λ ,µ) = g(λ ,µ)
λ−µ (1+λ 2)

1
4 (1+µ)

1
4 . Factoring

out of g̃ parts that do not depend on either of the two variables, this gives

[
D√

1+D2
,π(a)

]
=

3

∑
i=1

fi(D) T
D,D

ϕ

(
1

(1+D2)
1
4

[D,π(a)]
1

(1+D2)
1
4

)
fi(D) ,

(3.28)

with the three functions f1(λ ) = 1, f2(λ ) = |1+λ 2|− 1
2 , f3(λ ) = λ |1+λ 2|− 1

2 and

appropriate function ϕ . While T
D,D

ϕ is originally defined as a double-operator inte-

gral, it can by a variable transformation be rewritten in the form

T
D,D

ϕ (x) =
∫

R
eıAt xe−ıAt 1

4cosh(π
2

t)
dt ,

in terms of the self-adjoint operator A = 1
4

log(1+D2). Since 1
cosh

is an L1-function,

the expression obviously extends to a bounded map T
D,D

ϕ : Lp(N)→ Lp(N). By real

interpolation [42, Theorem 3.2], this implies that also T
D,D

ϕ : L(n,∞)(N)→ L(n,∞)(N)
in bounded.

To complete the proof, it only remains to show that the argument of T
D,D

ϕ in

(3.28) is in L(n,∞)(N) which is precisely the result of (3.27) in Proposition 3.5.1. ✷

Combined with the results of Section 3.4 one now deduces the following:

Corollary 3.5.3. Let n≥ 2. Then the statement of the Sobolev index theorem (Theo-

rem 3.4.9) also hold for a unitary u ∈MN′((M∩W 1
n (M))∼) in the odd case, and a

projection e ∈MN((M∩W 1
n (M))∼) in the even case.

It does not seem to be known if Theorem 3.5.2 is also true for n = 1 in general.

However, for classical Hankel operators that is indeed the case [93, Chapter 6.4].



Chapter 4

Duality for Toeplitz extensions

Let (A,G,ξ ) be a C∗-dynamical system, where A is a separable C∗-algebra and

G = R or G = T. This section will relate A and A⋊ξ G in an exact sequence of

C∗-algebras and then show a duality for pairings of cyclic cocycles with K j(A)
respectively K j+1(A⋊ξ G). This is a generalization of well-known relations for the

Wiener-Hopf and Toeplitz extensions. In the application in Section 5.4, the algebra

A will take the form A = B⋊Zd and describes the bulk algebra of an infinitely

extended homogeneous quantum system and the G-action will be given by the dual

action of a subgroup of the dual group Td on the crossed product A. Elements in

the crossed product A⋊ξ G will then have a natural interpretation as observables

supported on the edge of a semi-infinite system, obtained by cutting Zd into two

pieces along a hyperplane with possibly irrational angles.

4.1 The smooth Toeplitz extension

Let us assume that A acts on a Hilbert space H0 and define A⋊ξ G in the regular

representation π×U on H = L2(G,H0), where the action is implemented by expo-

nentiation of the self-adjoint generator D as above in (1.4). Recall that A⋊ξ G is

then the C∗-algebraic span of

A⋊ξ G = C∗
{

π(a) f (D) : a ∈A , f ∈C0(Ĝ)
}
⊂ B(H) .

Let C0,∗(Ĝ) denote the continuous functions which vanish in−∞ and admit a limit in

+∞. The smooth Toeplitz extension is then obtained by supplementing the crossed

product with C0,∗(Ĝ)-functions of the generator:

Definition 4.1.1 ([74, 63]). The smooth Toeplitz extension T(A,G,ξ ) associated to

(A,G,ξ ) is defined as

T(A,G,ξ ) = C∗
{

π(a) f (D) : a ∈A , f ∈C0,∗(Ĝ)
}
⊂ B(H) . (4.1)

85
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Let χs ∈C0,∗(Ĝ) be some fixed smooth, non-decreasing function that for some ε > 0

satisfies

χs(t) =

{
0 , if t ≤ 0 ,

1 , if t > ε .
(4.2)

The operator P = χs(D) is a smooth approximation of P = χ(D > 0) and one can

take P = P if G = T since the spectrum of D is then discrete. In the case of an R-

action, the Toeplitz operators Pπ(a)P are not elements of T(A,R,ξ ) such that one

can only consider their smooth approximationsPπ(a)P, hence the extension carries

the adjective ”smooth”. The following lemma is well-known in the case of G = R
(e.g. [74, 63]).

Lemma 4.1.2. Let a∈A. Then [P,π(a)]∈A⋊ξ G and hence A⋊ξ G is a two-sided

ideal in T(A,G,ξ ). An element of the form π(a)P is in A⋊ξ G if and only if a = 0.

In fact, for all a ∈A and e ∈A⋊ξ G one has

‖π(a)P+ e‖ ≥ ‖a‖ . (4.3)

Proof. For the first part it is enough to show that [P,π(a)] ∈A⋊ξ G for a ∈C∞(A),
the dense subset of smooth elements w.r.t. ξ . Let hn be a sequence of rapidly de-

caying smooth functions converging to χs. One computes using the multiplication

law

[hn(D),π(a)] =

∫

G
f (t)e2π ıDt dt

with f (t) = π(ξt(a)− a)(F−1hn)(t). For G = R one has

(F−1hn)(t) =
(F−1h′n)(t)

2π ıt
=

(F−1∆h)(t)

e−2π ıt− 1
,

and thus

[hn(D),π(a)] =
∫

G

π(ξt(a)− a)

2π ıt
(F−1h′n)(t)e2π ıDtdt ∈A⋊ξ R

while for G = T one can write

(F−1hn)(t) =
(F−1∆hn)(t)

e−2π ıt − 1
,

with the forward difference ∆hn(p) = hn(p+ 1)− hn(p) and finds that

[hn(D),π(a)] =

∫

G

π(ξt(a)− a)

e−2π ıt− 1
(F−1∆hn)(t)e2π ıDtdt ∈ A⋊ξ T .

In both cases one can take the norm limit n→ ∞ since the integral kernels converge

to smooth functions and therefore indeed specify elements in A⋊ξ G as the inte-

gral kernels are smooth and decay at infinity. To show that A⋊ξ G is an ideal in

T(A,G,ξ ) one notes that, e.g.,
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χs(D)(π(a) f (D)) = [χs(D),π(a)] f (D)+π(a)(χs f )(D) ∈ A⋊ξ G ,

for all a ∈A, f ∈C0(Ĝ) and χs ∈C0,∗(Ĝ), because χs f ∈C0(Ĝ).

For the last claim, let us note that by density it is sufficient to prove (4.3) for e

in the linear span of the generators e = ∑N
i=1 π(ai) fi(D) with ai ∈A and fi ∈Cc(R).

Also by density one can find for any ε > 0 a large enough R > 0 and a unit vector

of the form φ = χ(|D|< R)φ ∈H such that

‖π(a)φ‖
H
≥ (1− ε)‖a‖ .

The dual action ξ̂ acts on generators by translation ξ̂r(π(ai) f (D)) = π(a) f (D+ r),
thus

∥∥∥ξ̂−r (π(a)P+ e)φ
∥∥∥
H

=
∥∥∥
(

π(a)χs(D− r)+
N

∑
i=1

π(ai) fi(D− r)

)
χ(|D|< R)φ

∥∥∥
H

= ‖π(a)φ‖
H

≥ (1− ε)‖a‖

for r large enough. This shows ‖ξ̂−r (π(a)P+ e)‖ ≥ (1− ε)‖a‖ and since ξ̂ is an

isometry one concludes (4.3). ✷

The statements from Lemma 4.1.2 taken together imply that

T(A,G,ξ ) = π(A)P+A⋊ξ G

without any further algebraic or topological completion and that each element of

T(A,G,ξ ) can be written uniquely (for any fixed choice of P) in the form π(a)P+c

with a ∈A and c ∈A⋊ξ G. Thus:

Proposition 4.1.3. The map Π : T(A,G,ξ )→A defined through the equality

Π
(
π(a)P+A⋊ξ G

)
= a

is a surjective homomorphism and hence there is the exact sequence

0 → A⋊ξ G →֒ T(A,G,ξ )
Π→ A → 0 . (4.4)

As will be seen in the applications in Section 5.4, the smooth Toeplitz extension

can be applied to generalize many arguments in which the less flexible Wiener-

Hopf-extension or the discrete Toeplitz extension are commonly used.

Note that one can also deduce from Lemma 4.1.2 that C0,∗(Ĝ)-functions of the

generator are contained in the multiplier algebra M(A⋊ξ G) and therefore the def-

inition of T(A,G,ξ ) does not depend on the representation up to natural isomor-

phisms. In particular, if π̂ :A⋊ξ G→B(H′) is a faithful non-degenerate representa-

tion of the crossed product then it extends uniquely to a representation of T(A,G,ξ )
that acts on the generators by π̂(π(a) f (D)) = π̂(a) f (X) where X is the generator
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of the unitary group t 7→ π̂(e2π ıDt) on H′ and the first factor is given by the induced

representation of A ⊂ M(A⋊ξ G). To simplify the notation in the following, we

will therefore assume that A⋊ξ G and T(A,G,ξ ) act on some Hilbert space H and

identify A with its image in M(A⋊ξ G) such that the auxiliary representation π can

be omitted.

4.2 Connecting maps of the smooth Toeplitz extension

Let us now turn the attention towards the connecting maps in K-theory induced by

the exact sequence (4.4) which we denote as following

Ind
ξ
G : K1(A) → K0(A⋊ξ G) , Exp

ξ
G : K0(A) → K1(A⋊ξ G) .

In the case G = R, it is well-known [35, 49] that K j(A) ≃ K1− j(A⋊ξ R) with

isomorphisms given by the Connes-Thom maps

∂
ξ
1 : K1(A) → K0(A⋊ξ R) , ∂

ξ
0 : K0(A) → K1(A⋊ξ R) .

There is another related exact sequence, namely the Wiener-Hopf extension

0 → C0(R,A)⋊λ⊗ξ R → C0,∗(R,A)⋊λ⊗ξ R → A⋊ξ R → 0 (4.5)

with λ the left-translation on C0,∗(R). By Takai duality as stated in Theorem 1.6.2,

one has C0(R,A)⋊λ⊗ξ R ∼= A⊗K(L2(R)), the connecting maps of the Wiener-

Hopf extension can be seen as maps

ExpRξ : K0(A⋊ξ R) → K1(A) , IndRξ : K1(A⋊ξ R) → K0(A) .

Let us stress that the indices on the connecting maps are chosen to be in exchanged

order, since they are maps in the opposite direction compared to Exp
ξ
R, Ind

ξ
R. Rieffel

[109] proved that those maps also are isomorphisms that are related to the Connes-

Thom isomorphisms. This will be discussed further below. Ji has shown that the

smooth Toeplitz extension can be considered the KK-inverse of the Wiener-Hopf

extension [63] (which requires the usual separability conditions on A to apply the

isomorphism between the KK-groups and extensions). As a consequence, one has

Theorem 4.2.1. For separable A the connecting maps Ind
ξ
R and Exp

ξ
R of the smooth

Toeplitz extension associated to (A,ξ ,R) are isomorphisms and inverse to the con-

necting maps of the Wiener-Hopf extension

Ind
ξ
R = (ExpRξ )

−1 , Exp
ξ
R = (IndRξ )

−1 .

In the following, an elementary derivation of those facts is presented, which also

makes the connection to the Connes-Thom isomorphisms apparent. Let us recall
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the main result of Connes [35], which gives an axiomatic characterization of his

isomorphisms:

Theorem 4.2.2. The Connes-Thom isomorphisms (∂A)
ξ
j : K j(A)→ K1− j(A⋊ξ R)

are a functorial assignment of homomorphisms to any C∗-algebra A with an R-

action ξ which is uniquely determined by the properties

(i) (Normalization) For the A=C with trivial action ξ = id, i.e. A⋊ξ R≃C0(R),

the generator [1]0 of K0(C) is mapped by (∂C)
id
0 to the positive generator of

K1(C0(R)).
(ii) (Naturality) If A,B are C∗-algebras with R-actions ξ ,β and ρ : A→ B is a

covariant homomorphism, then

ρ∗ ◦ (∂A)
ξ
j = (∂B)

β
j ◦ρ∗ .

(iii) (Suspensions) For the suspension map s1
A

: K1(A)→K0(SA) and the Bott map

s0
A

: K0(A)→ K1(SA), one has

s
j

A⋊ξ R
◦ (∂A)

ξ
1− j = (∂SA)

ξ
j ◦ s

1− j

A
,

for j = 0,1 where the action induced by id× ξ on SA is denoted by the same

symbol ξ .

For concreteness and later use, let us also state the precise definitions of the sus-

pension maps under the identification SA=C0(R)⊗A. The Bott map s0 : K0(A)→
K1(SA) takes a class [e]0− [1∼K ]0 ∈ K0(A) with representative e ∈MN(A

∼) having

a scalar part s(e) = 1∼K to the loop

s0([e]0− [1∼K ]0) = [(1∼N − e+ e⊗ f )(1∼N− 1∼K + 1∼K ⊗ f )
]

1
(4.6)

for any function f ∈ 1 +C0(R) with winding number one, such as f (x) = (x−
ı)(x+ ı)−1. The suspension map s1 : K1(A)→ K0(SA) is the connecting map from

the exact sequence

0 → C0(R,A) → C0,∗(R,A) → A → 0 ,

with C0,∗(R,A) being the continuous functions that admit a limit in +∞ and vanish

at −∞. More explicitly, for [u]1 ∈ K1(A) represented by a unitary u ∈ MN(A
∼)

one chooses a unitary element v ∈ C0,∗(R,M2N(A
∼))∼ such that v(−∞) = 12 and

v(∞) = diag(u,u∗), and then sets

s1[u] =

[
v

(
1 0

0 0

)
v∗
]

0

−
[(

1 0

0 0

)]

0

. (4.7)

The idea is now to verify the axioms of the Connes-Thom isomorphisms for the

connecting maps of the smooth Toeplitz extension.
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Proposition 4.2.3. The connecting maps of the smooth Toeplitz extension T(A,R,ξ ),

here written as (ExpA)
ξ
R and (IndA)

ξ
R for clarity, are related to the Connes-Thom

isomorphisms by

(ExpA)
ξ
R = −(∂A)

ξ
0 , (IndA)

ξ
R = −(∂A)

ξ
1 .

Proof. It is sufficient to show that −(ExpA)
ξ
R and −(IndA)

ξ
R satisfy the properties

(i)-(iii) of Theorem 4.2.2:

(i) For the generator D of the regular representation of C ⋊id R, the element

1 ∈ C is lifted to the self-adjoint a = f (D) for any real function f ∈ C0,∗(R) with

limt→∞ f (t) = 1. With f (t) = 1
π arctan(t)+ 1

2
, one has

(ExpC)
id
R([1]0) = [exp(−2π ıa)]1 =

[
D+ ı1∼

D− ı1∼

]

1

= − [(∂C)
id
0 ]1 ,

since the function t 7→ t+ı
t−ı

has winding number −1, i.e. represents the negative of

the positive generator of K1(C0(R)).

(ii) The covariant homomorphism ρ extends to the multiplier algebras and thereby

induces a homomorphism ρ : M(A⋊ξ R)→ M(B⋊β R) in the obvious manner

which acts on the generators of the crossed product by ρ(ae2π ıDξ t) = ρ(a)e2π ıDβ t

and thus ρ(a f (Dξ )) = ρ(a) f (Dβ ) with the obvious notations. Hence one obtains

the commutative diagram

0 A⋊ξ R T(A,R,ξ ) A 0

0 B⋊β R T(B,R,β ) B 0

ρ ρ

Π

ρ

Π

and the naturality then follows from the naturalness of the connecting maps.

(iii) Since crossed products commute with suspensions, the definition of the expo-

nential map using Bott periodicity reads

(ExpA)
ξ
R = (s1

A⋊ξR
)−1 ◦ (IndSA)

ξ
R ◦ s0

A
,

which is precisely the suspension property (iii) for the case j = 1. A second appli-

cation of Bott periodicity then further implies that the case j = 0 also holds. ✷

As emphasized by [63], the Wiener-Hopf-extension (4.5) is naturally isomorphic

to a smooth Toeplitz extension with the dual action
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0 A⊗K(L2(R)) C0,∗(R,A)⋊λ⊗ξ R A⋊ξ R 0

0 A⋊ξ R⋊
ξ̂
R T(A⋊ξ R,R, ξ̂ ) A⋊ξ R 0

Π

and therefore one can express the connecting maps in terms of the Connes-Thom

isomorphisms

IndRξ = (iT )∗ ◦ Ind
ξ̂
R = −(iT )∗ ◦ ∂

ξ̂
1 ,

ExpRξ = (iT )∗ ◦Exp
ξ̂
R = −(iT )∗ ◦ ∂

ξ̂
0 ,

with the Takai isomorphism iT : A⋊ξ R⋊
ξ̂
R→A⊗K(L2(R)), see Theorem 1.6.2.

Connes also proved in [35] that

(iT )∗ ◦ ∂
ξ̂
1− j ◦ ∂

ξ
j = idK j(A) , j = 0,1 ,

under the identification of K j(A)≃ K j(A⊗K(L2(R))). Combining those relations

with Proposition 4.2.3 in various ways, one directly deduces further interrelations

between the connecting maps of both smooth Toeplitz and Wiener-Hopf-extensions.

This also concludes the proof of Theorem 4.2.1.

Proposition 4.2.4. The connecting maps of the smooth Toeplitz extensions and the

Wiener-Hopf extensions associated to (A,ξ ,R) and (A⋊ξ R, ξ̂ ,R) satisfy

Exp
ξ
R = ExpR

ξ̂
◦ (i−1

T )∗ , Ind
ξ
R = IndR

ξ̂
◦ (i−1

T )∗ ,

and

ExpRξ = (iT )∗ ◦Exp
ξ̂
R = (Ind

ξ
R)
−1 = −(∂

ξ
1 )
−1 ,

IndRξ = (iT )∗ ◦ Ind
ξ̂
R = (Exp

ξ
R)
−1 = −(∂

ξ
0 )
−1 .

Let us remark that Rieffel [109] apparently shows that the Connes-Thom isomor-

phisms are inverse to the connecting maps of the Wiener-Hopf extension instead

of their negatives. Translating to the present notations, to find the pre-image of a

projection e ∈ Mn(A) Rieffel constructs an isometry Ve ∈ MN(T(A⋊ξ R,R, ξ̂ )∼)
whose corange projection Ee defines the same class in K0(A) as e, and then finds

that Π(Ve) ∈MN(A⋊ξ R)
∼ is a unitary that defines the same class as the Connes-

Thom isomorphism [Π(Ve)]1 = ∂
ξ
0 ([e]0). Rieffel then claims that [Π(Ve)]1 is the

preimage of [e]0 under the index map. However, when lifting to partial isometries,

one has

IndRξ ([Π(Ve)]1) = [Ker(Ve)]0 − [Ker(V ∗e )]0 = − [Ee]0 = − [e]0 ,
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which is consistent with Proposition 4.2.4.

For the computations leading to main duality result (Theorem 4.5.3 below), it will

be essential to write out the Connes-Thom isomorphism ∂
ξ
0 in a particularly simple

and explicit form. This is proved in Proposition 4.2.5 below, which is essentially due

to Connes [35]. It will later on be applied to the dual action ξ̂ on the crossed product

A⋊ξ R instead of ξ on A and since that algebra is not unital we always adjoin a

unit. The unit of the unitization A∼ will be denoted by 1∼ and its tensor product

by 1∼N = 1∼⊕ . . .⊕1∼ ∈MN(A
∼). Unless indicated otherwise, the standard picture

of K-theory will be used [110] where elements in K0(A) are represented by formal

differences [e]0− [1∼K ]0 of projections e ∈MN(A
∼) with scalar part s(e) = 1∼K and

elements of K1(A) by equivalence classes [v]1 of unitaries v ∈MN(A
∼) with scalar

part s(v) = 1∼N .

Proposition 4.2.5. Let (A,R,ξ ) be a C∗-dynamical system and let D be the un-

bounded generator of ξ in some faithful representation of A⋊ξ R. If [e]0− [1∼K ]0 ∈
K0(A) is represented by a differentiable projection e ∈MN(A

∼), i.e. the commuta-

tor [D,e] ∈ A is well-defined, then its image under the Connes-Thom isomorphism

is given by

∂
ξ
0

(
[e]0− [1∼K ]0

)
=
[
((1∼N − e)+ eue)((1

∼
N − 1∼K )+ 1∼K u∗e)

]
1

with the unitary ue = f (De) constructed from f (x) = sinh(x)−ı

sinh(x)+ı
and

De = eDe + (1∼N − e)D(1∼N − e) = D − [[D,e],e] .

Proof. Let us describe the construction of this isomomorphism by Connes [35]. If e

is invariant under ξ , then consider the subalgebra A0 of fixed points under ξ such

that [e]0− [1∼K ]0 ∈ K0(A0). The inclusion ı0 : A0→A is equivariant and hence gives

rise to a canonical homomorphism ı̂0 : A0⋊ξ R→A⋊ξ R. Since the action is trivial

action on A0, one can identify A0 ⋊ξ R = SA and pulling back the Connes-Thom

isomorphism to the Bott map by naturality implies

∂
ξ
0 ([e]0− [1∼K ]0) = (∂

ξ
0 ◦ (ı0)∗)([e]0− [1∼K ]0)

= ((ı̂0)∗ ◦ s0)([e]0− [1∼K ]0)

= (ı̂0)∗
[
(1∼N − e+ e⊗ f )(1∼N− 1∼K + 1∼K ⊗ f )

]
1

=
[
(1∼N − e+ e f (D))(1∼N − 1∼K + 1∼K f (D))

]
1

for an arbitrary unitary function f ∈ 1+C0(R) with winding number 1.

To compute ∂̃
ξ
0 for an arbitrary differentiable projection e ∈ MN(A

∼) repre-

senting a class in K0(A), one considers a new R-action ξ ′ that leaves e invariant

and is outer equivalent to ξ , i.e. there is a continuous family (wk)k∈R of unitaries

wk ∈MN(A
∼) which satisfies the cocycle condition

ξ ′k(a) = wk ξk(a)w∗k , ∀k ∈ R, a ∈MN(A
∼) .
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One particular choice that fixes e is given by Connes’ unitary cocycle

wk = e2π ıDek e−2π ıDk

for De the unbounded multiplier defined above in some faithful representation of the

crossed productA∼⋊ξ R. By definition ξ ′k(e) = e and to see that k 7→wk ∈MN(A
∼)

is continuous and independent of the representation one notes that it is equivalently

defined by the perturbative expansion

wk = 1 +
∞

∑
m=1

(2π ı)m

∫

0<s1<...<sm<k
ξs1

([e, [D,e]]) · · ·ξsm([e, [D,e]]) ds1 · · ·dsm

(4.8)

which converges absolutely in MN(A
∼). Then introduce the action

ξ ′ : M2N(A)×R → M2N(A) , ξ ′k

(
a b

c d

)
=

(
ξk(a) ξk(b)w

∗
k

wkξk(c) wkξk(d)w
∗
k

)
.

By construction, ξ ′k(diag(e,0)) = diag(ξk(e),0) and ξ ′k(diag(0,e)) = diag(0,e). On

the upper left corner the action reduces to ξ , hence the inclusion ıN : MN(A)→
M2N(A) is equivariant and gives rise to a canonical inclusion ı̂N : MN(A)⋊ξ R→
M2N(A)⋊ξ ′R. Let furtherAe⊂M2N(A) be the fixed point subalgebra under ξ ′. The

inclusion ıe :Ae→M2N(A) is again equivariant and induces a map ı̂e : SAe≃Ae⋊ξ ′

R→M2N(A)⋊ξ ′R. Writing g= f −1 for brevity and using simple homotopies that

interchange the upper left and lower right corners this implies for the Connes-Thom

isomorphisms

∂
ξ ′
0

([(
e 0

0 0N

)]

0

−
[(

1∼K 0

0 0N

)]

0

)

= ∂
ξ ′
0

([(
0N 0

0 e

)]

0

−
[(

0N 0

0 1∼K

)]

0

)

=

[(
1∼N 0

0 (1∼N + eg(De))(1
∼
N + 1∼Kg(De))

)]

1

=

[(
(1∼N + eg(De))(1

∼
N + 1∼K g(De)) 0

0 1∼N

)]

1

,

since 0N⊕ e is an invariant projection and D⊕De the generator of ξ ′. This compu-

tation shows

((ı̂N)∗ ◦ ∂
ξ
0 )([e]0− [1∼K ]0) = (ı̂N)∗

[
(1∼N + g(De))(1

∼
N + 1∼K g(De))

]
1

and since (ıN)∗ is an isomorphism the same is true for (ı̂N)∗ = (∂
ξ ′
0 )−1 ◦ (ıN)∗ ◦ ∂

ξ
0

by naturality. Hence this equality determines ∂ α
0 ([e]0− [1∼K ]0) uniquely. ✷
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Next let us examine the connecting maps in the case G = T. A complete charac-

terization is given by

Proposition 4.2.6. Consider a given T-action ξ on A as a R-action by setting

ξt+1 = ξt . Then the connecting maps of T(A,T,ξ ) are given by

Ind
ξ
T = q∗ ◦ Ind

ξ
R , Exp

ξ
T = q∗ ◦Exp

ξ
R , (4.9)

with q : A⋊ξ R→A⋊ξ T the natural surjection defined by

q

(∫

R
f (x)e2π ıDRx dx

)
=
∫

T

(
∑
k∈Z

f (x+ k)

)
e2π ıDTx dx

for all f ∈Cc(R,A) with DR and DT being the generators of the respective actions

in a faithful covariant representation.

Proof. Since q is surjective, it extends uniquely to the multiplier algebras (e.g.

Proposition 2.2.16 in [127]) and thus to T(A,R,ξ ). Clearly q(ag(DR)) = ag(DT)
for all a ∈ A and g ∈ C0(R). Hence the extension actually gives to a surjection

q : T(A,R,ξ )→ T(A,T,ξ ). Since the diagram

0 A⋊ξ R T(A,R,ξ ) A 0

0 A⋊ξ T T(A,T,ξ ) A 0

q q

Π

Π

commutes, (4.9) follows immediately from the naturality of the connecting maps. ✷

One can also relate the connecting maps of the smooth T-Toeplitz extension with

the six-term exact sequence for crossed products with T [15, 10.6]

K0(A⋊ξ T) K0(A⋊ξ T) K0(A)

K1(A) K1(A⋊ξ T) K1(A⋊ξ T)

id−ξ̂∗

ExpZ
ξ̂

IndZ
ξ̂

id−ξ̂∗

which is obtained by applying the Pimsner-Voiculescu sequence

K0(B) K0(B) K0(B⋊β Z)

K1(B⋊β Z) K1(B) K1(B)

id−β∗

ExpZ
β

IndZβ

id−β∗
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to the special case B = A⋊ξ T and β = ξ̂ and using Takai duality B⋊β Z ∼= A⊗
K(L2(T)) to identify Ki(B⋊β Z)≃Ki(A) and Ki(B) =Ki(A⋊ξ T). The connecting

maps here are also given by ExpZ
ξ̂
= q∗ ◦∂

ξ
0 and IndZ

ξ̂
= q∗ ◦∂

ξ
1 , again with q : A⋊ξ

R → A⋊ξ T and the Connes-Thom isomorphisms. Comparing with Proposition

4.2.3 and Proposition 4.2.6, this recovers the connecting maps of the smooth T-

Toeplitz extension up to a sign

Exp
ξ
T = −ExpZ

ξ̂
, Ind

ξ
T = − IndZ

ξ̂
.

Note that due to the supplementary Takai duality involved, the statement does not

involve the inverses as in Theorem 4.2.1.

Since the Pimsner-Voiculescu sequence can also be obtained from the six-term-

sequence of the discrete Toeplitz extension [15, 10.2]

0 → C0(Z,B)⋊λ⊗β Z →֒ C0,∗(Z,B)⋊λ⊗β Z → B⋊β Z → 0 (4.10)

with λ left translation, this gives an alternative way to compute the connecting maps

of the smooth T-Toeplitz extension. A similar relation also holds for the other di-

rection:

Lemma 4.2.7. For a C∗-algebra B with Z-action β , the exact sequence (4.10) is

naturally isomorphic to the smooth T-Toeplitz extension

0 → (B⋊β Z)⋊β̂ T →֒ T(B⋊β Z, β̂ ,T)
Π→ B⋊β Z → 0 .

Proof. Let us describe an explicit representation of the algebra C0,∗(Z,B)⋊λ⊗β Z
which we denote by TZ. Assume that B acts on a Hilbert space H0 in which β is

implemented by a unitary u on H0, namely βk(b) = ukb(u∗)k. Using the operators

Pj = | j〉〈 j| and P+ = ∑∞
j=0 Pj on ℓ2(Z), let us represent a function f ∈C0,∗(Z,B) as

the multiplication operator

∑
j∈Z

f ( j)⊗Pj

on H⊗ ℓ2(Z). The action (λ ⊗β )k( f )(n) = βk( f (n− k)) is then implemented by

conjugation with the unitary U = u⊗ S where S is the shift S| j〉 = | j− 1〉. This

is a faithful covariant representation of (C0,∗(Z,B),λ ⊗ β ,Z) on H⊗ ℓ2(Z) and

hence TZ can be identified with the C∗-algebra generated by elements of the form

(b⊗Pj)U
k and (b⊗P+)U

k. The surjection Π : TZ→B⋊β Z is then densely defined

on the generators by (b⊗P+)U
k +B⊗K(ℓ2(Z)) 7→ buk.

In this explicit representation the unbounded operator X = ∑ j∈Z j(1⊗Pj) com-

mutes with C0,∗(Z,B) and satisfies

e2π ıXt Uk e−2π ıXt = 〈k, t〉Uk .
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Hence it generates the T-action β̂ . It is then straightforward to check that TZ co-

incides with the C∗-algebra generated by all elements of the form (b⊗ 1)Uk f (X)
for b ∈ B and f ∈ C0,∗(Z), namely T(B⋊β Z,β ,T) ∼= TZ in such a way that

C0(Z,B)⋊λ⊗β Z∼=B⊗K(ℓ2(Z))∼=B⋊β Z⋊
β̂
T, with the last isomorphism being

given by Takai duality. ✷

Hence the connecting maps of any discrete Toeplitz extension can be related to

those of a smooth T-Toeplitz extension and vice versa. In this sense, the smooth T-

Toeplitz extension is dual to the discrete Toeplitz extension in a similar way that the

smooth R-Toeplitz extension is dual to the Wiener-Hopf extension (compare [63]).

4.3 Cyclic cohomology and smooth subalgebras

Section 3.4 already introduced the Chern cocycles and their pairings with projec-

tions and unitaries in a special case. In that setting the coycles were defined on

large (non-separable) and fairly intractable algebras such that analytical aspects

were dominant while other properties of the index pairings such as their homotopy

invariance only played a minor role. This is different for cocycles that are densely

defined on (separable) C∗-algebras and hence let us introduce further notions of

cyclic cohomology [36].

Definition 4.3.1. A cyclic n-cocycle on an algebra A is an n+ 1-linear functional

ϕ : An+1→ C which is cyclic

ϕ(a0, . . . ,an) = (−1)nϕ(a1, . . . ,an,a0)

and a cocycle w.r.t. the Hochschild boundary operator b defined by

(bϕ)(a0, . . . ,an+1) =
n

∑
j=0

(−1) jϕ(a0, . . . ,a ja j+1, . . . ,an+1)

+ (−1)n+1ϕ(an+1a0,a1, . . . ,an) ,

that is, bϕ = 0.

Natural constructions are more easily carried out using the equivalent formalism

of n-cycles:

Definition 4.3.2. An n-cycle (Ω ,d,ϕ) over an algebra A consists of the following:

(i) A graded algebra Ω =
⊕

j 6=0 Ω j where Ω j1 Ω j2 ⊂Ω j1+ j2 together with a homo-

morphism ρ : A→Ω0. The elements of Ω j are called homogeneous with degree

j.

(ii) A graded differential d : Ω → Ω , i.e. a linear map with dΩ j ⊂ Ω j+1, d2 = 0

and d(ab) = (da)b+(−1)deg(a)a(db) for elements of homogeneous degree.
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(iii) A closed graded trace ϕ : Ω → C of top degree n, which means ϕ(ab) =
(−1)deg(a)deg(b)ϕ(ba), ϕ(da) = 0 and finally ϕ(a) = 0 for deg(a)> n.

Every n-cycle defines an (n+ 1)-linear cyclic cocycle over A via its character

ϕ(a0, . . . ,an) = ϕ
(
ρ(a0)dρ(a1) · · ·dρ(an)

)
,

and vice versa any cyclic cocycle defines an n-cycle by lifting it to the universal

differential graded algebra

Ω(A) =
⊕

j≥0

A∼⊗A⊗ j

which has a natural graded differential for which (a0 + λ 1∼)da1 · · ·dan = (a0 +
λ 1∼)⊗ a1⊗ ·· ·⊗ an. Since the homomorphism A→ Ω(A)0 is the identity map it

is often omitted from the notation. One can also use this lift to define an extension

ϕ#TrN of any cyclic cocycle to the matrix algebras MN(A
∼) in the obvious manner.

We assume without loss of generality that A is unital and let ϕ be a cyclic n-

cocycle over A, respectively its corresponding n-cycle denoted by the same letter.

For n even it pairs with the algebraic K-group of K
alg
0 (A) via

〈[ϕ ], [e]0〉 = ϕ(e,e, . . . ,e) = ϕ
(
e(de)n

)
, (4.11)

with [e]0 ∈ K
alg
0 (A) represented by an idempotent e ∈MN(A). For odd n the pairing

is instead

〈[ϕ ], [u]1〉 = ϕ(u−1− 1,u− 1,u−1− 1, . . . ,u− 1) = ϕ
(
u−1− 1)(dudu−1)

n−1
2
)
,

(4.12)

with u ∈ GLN(A) representing a class [u]1 ∈ K
alg
1 (A), which is the quotient of

GL∞(A) = limn→∞ GLn(A) by its commutator subgroup GL∞(A)0. In either case

the pairing is a homomorphism w.r.t. the group operation of K
alg
j (A) and depends

only on the cohomology class of the cycle ϕ [36].

Let us now consider the case of topological algebras. Since continuous n-

cocycles that are defined on a C∗-algebra A always result in trivial pairings with

K j(A), one must pass to dense subalgebras with a finer topology.

A Fréchet algebra is an algebra A that is a complete metrizable locally convex

space with a jointly continuous multiplication. For an increasing family of semi-

norms (‖·‖ j) j∈N generating the topology of A , this holds if and only if there is for

each j ∈ N some j′ ∈N and a constant C j such that

‖ab‖ j ≤ C j ‖a‖ j′ ‖b‖ j′

for all a,b ∈ A [96, 97, 117]. If one can further choose the family of seminorms

to be submultiplicative for each fixed j, one says that A is m-convex (note that in

some works like [108] a Fréchet algebra is always required to be m-convex). An



98 4 Duality for Toeplitz extensions

m-convex Fréchet algebra can always be written (non-uniquely) as an inverse limit

of Banach algebras A = lim←−A j (with A j the completion in the norm ‖·‖ j), and it

therefore has a holomorphic functional calculus [96].

Definition 4.3.3. Let A be a Fréchet ∗-algebra which is a dense subalgebra of a C∗-
algebra A. Then A is called smooth in A if the inclusion ı : A →֒A is continuous

and ı(A ) is closed under the holomorphic functional calculus of A.

If A is smooth in A, then MN(A
∼) is also smooth in MN(A

∼) and therefore

every class in K j(A) can be represented by elements of MN(A
∼). Every continuous

cyclic n-cocycle over A then defines a pairing with the topological K-group K j(A)
via

〈[ϕ ], [e]0− [1K]0〉 = ϕ(e,e, . . . ,e)

for n even and [e]0− [1K]0 represented by any e ∈MN(A
∼), respectively

〈[ϕ ], [u]1〉 = ϕ(u−1− 1,u− 1,u−1− 1, . . . ,u− 1)

for n odd and [u]1 represented by any invertible u ∈MN(A
∼) [37].

Let A be a C∗-algebra equipped with a faithful densely defined lower semicon-

tinuous trace T and an Rn-action α that leaves T invariant. From this data, one can

define the Fréchet algebra AT,α , see Section 1.7. It is possible to show that AT,α is

smooth in A, and this will also follow from the criterion of Theorem 4.3.7 below.

Definition 4.3.4. The Chern cocycle for the action α is a cyclic n-cocycle on

(AT,α )
n+1 defined by

ChT,α(a0, . . . ,an) = cn ∑
ρ∈Sn

(−1)ρ
T
(
a0∇ρ(1)a1 · · ·∇ρ(n)an

)
,

where ∇1, . . . ,∇n are the derivations (1.34) on AT,α w.r.t. to an orthonormal ba-

sis e1, . . . ,en of the Lie algebra Rn of G, Sn is the symmetric group and (−1)σ the

signum of a permutation σ ∈ Sn and the normalization constants are as in Defini-

tion 3.4.2 given by

cn =





(2π ı)k

k!
, for n = 2k ,

ı(π ı)k

(2k+1)!! , for n = 2k+ 1 .
(4.13)

For even n, the cocycles pair with projections e ∈MN(A
∼
T,α ) and for odd n with

unitaries v ∈MN(A
∼
T,α) using the natural extensions to matrix algebras

〈ChT,α , [e]0〉 = ChT⊗TrN ,α(e− s(e), . . . ,e− s(e)) (4.14)

and

〈ChT,α , [v]1〉 = ChT⊗TrN ,α(v
∗− s(v∗),v− s(v),v∗− s(v∗), . . . ,v− s(v)) , (4.15)
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with s : MN(A
∼)→MN(C) the homomorphism extracting the scalar part. This gives

precisely the pairings in Section 3.4 which can be expressed as semifinite Breuer-

Fredholm indices.

Here we are interested in relating the pairing of K j(A) with Chern cocycles

ChT,θ on a C∗-algebra A furnished with an additional R-action ξ to the pairing of

K j+1(A⋊ξ R) with dual Chern cocycles Ch
T̂,θ×ξ̂

, by using the Connes-Thom iso-

morphisms or other boundary maps in K-theory. It is helpful to consider the problem

more broadly and construct such a dual (n+ 1)-cocycle for more general n-cycles

densely defined on A since this allows to apply the equivariance property of the

Connes-Thom isomorphisms more effectively. As a preparation, let us first con-

struct the natural domain for the dual cocycle, which will be the so-called smooth

crossed product [45].

Definition 4.3.5. Let A be a Fréchet algebra with increasing family of seminorms

(‖·‖m)m∈N. An action α : R×A →A is called smooth if the orbits t 7→ αt (a) are

infinitely often differentiable and for all m1,k ∈N there exist Cm1,k > 0 and m2, j ∈N
such that ∥∥∥∥∥

dk

dtk
αt(a)

∣∣
t=0

∥∥∥∥∥
m1

≤Cm1,k(1+ t2)
j
2 ‖a‖m2

.

For a Fréchet algebra A with smooth action α , the smooth crossed product A ⋊α

R = S ∗(R,A ,α) is defined as the set of smooth and rapidly decaying functions

with the twisted convolution multiplication

( f1 ∗ f2)(t) =

∫

R
f1(s)αs( f2(t− s))ds .

This is again a Fréchet algebra with a natural family of seminorms (‖ f‖ j,m) j,m∈N
such as

‖ f‖ j,m =
m

∑
β=0

sup
t∈R

∥∥∥(1+ |t|)m(∇β f )(t)
∥∥∥

j
.

We write S ∗(R,A,α) for the twisted convolution algebra and use S (R,A) for

the algebra with pointwise multiplication. Both of these algebras are equal as linear

spaces to the projective tensor product A ⊗S (R) since the second factor is nuclear

(e.g. [123]). To avoid confusion it is convenient to write elements of A ⋊α R as

formal integrals

f ∈S
∗(R,A ,α) ←→

∫

R
f (t)ut dt

with symbols (ut)t∈R such that the algebraic structure is defined through the com-

mutation relations

utus = us+t , uta = αt(a)ut , ∀ a ∈A , t,s ∈R .

If there is a continuous, dense and equivariant inclusion A →֒A for a C∗-dynamical

system (A,α,R), then this notation is consistent with the natural dense inclusion
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A ⋊α R →֒A⋊α R given by

∫

R
f (t)ut dt 7→

∫

R
π( f (t))U(t)dt

for any regular representaton (π ,U).

An important special case occurs for a trivial action. We will denote by S A =
S (R,A ) with pointwise multiplication the smooth suspension of a Fréchet algebra

A and note that S A ≃A ⋊R via the isomorphism f ∈S A ↔ ∫
R(F

−1 f )(t)utdt.

If A is smooth in a C∗-algebra A, then the unitization A ∼ is smooth in A∼,

however, it is not clear that this property is stable under other natural operations such

as (smooth) suspensions or crossed products with smooth actions. The following

notion is better behaved in this respect:

Definition 4.3.6 ([117]). Let A be a Fréchet ∗-algebra with a continuous dense

inclusion A →֒A into a Banach algebra A.

(i) The inclusion is called spectral invariant if σA (a) = σA(ı(a)) holds for every

a ∈A .

(ii) The inclusion is called strongly spectral invariant if the topology of A is gen-

erated by a family of seminorms (‖·‖ j) j∈N arranged such that ‖·‖0 = ‖·‖
A

is

the norm of A and there is a constant C > 0 such that for every m ∈ N there is

some Dm > 0 and pm ∈N such that for all a1, . . . ,an ∈A , one has

‖a1 · · ·an‖ j ≤ D j C
n ∑

j1+...+ jn≤p j

‖a1‖ j1
· · · ‖an‖ jn

, (4.16)

independently of n ∈ N.

If (4.16) holds for some family of seminorms with ‖·‖0 = ‖·‖A, then it also holds

for all other such families and it can be shown that A is m-convex, meaning that

the seminorms can be chosen to be submultiplicative. An example for a strongly

spectral invariant inclusion is AT,α →֒ A for action α and trace T as above, which

can be verified for the natural family of increasing semi-norms using the Leibniz

rule.

Strong spectral invariance implies spectral invariance [117]. Indeed, since the in-

clusion is an homomorphism, one always has σA (a) ⊃ σA(ı(a)). For the reverse

inclusion, one must show that for all a ∈ A the invertibility of i(a) implies that

i(a)−1 ∈ A is an element of i(A ) (respectively quasi-inverses in the non-unital

case). By constructing inverses as power series, it is sufficient to show for this that

the series ∑n∈N an converges in A for each a ∈A with ‖i(a)‖
A

small enough and,

indeed, this follows from strong spectral invariance (4.16).

The interest in strong spectral invariance comes from its compatibility with

crossed products:
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Theorem 4.3.7 ([117]). Let A be a Fréchet algebra with continuous dense inclu-

sion A →֒A into a C∗-algebra A. Suppose that A →֒A is strongly spectral invari-

ant. Then:

(i) A is smooth in A.

(ii) If α is a smooth action on A which is the restriction of a strongly continuous

action on A, then the inclusion A ⋊α R →֒A⋊α R is also smooth.

Actually [117] shows several more general results, but since the proofs are quite

involved even when restricting to the case of interest here let us indicate briefly how

the conditions of Theorem 4.3.7 are used. For part (i) just note that since A is m-

convex the existence of a holomorphic functional calculus on both A and A implies

that an inclusion is smooth if and only if it is spectral invariant. For the assertion (ii)
about crossed products one shows that A ⋊α R with natural Fréchet seminorms is

strongly spectral invariant in the convolution algebra L1(R,A,α) ⊂ A⋊α R using

the polynomial growth condition on α (a smooth action in the above sense is also

called a tempered action). Finally one proves that the inclusion L1(R,A,α)⊂A⋊α

R is spectral invariant, which holds without condition on α since R is a compactly

generated polynomially growing group. It is apparently not known if the inclusion

A ⋊α R →֒A⋊α R is also strongly spectral invariant.

Strong spectral invariance is also preserved under some natural operations:

Proposition 4.3.8. Let A be a Fréchet algebra that is strongly spectral invariant in

a C∗-algebra A with (‖·‖ j) j∈N a family of submultiplicative seminorms for A such

that ‖·‖0 = ‖·‖A. Then

(i) The unitization A ∼ is a Fréchet algebra with the family of submultiplicative

seminorms defined by the C∗-norm ‖a+λ 1∼‖0 = ‖a+λ 1∼‖ and ‖a+λ 1∼‖ j =
‖a‖ j + |λ |. It is strongly spectral invariant in A

∼.

(ii) The smooth suspension S A is a Fréchet algebra with the family of seminorms

‖ f‖ j,m =
m

∑
β=0

sup
t∈R

∥∥∥(1+ |t|)m(∇β f )(t)
∥∥∥

j

and it is strongly spectral invariant in SA.

Proof. (i) Recall that ‖a+λ 1∼‖′0 = ‖a‖0 + |λ | and ‖·‖0 are equivalent norms on

the C∗-algebra A∼. The unitization A ∼ is an m-convex Fréchet algebra in the di-

rect sum topology of A ⊕C as a topological vector space and the given family of

seminorms generates that topology. Due to equivalence of seminorms, it is enough

to show strong spectral invariance when ‖·‖0 is replaced with ‖·‖′0 in (4.16) which

then follows by expanding the products and the estimates in [117, Lemma 1.18].

(ii) The family of seminorms is known to be one of the equivalent choices for

the tensor product of A with the nuclear Fréchet algebra S (R) [96, 97]. The norm

‖·‖0,0 is the C∗-norm of SA and applying the Leibniz rule (4.16) pointwise we get
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‖ f1 · · · fn‖ j,m

≤ ∑
β1+...+βn≤m

sup
t∈R

∥∥∥(1+ |t|)m(∇β1 f1)(t) · · · (∇βn fn)(t)
∥∥∥

j

≤ ∑
β1+...+βn≤m

sup
t∈R

(1+ |t|)mD jC
n ∑

j1+...+ jn≤p j

∥∥∥∇β1 f1)(t)
∥∥∥

j1

· · ·
∥∥∥∇βn fn)(t)

∥∥∥
jn

≤ ∑
β1+...+βn≤m

D jC
n ∑

j1+...+ jn≤p j

‖ f1‖ j1,β1
· · · ‖ fn‖ jn,βn

.

For any bijection σ : N×N→N of the seminorms with σ(0,0) = (0) one can now

choose pσ( j,m) ∈N as the maximum of σ( j1,β1)+ . . .+σ( jn,βn) among all tuples

with β1 + . . .+βn ≤ m and j1 + . . .+ jn ≤ p j which is finite and independent of n.

Hence

‖ f1 · · · fn‖σ( j,m) ≤ D jC
n ∑

i1+...+in≤pσ( j,m)

‖ f1‖σ−1(i1)
· · · ‖ fn‖σ−1(in)

,

concluding the proof. ✷

As an alternative to smooth subalgebras it may be advantageous to work with

the (representable) K-theory of Fréchet algebras directly [96]. Many results have

already been obtained in that setting, including generalizations of the Connes-Thom

isomorphisms and the Pimsner-Voiculescu sequence [97]. However, for applications

to C∗-algebras spectral invariance conditions must be imposed at some stage or an-

other, hence not much generality is lost when working with the more familiar no-

tions of K-theory on C∗-algebras.

4.4 Duality for smooth crossed products

This section reviews the construction of the dual cocycle on crossed products with R
and show that this construction is dual to the Connes-Thom isomorphism w.r.t. the

pairing of K-theory and cyclic cohomology. While following the original construc-

tion and arguments of [45] fairly closely, the treatment is self-contained and takes

a more direct path to the duality result. There are two main motivations for this

section: One is to justify chosen numerical and sign factors since we are interested

in applying the duality to physical models, the other is that the result in [45] is not

stated in full generality, but only for smooth subalgebras of a certain form. While it

may appear clear to an expert that the proof generalizes, the required conditions on

spectral invariance and associated constructions are not obvious. For example, since

crossed products can be problematic w.r.t. spectral invariance, we replace the use of

Takesaki-Takai duality with a suspension argument.

Let A be a Fréchet algebra with smooth action α and ϕ a continuous n-cycle

over A defined on the universal differential algebra of top degree n given by
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Ωn(A ) =
n⊕

j=0

A
∼⊗A

⊗ j ,

where the projective tensor product is used. For clarity, the universal differential on

that algebra is denoted by dA such that its homogeneous elements take the form

(λ 1∼+ a0)dA a1 · · ·dA a j = (λ 1∼+ a0)⊗ a1⊗·· ·⊗ a j with j ≤ n. Extending α to

an action on the Fréchet algebra Ωn(A ) by letting it commute with dA again yields

a smooth action.

From these data one can construct a boundary (n+ 1)-cycle over A ⋊α R. For

the graded differential algebra one uses the linear space

Ω α
n+1(A ) = Ωn(A )⊗Ω1(S (R)) = Ωn(A )⊗ (S (R)∼⊕S (R)∼⊗S (R)) ,

a dense subset of which is given by the linear span of elements of the form ω⊗(λ 1+
f ) and ω⊗(λ 1+ f )dg=ω⊗(λ 1+ f )⊗g with ω ∈Ωn(A ) and f ,g∈S (R). In the

following, let ω , f ,g with subscripts be homogeneous elements of Ωn(A ), S (R)∼

and S (R) respectively.

The left multiplication with elements of degree (m,0) extends the ordinary mul-

tiplication on S ∗(R,Ωn(A ),α), namely one defines

((ω1⊗ g1)(ω2⊗ 1∼))(t) = ω1αt (ω2)⊗ g1(t) ,

((ω1⊗ 1∼)(ω2⊗ g2))(t) = ω1αt (ω2)⊗ g2(t) ,

((ω1⊗ g1)(ω2⊗ g2))(t) =

∫

R
ω1αs(ω2)⊗ g1(s)g2(t− s)ds ,

as functions in S (R,A ) and the pointwise (not convolution) product under the

integral. The left multiplication on elements of higher degree is then determined by

associativity in Ω1(S (R))

(ω1⊗ f1)(ω2⊗ f2dg2) = ((ω1⊗ f1)(ω2⊗ f2))dg2 .

The differential dα acts by

dα(ω⊗ f ) = (dA ω)⊗ f +(−1)deg(ω)ω⊗d f , dα(ω⊗ f dg) = (dA ω)⊗ f dg ,

and left multiplication with elements of higher degree is thereby determined through

(ω⊗ f dg)x = ((ω1⊗ f )dα(1⊗ g))x = (ω⊗ f )(dα((1⊗ g)x)− (1⊗ g)dαx)

for all x ∈Ω α
n+1(A ).

Given a continuous n-cycle (ϕ ,dA ,Ωn(A )) on the algebra A let us now intro-

duce an (n+ 1)-cycle (#α ϕ ,dα ,Ω α
n+1(A )) by setting

(#α ϕ)(ω⊗ f dg) = − ı

∫

R
dt

∫ −t

0
dsϕ(αs(ω)) f (t)g(−t)
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for all ω ∈ Ωn(A ), f ,g ∈ S (R) and (#αϕ)(x) = 0 for all homogeneous ele-

ments that are not of this form. The algebraic rules and graded trace for more

general elements are defined by linearity and continuity and the canonical ho-

momorphism A ⋊α R→ Ω α
n (A )0 is given by the obvious map which identifies

A ⋊α R= S ∗(R,A ,α) with the linear subspace A ⊗S (R).

Lemma 4.4.1. In the setting above, (Ω α
n+1(A ),dα ,#α ϕ) is an (n+ 1)-cycle over

A ⋊α R. It is natural under equivariant morphisms, i.e. if ρ : B→A is an equiv-

ariant morphism of Fréchet algebras with smooth actions satisfying ρ ◦β = α ◦ρ
then

#β (ρ
∗ϕ) = ρ̂∗(#α ϕ)

with ρ∗, ρ̂∗ being the pull-backs under the induced morphisms ρ : Ωn(B)→Ωn(A )

and ρ̂ : Ω
β
n (B)→Ω α

n+1(A ) of differential graded algebras.

Proof. The algebraic properties are in principle not difficult to check, but challeng-

ing to write down since the product is defined in terms of the tensor products ω⊗ f

but does not preserve this form.

Let us therefore propose a more efficient notation by writing again elements

f ∈ S (R) as formal convolution operators f =
∫
R f (t)utdt and let all differen-

tials commute with integrals and complex numbers to write dg = d(
∫
R g(t)utdt) =∫

R f (t)dutdt. In terms of formal operators (ut)t∈R, (dus)s∈R the algebraic structure

on Ω α
n+1(A ) is determined completely from the product of Ωn(A) and the fairly

intuitive relations

usut = us+t , (dut)us = dut+s− utdus , (dus)(dut) = 0 ,

usω = αs(ω)us , (dut)ω = (−1)deg(ω)α(ω)dut , (4.17)

dα(us) = dus , dα(dut) = 0 , dαω = dA ω ,

for all s, t ∈ R and homogeneous ω ∈ Ωn(A ), where it is understood that one can

freely perform linear changes of variables under the formal integrals. The trace is in

this notation given by

(#αϕ)
(∫

R

∫

R
f (t,s)utdusdtds

)
= − ı

∫

R
dt

∫ −t

0
dsϕ

(
αs( f (t,−t))

)

for any f ∈S (R2,Ωn(A )) and vanishing on all elements that are not of this form.

Next let us check that #αϕ is a graded trace. Since most products do not con-

tribute it is enough to expand #αϕ(âb̂) for all homogeneous elements of the form

â =
∫

R
f (t1)ut1 dt1 , b̂ =

∫

R

∫

R
g(t2,s2)ut2 dus2

dt2ds2 .

Then, using the above relations,

â b̂ =

∫

R

∫

R

(∫

R
f (t1)αt1

(
g(t2− t1,s2)

)
dt1

)
ut2dus2

dt2ds2 ,
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so that

(#α ϕ)(â b̂) = −ı

∫

R
dt2

∫ −t2

0
ds2

(∫

R
dt1 ϕ ◦αs2

(
f (t1)αt1

(
g(t2− t1,−t2)

)))
.

(4.18)

Proceeding similarly for b̂â, one finds after some algebraic manipulations using the

rules in (4.17) that

b̂ â = (−1)deg(â)
∫

R

∫

R

(∫

R

[
g(t2, t1− s2)αt1+t2−s2

( f (s2))

− g(t2− s2,s2)αt2( f (t1))
]
dt1

)
ut2dus2

dt2ds2 .

Replacing this into #α ϕ and using the cyclicity of ϕ together with deg(g) =
deg(b̂)− 1 as well as deg( f ) = deg(â) leads o

(#α ϕ)(b̂ â)

= −ı(−1)deg(â)deg(b̂)
∫

R
dt2

∫ −t2

0
ds2

(∫

R
dt1

[
ϕ ◦αs2−t1

(
f (t1)αt1

(
g(t2,−t2− t1)

))

− ϕ ◦αs2+t2

(
f (−t2)α−t2

(
g(t2− t1, t1)

))])
.

Shifting integration variables in such a way that the integrand coincides with that of

(4.18) shows that the two summands combine to the integral in (4.18).

To see that the trace is closed, note that one must check

(#αϕ)
(
dα(ω⊗ (λ 1+ f )

)
= (#α ϕ)

(
dA ω⊗ (λ 1+ f )+ (−1)degωωd f

)

= − ı

∫

R
dt

∫ −t

0
dsϕ

(
dA αs(ω)

)
f (−t) = 0

and

(#α ϕ)
(
dα(ω⊗ (λ 1+ f )dg

)
= (#α ϕ)

(
dA ω⊗ (λ 1+ f )dg

)

= −ı

∫

R
dt

∫ −t

0
dsϕ(dA αs(ω)) f (t)g(−t)

= 0 ,

both of which hold since by definition dAαs(ω) = αs(dAω) and ϕ is closed.

Finally, the equivariance is obvious since the homomorphisms ρ , ρ̂ are well-

defined as commuting with d and intertwining α , dA with β , dB, hence also dα

with dβ . ✷

If the action α is trivial then Ω α
n+1(A ) ≃Ωn(A )⊗Ω1(S (R)) also holds as an

isomorphism of algebras and #αϕ reduces to the cup product ϕ#η with the winding

number 1-cycle η over S (R) which after Fourier transform is given by

η( f dg) = −ı

∫

R
t f (t)g(−t)dt .
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In general, however, the cup product does not define a graded trace since the multi-

plication is twisted by α , hence the construction must be modified as above.

Let us next write out the character of the (n+ 1)-cycle. For âi =
∫
R fi(t)utdt ∈

A ⋊α R write dA âi =
∫
R

(
dA fi(t)

)
utdt and d̃âi = dα(âi)− dA âi such that

(#α ϕ)(â0 dα â1 · · ·dα ân+1)

=
n+1

∑
j=1

(#αϕ)
(
(â0dA â1 · · ·dA â j−1)(d̃â j)(dA â j+1 · · ·dA ân+1)

)

since all terms with more than one d̃ or more than n factors of d drop out. Writing

out the convolutions and evaluating the dual cycle, one can express the character in

the closed form

(#αϕ)(â0 dα â1 · · ·dα ân+1)

= −ı

∫

t∈Rn+2

t0+...+tn+1=0

dt
n+1

∑
j=1

(−1)n+1− j

∫ −t( j−1)

−t( j)
ds(ϕ ◦αs)

(
f0(t0)

(
j−1

∏
m=1

α
t(m−1)dA fm(tm)

)
α

t( j) f j(t j)

(
n+1

∏
l= j+1

α
t(l−1)dA fl(tl)

))
,

where t(m) = t0 + . . .+ tm and all remaining products and differentials act in Ωn(A )
(the probably easiest way do this computation is to use elements â j = a j ⊗ g j =
a j

∫
R g j(t j)ut j

dt j in product form, cycle the term d̃â j = a j⊗dg j = a j

∫
R g j(t j)dut j

dt j

to the right, evaluate #α ϕ by inserting a formal δ -function, cycle the terms back to

the original order and then adjust the integration variables).

If ϕ is α-invariant the expression simplifies since the dependence on s becomes

trivial and the integral over s results in a mere multiplication by the number t j.

Absorbing the factor into the derivation ∇̂â j = −ı
∫
R t j f j(t j)ut j

dt j w.r.t. the dual

action α̂ , the remaining integrals are the (twisted convolution) product in A ⋊α R
evaluated in 0, i.e. with ev0

(∫
f (t)utdt

)
= f (0)

(#α ϕ)(â0 dα â1 · · ·dα ân+1)

=
n+1

∑
j=1

(−1)n+1− j(ϕ ◦ ev0)
(
â0dA â1 · · ·dA â j−1 (∇̂â j)dA â j+1 · · ·dA ân+1

)
.

(4.19)

For (Ωn(A ),dA ,ϕ) an n-trace over a dense Frechét subalgebra A ⊂A one can

simplify the construction to define the suspended (n+1)-cycle (Ω s
n+1(S A ),ds,ϕs)

by using the graded tensor product

Ω s
n+1(S A ) = S (R)∼⊗Ωn(A )⊗̂Λ(C)
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with Λ(C) = C⊕C the Grassmann algebra with the two generators 1, dy. The

graded differential is determined by

ds( f ) = dA f + (−1)deg( f )(∇ f )dy , ds( f dy) = 0 ,

with dA acting pointwise and the usual derivative with the normalization as above

∇ f = − 1

2π
f ′ .

The suspension cocycle is then defined (as in [98]) by

ϕs
(
(λ 1+ f )dy

)
=

∫

R
ϕ( f (y))dy ,

and vanishing on elements of lower degree.

Lemma 4.4.2. Let A be a Fréchet algebra and ϕ an n-trace on Ωn(A ). If α is the

trivial action, then the characters of ϕs and #αϕ over S A ≃A ⋊α R coincide as

(n+ 2)-linear functionals, i.e. the (n+ 1)-cycles only differ by their domains.

Proof. For f0, . . . , fn+1 ∈S (R,A ) set f̂ j = F−1 f j such that the image of f j ∈S A

in A⋊α R under the isomorphism S (R,A )≃A ⋊α R is â j =
∫
R f̂ j(t)utdt. Hence

the expression (4.19) for the dual cocycle can be written

(#α ϕ)(â0 dα â1 . . .d
α ân+1)

=
n+1

∑
j=1

(−1)n+1− j(ϕ ◦ ev0)
(

f̂0 ∗ (dA f̂1)∗ · · ·∗

∗ (dA f̂ j−1)∗ (∇̂ f̂ j)∗ (dA f̂ j+1)∗ · · · ∗ (dA f̂n+1)
)
.

By the convolution theorem and Fourier inversion the evaluation at 0 is given by

n+1

∑
j=1

(−1)n+1− j

∫

R
ϕ
(

f0(y)dA f1(y) · · ·dA f j−1(y)(∇ f j)(y)dA f j+1(y))·

· · ·dA fn+1(y)
)

dy , (4.20)

and one readily checks that this is precisely ϕs( f0ds f1 · · ·ds fn+1). ✷

This also shows that the suspension of cocycles is natural w.r.t. all homomor-

phisms of differential graded algebras, namely ρ∗(ϕ)s = (ρ∗ϕ)s.

The main goal is to show that the dual cocycle is dual to the Connes-Thom iso-

morphisms of K-theory and the strategy is to use the naturalness and equivariance

of both constructions to pull the problem back to the case of a trivial action, i.e. a

suspension. Let us therefore first show that the suspension is compatible with Bott

periodicity: iterating the suspension gives the suspension map of periodic cyclic co-
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homology (in the notation of Connes [36], (ϕs)s = Sϕ up to normalization, but this

notation is not used in the following).

To make sure that our signs are correct, we compute the image of s1 ◦ s0 :

K0(C)→ K0(SSC), i.e. the class of the Bott projection (there are two projections

which may plausibly be called the Bott projection, which differ by their orientation

and it is surprisingly difficult to pin down the correct one since most sources only

vaguely identify R2 ∼ C). The Bott periodicity isomorphism Ki(A)→ K1−i(SSA)
is then the external tensor product with this class.

To fix the orientation, elements of SC=C0(R) and SSC=C0(R
2) will be written

as functions of one variable y1 respectively two variables y1,y2. Recall from (4.6)

that s0([1]0) = [ f ]1 for any function with winding number 1 such as f (y1) =
y1−ı
y1+ı

.

To compute s1, one chooses a continuous family of unitaries y2 ∈R 7→ v(y2) ∈U(2)
such that v(−∞) = 12 and v(∞) = diag( f , f ∗), and by (4.7)

s1[ f ]1 =
[
v

(
1 0

0 0

)
v∗
]

0
−
[(1 0

0 0

)]
0
.

A standard choice is

v(y2) =

(
cos(g(y2)) sin(g(y2))

−sin(g(y2)) cos(g(y2))

)(
f ∗ 0

0 1

)(
cos(g(y2)) −sin(g(y2))

sin(g(y2)) cos(g(y2))

)(
f 0

0 1

)
,

for some function g with g(−∞) = 0, g(∞) = π
2

, such as g(y2) =
1
2

arctan(y2)+
π
4

.

The trigonometric functions simplify and after a tedious computation one obtains

v(y1,y2)

(
1 0

0 0

)
v∗(y1,y2) =

1

1+ ỹ2
1+ y2

2

(
ỹ2

1 + y2
2 ıỹ1 + y2

−ıỹ1 + y2 1

)
,

where v(y1,y2) = v(y2)(y1) and with the abbreviation ỹ1 =
y1√
1+y2

2

. Hence replacing

ỹ1 ∼ y1 by homotopy, one retrieves the usual form of the Bott projection.

Proposition 4.4.3. Let the Fréchet algebra A be smooth in the C∗-algebra A and

S S A smooth in SSA and let ϕ be an n-cycle over A with odd n. Then for the

Bott periodicity isomorphism Φ = s0 ◦ s1 : K1(A)→ K1(SSA) one has

〈(ϕs)s,Φ[x]1〉 =
cn

cn+2

〈ϕ , [x]1〉 .

Proof. Let us first consider the case A = A = C with trivial actions and the 0-

cycle ϕ = ev given by ev(λ ) = λ . Then Φ([1]0) = [eΦ ]0− [s(eΦ)]0 with the Bott

projection as above represented by the function

eΦ(y1,y2) =
1

1+ y2
1 + y2

2

(
y2

1 + y2
2 ıy1 + y2

−ıy1 + y2 1

)
∈M2(SSC)
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with scalar part s(eΦ ) = diag(1,0). By composing y1,y2 with a rapidly increasing

function such as sinh, one can also construct representatives ẽΦ ∈ M2(S (R2)∼),
but this will be suppressed. Now

〈evss, [eΦ ]0− [s(eΦ)]0〉 =
∫

R2
Tr(eΦ

(
∇y1

eΦ ∇y2
eΦ −∇y2

eΦ ∇y1
eΦ

)
dy1dy2 .

Now one computes Tr(eΦ (∇y1
eΦ ∇y2

eΦ − ∇y2
eΦ ∇y1

eΦ)) = − 1
4π2

2ı

(1+y2
1+y2

2)
2 and

therefore

〈evss, [eΦ ]0− [s(eΦ)]0〉 = (2π ı)−1 =
c0

c2

=
c0

c2

〈ev, [1]0〉 .

Let us now consider the general case and assume that n is odd (since this is the

only case that will be applied in the following and anyway the other case is similar).

The Bott isomorphism Φ = s0 ◦ s1 is given by

Φ([u]1) =
[
(1∼N ⊗ 1∼2 +(u− 1∼N)⊗ eΦ)(1

∼
N ⊗ 1∼2 +(u∗− 1∼N)⊗ s(eΦ))

]
1

for u ∈ 1∼N +MN(A ). Note that the representative is indeed in 1∼2N +M2N(A ⊗
S SC). One can consider ϕss in the natural way as a cocycle over A ⊗S (R2)∼

and therefore use the homorphism property of the pairing to drop the second factor.

Let us abbreviate d′ = (ds)s, 1 = 1∼ and d = dA for sake of readability. With v =
12N +(u− 1N)⊗ ẽΦ one has

〈ϕss, [v]1〉 = ϕss
(
(v∗− 1N)(d

′vd′v∗)
n+1

2 d′v
)

and can expand the product using

d′v = dv+(∇1v)dy1 +(∇2v)dy2

= du⊗ eΦ +(u− 1N)⊗ (∇1eΦ )dy1 +(u− 1N)⊗ (∇2eΦ)dy2 .

The only contributing terms in the product have n factors of dv, dv∗ and one of dy1

and dy2 each. Being derivatives of projections, (1N − eΦ)∇ jeΦ eΦ = 0 and hence

any term in which the factors of dy1 and dy2 are not consecutive must also vanish.

With n = 2k+ 1 one obtains

ϕss(v∗(d′vd′v∗)k+1d′v)

=
k

∑
m=0

ϕss
(
(u∗− 1N)(dudu∗)m

(
du(u∗− 1N)(u− 1N)+ (u− 1N)(u

∗− 1N)du)(du∗du)k−m
)

⊗ (eΦ(∇1ẽΦ ∇2eΦ −∇2eΦ ∇1eΦ )dy1dy2

)
.

The integral over y1, y2 evaluates the pairing 〈evss, [eΦ ]0− [s(eΦ)]0〉= (2π ı)−1 and

with the identity (u− 1N)(u
∗− 1N) = 2 ·1N− u− u∗ it follows that
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ϕss(v∗(d′vd′v∗)k+1d′v)

= (π ı)−1(2k+ 2)〈ϕ , [u]1〉

− 1

2π ı

k

∑
m=0

ϕ
(
(u∗− 1N)(dudu∗)m

(
du(u+ u∗)+ (u+ u∗)du

)
(du∗du)k−m

)
.

Commuting u and u∗ to the left or right using duu∗ =−udu∗, du∗u =−u∗du, using

cyclicity and telescoping one can show (see the appendix of [70] for a more detailed

computation)

k

∑
m=0

ϕ
(

u∗(dudu∗)m(du(u+ u∗)+ (u+ u∗)du)(du∗du)k−m
)

= −2〈ϕ , [u]1〉 ,

so that 〈ϕss, [v]1〉= (π ı)−1(2k+ 3)〈ϕ , [u]1〉 which shows the claim. ✷

An analogous statement also holds for even n, which follows readily by a direct

computation if A and A are unital or from a combination of the results further

below if one poses suitable conditions on spectral invariance.

The following suspension argument in its basic form goes back to Pimsner [98],

see also [67].

Proposition 4.4.4. Let n = 2k be even and let A be a Fréchet ∗-algebra with an

n-cycle ϕ over Ωn(A ). For any projection e ∈ MN(A
∼) with scalar part 1∼K , one

has

ϕs
(
(v∗− 1∼N )d

sv(dsv∗dsv)n
)
= − ı

2k(2k+ 1)!!

k!
ϕ
(
(e− 1∼K)(de)n

)

with the unitary

v = (1N− e+ e⊗ f )(1∼N− 1∼K + 1∼K ⊗ f ) ∈MN(S A )∼

where f ∈ 1+S (R) is the unitary function with winding number 1 from Proposition

4.2.5.

If A is smooth in a C∗-algebra A in such a way that the smooth suspension S A

is also smooth in SA under the induced embedding then this shows

〈ϕs,s0([e]0− [1∼K ]0)〉 =
cn

cn+1

〈ϕ , [e]0− [1∼K ]0〉

for every [e]0− [1∼K ]0 ∈ K0(A) and with the suspension map s0 : K0(A)→ K1(SA).

Proof. Note that ϕs is the restriction of an (n + 1)-cycle over S A ∼ and that

u = (1∼N − e) + e⊗ f = 1∼N + e⊗ g ∈ MN(S A ∼)∼ and VK,N = 1∼N + 1∼K ⊗ g ∈
MN(S A ∼)∼ are separately unitary, hence the homomorphism property of the pair-

ing gives
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〈ϕs, [v]0]〉 = ϕs
(
(u∗− 1∼N )d

su(dsu∗dsu)n
)

− ϕs
(
(V ∗N,K− 1∼N)d

sVN,K(d
sV ∗N,KdsVN,K)

n
)
.

The second term can be dropped since its argument vanishes algebraically for n > 0

respectively due to ϕ(1∼N ) = 0 by definition in the case n = 0. To evaluate the first

term let us note

dA u = dA e⊗ g , ∇u = − 1

2π
e⊗ g′ ,

and
(
e(dA e) j−1

)(
e(dA e)n+1− j

)
=

{
e(dA e)n , j odd ,

0 , j even .

Hence one can drop in (4.20) all terms with j odd. Commuting all functions to the

right,

〈ϕs,s0([e]0− [1∼K ]0)〉
= ϕs

(
(u∗− 1N)d

su(dsu∗dsu)n
)

=
−1

2π
(k+ 1)ϕ

(
e(dA e)n

)(∫

R
g′(y)(g(y))k(g(y))

k+1
dy

)

=
−1

2π
(k+ 1)〈ϕ , [e]0〉

∫

R

(
d

dt

t− ı

t + ı

)(
t− ı

t + ı
− 1

)k(
t + ı

t− ı
− 1

)k+1

dt

= − ı
2k(2k+ 1)!!

k!
〈ϕ , [e]0− [1∼K ]0〉

where we applied the substitution y = sinh(t) and computed the integral by the

residue theorem (alternatively, a further substitution y 7→ −cot(πx) leads up to a

sign to exactly the same term as in [69, 105] which can be evaluated combinatori-

ally). The reformulation in the case of smooth inclusions is then clear from Proposi-

tion 4.2.5 since [v]1 = s0([e]0− [1∼K ]0) and every class in K0(A) can be represented

in this way. ✷

Using naturality of both the dual cocycle and the Connes-Thom isomorphisms

under equivariance we can therefore show:

Lemma 4.4.5. Let A , B be Fréchet algebras with smooth actions α,β respectively

and let ρ : B→A be a continuous equivariant homomorphism. Assume that A , B

are smooth in C∗-algebras A, B in such a way that A ⋊α R, B⋊β R are smooth in

A⋊α R, B⋊β R respectively. If ϕ is a continuous n-cycle over A , then the Connes-

Thom ismorphisms relate the index pairings

〈#α ϕ ,(∂ α
j ◦ρ∗)[x] j〉 = 〈#β (ρ

∗ϕ),∂ β
j [x] j〉

for any [x] j ∈ K j(A) and j = nmod2.

Proof. Due to ∂ α
j ◦ρ∗ = ρ̂∗ ◦ ∂

β
j , it is enough to show
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〈#α ϕ , ρ̂∗[x̂] j+1〉 = 〈#β (ρ
∗ϕ), [x̂] j+1〉

for all [x̂] j+1 ∈K j+1(B⋊α R). In the even case, any element of [x̂]0 ∈ K0(B⋊α R) is

represented by a projection ê ∈MN((B⋊α R)∼). Denoting the extension to matrix

algebras by the same letter, one has

〈#α ϕ , ρ̂∗([ê]0− [1∼K ]0)〉 = (#α ϕ)
(
ρ̂(ê)(dα ρ̂(ê))n

)
= (ρ̂∗(#α ϕ))

(
ê(dβ ê)n

)

= (#β (ρ
∗ϕ))

(
ê(dβ ê)n

)
= 〈#β (ρ

∗ϕ), [ê]0− [1∼K ]0〉 ,

where the first equality of the second line is the equivariance property #β (ρ
∗ϕ) =

ρ̂∗(#α ϕ) from Lemma 4.4.1. The odd case works with the obvious modifications.

✷

Now all is set up for the proof of the even version of the main result of this

section:

Theorem 4.4.6. Let A be a Fréchet algebra with smooth action α and let ϕ be an

n-cycle over Ωn(A ) for even n. Further assume that there is a dense equivariant

inclusion A →֒ A in such a way that A is smooth in A and A ⋊α R is smooth in

A⋊α R under the induced embedding. Then

〈#α ϕ ,∂ α
0 ([e]0− [1∼K ]0)〉 =

cn

cn+1

〈ϕ , [e]0− [1∼K ]0〉

holds for all [e]0− [1∼K ]0 ∈ K0(A).

Proof. The even case for a trivial action is already proved by Proposition 4.4.4 and

now Connes’ unitary cocycle is used to accomplish the same for non-trivial actions.

Let [e]0− [1∼K ]0 ∈ K0(A) be represented by a smooth projection e ∈ MN(A
∼)

and let (wk)k∈R be the smooth family of unitaries wk = e2π ıDeke−2π ıDk defined as in

the proof of Proposition 4.2.5 such that αk(e) = w∗kewk. Then introduce the action

α ′ : M2N(B)×R → M2N(B) , α ′k

(
a b

c d

)
=

(
αk(a) αk(b)w

∗
k

wkαk(c) wkαk(d)w
∗
k

)
.

Note that α ′ is also a smooth action. By construction, one has α ′k(diag(e,0)) =
diag(αk(e),0) and α ′k(diag(0,e)) = diag(0,e). On the upper left corner the action

reduces to α , hence the inclusion ıN : MN(A)→ M2N(A) is equivariant and this

gives rise to a canonical inclusion ı̂N : MN(A)⋊α R→ M2N(A)⋊α ′ R. The same

is true for the smooth crossed products ı̂N(MN(A )⋊α R) ⊂ M2N(A )⋊α ′ R. Note

further that M2N(A )⋊α ′ R is smooth in M2N(A)⋊α ′ R since both crossed products

are naturally isomorphic to crossed products with α by outer equivariance.

Let Ae, Ae be the fixed point algebras of M2N(A ) respectively M2N(A) under

α ′. Since α ′ is trivial on Ae with equivariant inclusion ıe : Ae →M2N(A), there is

again a canonical inclusion ı̂e : SAe≃Ae⋊α ′R→M2N(A)⋊α ′R. Also note that the

dense inclusions Ae →֒ Ae and S Ae ≃ Ae ⋊α ′ R →֒ Ae ⋊α ′ R ≃ SAe are smooth

since the holomorphic functional calculus preserves the invariant subalgebras.
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Using a homotopy that exchanges the upper left with the lower right corner one

obtains

(∂ α ′
0 ◦ (ıN)∗)([e]0 − [1∼K ]0) = ∂ α ′

0 ([e⊕ 0N]0− [1∼K ⊕ 02N−K]0)

= ∂ α ′
0 ([0N⊕ e]0 − [0N⊕ 1∼K ]0)

= (∂ α ′
0 ◦ (ıe)∗)([0N⊕ e]0− [0N⊕ 1∼K ]0) .

On the smooth crossed product M2N(A )⋊α ′ R one has the dual (n + 1)-cycle

#α ′(Tr2N#ϕ). Due to the equivariance of inclusions

(ı̂N)
∗#α ′(Tr2N#ϕ) = #α(ıN)

∗(Tr2N#ϕ) = #α(TrN#ϕ) ,

(ı̂e)
∗#α ′(Tr2N#ϕ) = #α ′(ıe)

∗(Tr2N#ϕ) = (Tr2N#ϕ)s ,

i.e. the (n+1)-cycle reduces to #α ϕ when evaluated on the upper left corner and to

the suspension ϕs when evaluated on Ae. Then

〈#αϕ ,∂ α
0 ([e]0− [1∼K ]0)〉 = 〈#α ′(Tr2N#ϕ),(∂ α ′

0 ◦ (ıN)∗)([e]0 − [1∼K ]0)〉
= 〈#α ′(Tr2N#ϕ),(∂ α ′

0 ◦ (ıe)∗)([0N⊕ e]0− [0N⊕ 1∼K ]0)〉
= 〈#α ′(ıe)

∗(Tr2N#ϕ),∂ α ′
0 ([0N⊕ e]0− [0N⊕ 1∼K ]0)〉

= 〈(Tr2N#ϕ)s,∂ id

0 ([0N⊕ e]0− [0N⊕ 1∼K ]0)〉
= 〈(Tr2N#ϕ)s,s0([0N⊕ e]0− [0N⊕ 1∼K ]0)〉 ,

where in the third equality Lemma 4.4.5 for ρ = ıe was used to pull back the index

pairings to the smaller algebras. On the last expression, Proposition 4.4.4 can be

applied to get

〈#α ϕ ,∂ α
0 ([e]0− [1∼K ]0)〉 =

cn

cn+1

〈ϕ , [e]0− [1∼K ]0〉 ,

which concludes the proof. ✷

As emphasized above, strong spectral invariance of the inclusion A →֒ A is a

sufficient condition for Theorem 4.4.6. For the odd case we argue by suspension

and Bott periodicity and hence assume this stronger condition for simplicity instead

of asking for spectral invariance of inclusions for all intermediate algebras:

Theorem 4.4.7. Let A be a Fréchet algebra with smooth action α and an n-cycle ϕ
over Ωn(A ) for odd n. Further assume that there is a dense equivariant inclusion

A →֒A such that A is strongly spectral invariant in A. Then

〈#α ϕ ,∂ α
1 [v]1〉 = −

cn

cn+1

〈ϕ , [v]1〉

holds for all [v]1 ∈ K1(A).

Proof. The argument will use the commutative diagram
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K1(A) K0(A⋊α R)

K1(SSA) K0(SA) K1(SA⋊α R)

∂ α
1

s1 s0
Φ

s0

∂ Sα
0

Let us note that by strong spectral invariance A ⋊α R is smooth in A ⋊α R,

S A in SA and also (S A )⋊α R ≃ S (A ⋊α R) in (SA)⋊α R ≃ S(A⋊α R).
Hence Theorem 4.4.6 applies to the duality of the index pairings for all maps that

originate from K0-groups. It is not difficult to see that (#α ϕ)s = −#α(ϕ
s) with

natural isomorphisms of the graded differential algebras (note that in the former

case an expression must end with (ω ⊗ f dg)dy to evaluate the cocycle while it is

(ωdy)⊗ f dg = −(ω ⊗ f dg)dy in the latter). Using this identity, duality for even

cycles and finally Proposition 4.4.3 one obtains

〈#αϕ ,∂ α
1 [v]1〉 =

cn+2

cn+1

〈(#α ϕ)s,(s0 ◦ ∂ α
1 )[v]1〉

= − cn+2

cn+1

〈#α(ϕ
s),(s0 ◦ ∂ α

1 )[v]1〉

= − cn+2

cn+1

〈#α(ϕ
s),(∂ Sα

0 ◦ s1)[v]1〉

= −〈ϕs,s1[v]1〉
= − cn+2

cn+1

〈(ϕs)s,(s0 ◦ s1)[v]1〉

= − cn+2

cn+1

cn

cn+2

〈ϕ , [v]1〉 ,

concluding the proof. ✷

With the same type of suspension argument one can also conclude the odd ver-

sion of Proposition 4.4.4, i.e.

〈ϕs,s1[v]1〉 =
cn

cn+1

〈ϕ , [v]1〉

for any odd cycle ϕ (which has no minus sign and this is consistent since the

Connes-Thom isomorphism for a trivial action actually reduces to ∂ id
1 =−s1).

4.5 Duality of Chern cocycles

Now the results of the previous section are applied to Chern cocycles and the

connecting maps of the smooth Toeplitz extension. Let A be a C∗-algebra with a

strongly continuous G-action ξ , where G is a one-parameter group. If there is ad-

ditional strongly continuous Rn-action θ that commutes with ξ , i.e. ξ ◦ θ = θ ◦ ξ ,
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one can unambiguously form the combined Rn×G-action θ × ξ , which extends

uniquely to A⋊ξ G by acting trivially on the generator of ξ .

The dual cocycle then takes a simple form:

Lemma 4.5.1. For a C∗-algebra A with commuting actions θ and α that leave a

densely defined faithful lower semicontinuous trace T invariant, one has

#α ChT,θ =
cn

cn+1

Ch
T̂α ,θ×α̂

on AT,θ ⋊α R⊂ (A⋊α R)
T̂α ,θ×α̂ .

Proof. Let us note the algebraic identity

[b̂0db̂1 · · ·db̂ j−1] [b̂ jdb̂ j+1 · · ·db̂n+1]

=
j−1

∑
k=1

(−1) j−1−kb̂0db̂1 · · ·db̂k−1d(b̂kb̂k+1)db̂k+1 · · ·db̂n+1

+ (−1) j−1(b̂0b̂1)db̂2 · · ·db̂n+1 .

Furthermore T̂α = T ◦ ev0. Let ∇1, . . . ,∇n be the derivations for the unit directions

of θ and ∇n+1 = ∇̂ the derivation corresponding to the dual action. Substituting

into ChT,θ and applying the Leibniz rule, almost all terms in the expansion of the

product cancel (the only remaining term comes from k = j− 1 with ∇σ( j−1) acting

on â j−1):

#αChT,θ (â0, . . . , ân+1)

= cn

n+1

∑
j=1

(−1)n+1− j ∑
σ∈Sn

(−1)σ

T̂α(â0∇σ(1)â1 · · ·∇σ( j−1)â j−1(∇n+1â j)∇σ( j)â j+1 · · ·∇σ(n)ân+1)

= cn ∑
σ∈Sn+1

(−1)σ
T̂α(â0∇σ(1)â1 · · ·∇σ(n+1)ân+1) ,

which up to a constant is precisely Ch
T̂α ,θ×α̂(â0, . . . , ân+1). ✷

It is convenient to first state a duality result for the connecting maps ExpRβ and

IndRβ of the Wiener-Hopf extension associated to (B,R,β ). Relating the connecting

maps with the Connes-Thom isomorphisms using Proposition 4.2.4, Theorems 4.4.6

and 4.4.7 then show:

Theorem 4.5.2. Let B be a C∗-algebra with a R-action β , an Rn-action θ commut-

ing with β and an (θ ×β )-invariant densely defined lower semicontinuous trace T.

Then for n odd and [e]0− [s(e)]0 ∈ K0(B⋊β R), one has

〈Ch
T̂β ,θ×β̂ , [e]0− [s(e)]0〉 = 〈ChT,θ ,ExpRβ ([e]0− [s(e)]0)〉 , (4.21)
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while for n even and [v]1 ∈ K1(B⋊β R),

〈Ch
T̂β ,θ×β̂

, [v]1〉 = −〈ChT,θ , IndRβ ([v]1)〉 . (4.22)

The result can in principle also be concluded from [45, 70], however, this would

have required to at least address several technical issues with regards to domains and

spectral invariance. Since these questions can be quite subtle, it was more attractive

to present a self-contained proof. In the special case where A=B⋊θ R
n for suitable

algebra B, the result was also shown in [19] through an application of KK-theory to

the Wiener-Hopf extension.

The rest of this section is devoted to the proof of the following duality result for

the smooth Toeplitz extension, which is essential for the applications in Chapter 5:

Theorem 4.5.3. Let A be a C∗-algebra with two commuting actions, namely a

strongly continuous Rn-action θ and a strongly continuous G-action ξ , where G

is a one-parameter group. Let T be a densely defined faithful lower semicontinuous

trace on A that is invariant under θ × ξ . With the connecting maps Ind
ξ
G and Exp

ξ
G

of the smooth Toeplitz extension, one has

〈ChT,θ×ξ , [e]0− [s(e)]0〉 = 〈Ch
T̂ξ ,θ

,Exp
ξ
G([e]0− [s(e)]0)〉

for n odd and [e]0− [s(e)]0 ∈ K0(A), respectively

〈ChT,θ×ξ , [v]1〉 = −〈Ch
T̂ξ ,θ

, Ind
ξ
G[v]1〉

for n even and [v]1 ∈ K1(A).

Let us note two special cases. The first is when A is itself a crossed product

with R and ξ the dual action such that the smooth Toeplitz extension is isomor-

phic to the Wiener-Hopf extension. In that case the result is immediately implied

by Theorem 4.5.2 and the relations of the connecting maps Proposition 4.2.4. The

second special case to consider is G = T, A = B⋊α Z and ξ = α̂ . In that case the

smooth Toeplitz extension is a discrete Toeplitz extension (see Lemma 4.2.7) and

the result can be compared with duality results for the Pimsner-Voiculescu sequence

[88, 69, 105].

We first prove the case G = R by combining Theorem 4.5.2 with Takai duality

and then deduce the case G = T from that.

Proof of Theorem 4.5.3 for the case G =R. As already hinted above, we apply The-

orem 4.5.2 to B=A⋊ξ R with trace T given by T̂ξ and the R-action β = ξ̂ . Let n be

odd and e∈MN(A
∼
T,θ×ξ ) such that [e]0− [1∼K ]0 ∈K0(A). Further let f ∈K(L2(R)) a

rank-one projection onto some smooth and rapidly decaying function. By Takai du-

ality, one has i−1
T (e⊗ f ), i−1

T (1∼K⊗ f )∈MN(A
∼⋊ξ R⋊

ξ̂
R) and i−1

T ((e−1∼K )⊗ f )∈
MN(A⋊ξ R⋊

ξ̂
R) = MN(B⋊

ξ̂
R) where iT : A⋊ξ R⋊

ξ̂
R→A⊗K(L2(R)) is the

Takai isomorphism from Theorem 1.6.2. Hence
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(i−1
T )∗([e]0− [1∼K ]) = [ẽ]0− [1∼K ]0 ∈ K0(B⋊

ξ̂
R)

with ẽ = 1∼K + i−1
T ((e−1∼K )⊗ f ). Now using the identity Exp

ξ
R = ExpR

ξ̂
◦(i−1

T )∗ from

Proposition 4.2.4, it follows that

ExpR
ξ̂

(
[ẽ]0− [1∼K ]0

)
= Exp

ξ
R

(
[e]0− [1∼K ]0

)
∈ K1(A⋊ξ R) .

From this and (4.21) in Theorem 4.5.2 one deduces

〈Ch
T̂ξ ,θ

,Exp
ξ
R([e]0− [s(e)]0)〉 = 〈Ch

T̂ξ ,θ
,ExpR

ξ̂

(
[ẽ]0− [1∼K ]0

)
〉

= 〈Ch ˆ̂
T,θ× ˆ̂

ξ
, [ẽ]0− [1∼K ]0〉 .

Moreover, the last term is equal to 〈Ch ˆ̂
T,θ× ˆ̂

ξ
, [ẽ]0〉. To compute this, let us recall

from Theorem 1.6.2 that the Takai isomorphism iT satisfies

iT ◦θ = θ ◦ iT , iT ◦ ˆ̂
ξ = (ξ ⊗λR)◦ iT , ˆ̂

T = (T⊗TrL2(R))◦ iT .

Furthermore, Tr( f ∇ ˆ̂
ξ

f )= 0 since the derivation of a projection is off-diagonal. Thus

〈Ch ˆ̂
T,θ× ˆ̂

ξ
, [ẽ]0〉

= cn+1 ∑
σ∈Sn+1

(−1)σ ( ˆ̂
T⊗TrN)

(
(ẽ− 1∼K)∇σ(1)ẽ · · ·∇σ(n+1)ẽ

)

= cn+1 ∑
σ∈Sn+1

(−1)σ ( ˆ̂
T⊗TrN)

(
i−1
T ((e− 1∼K)∇σ(1)e · · ·∇σ(n+1)e⊗ f )

)

= cn+1 ∑
σ∈Sn+1

(−1)σ (T⊗TrN)
(
(e− 1∼K)∇σ(1)e · · ·∇σ(n+1)e

)

= 〈ChT,θ×ξ , [e]0〉 ,

which concludes the proof for odd n. For n even, one uses an analogous computation

with a class [u]1 ∈ K1(A) being mapped into K1(B⋊
ξ̂
R) using u 7→ 1∼K + i−1

T ((u−
1∼K )⊗ f ). ✷

To deal with the case G = T, it was already pointed out in Proposition 4.2.6

that it is useful to view the T-action as a periodic R-action by setting ξt+1 = ξt . This

allows to write out the connecting maps of the smooth Toeplitz extension as in (4.9).

This alone does not suffice, however, since q does not preserve the dual trace. We

therefore use an averaging argument:

Lemma 4.5.4. Let A be as in Theorem 4.5.3 and, considering ξ as a periodic R-

action, construct A⋊ξ R and A⋊ξ T with their respective dual traces T̂R and T̂T.

For 0 ≤ t ≤ 1, let qt : A⋊ξ R→ A⋊ξ T be the surjective homomorphism densely

defined through
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qt

(∫

R
f (x)e2π ıDRxdx

)
=
∫

T

(
∑
k∈Z

f (x+ k)e−2π ı(x+k)t

)
e2π ıDTxdx ,

for all f ∈Cc(R,A), namely acting on the generators as qt(ag(DR+ t)) = ag(DT).
Then the path t ∈ [0,1] 7→ qt(â) is norm-continuous for every â ∈A⋊ξ R and

T̂R(â) =

∫

T
T̂T(qt(â))dt

for all â ∈ (A⋊ξ R)T̂R
.

Proof. The map â 7→ {qt(â)}t∈[0,1] ∈ C([0,1],A⋊ξ T) for â =
∫
R f (x)e2π ıDRxdx

and f ∈ Cc(R,A) densely defines a homomorphism of C∗-algebras and there-

fore t 7→ qt(â) is norm-continuous for each â ∈ A⋊ξ R. By Lemma 1.5.3 we

can represent positive â ∈ (A⋊ξ R)
T̂R

as â = b̂∗b̂ with b̂ =
∫
R g(x)e2π ıDRxdx for

g ∈ L2(R,L2(A,T)) such that

T̂R(b̂
∗b̂) =

∫

R
T(g(x)∗g(x))dx =

∫

T
∑
k∈Z

T(g(k+ t)∗g(k+ t))dt =

∫

T
T̂T(qt(b̂

∗b̂))dt

and hence the trace formula for arbitrary elements follows by linearity and polariza-

tion. ✷

Proof of Theorem 4.5.3 for G = T. We only write out the case of odd n. With

[e]0− [s(e)]0 = Ind
ξ
R([v]1) ∈ K0(A⋊ξ R) represented by a smooth projection, the

case G = R of Theorem 4.5.3 and the trace identity give

〈ChT,θ×ξ , [v]1〉
= 〈Ch

T̂R,θ
, Ind

ξ
R([v]1)〉

= cn ∑
σ∈Sn

(−1)σ (T̂R⊗TrN)
(
(e− s(e))∇σ(1)e · · ·∇σ(n+1)e

)

= cn ∑
σ∈Sn

(−1)σ
∫

T
(T̂T⊗TrN)

(
(qt(e)− s(e))∇σ(1)qt(e) · · ·∇σ(n+1)qt(e)

)
dt

=

∫

T
〈Ch

T̂T,θ
,((qt)∗ ◦ Ind

ξ
R)([v]1)〉dt

= 〈Ch
T̂T,θ

, Ind
ξ
T([v]1)〉 ,

where the last line follows from

Ind
ξ
T = q∗ ◦ Ind

ξ
R = (qt)∗ ◦ Ind

ξ
R ,

which holds by (4.9) and homotopy invariance. ✷



Chapter 5

Applications to solid state systems

This chapter is about the applications of the results in the earlier chapters to solid

state systems. There are numerous new results, and furthermore new or at least

improved arguments of statements that can be already be found in the literature. The

overview in Chapter 0 essentially only mentions two new results (the bulk-boundary

correspondence for irrational edges and the existence of flat bands of edge states for

chiral Hamiltonians with a pseudogap and non-vanishing weak invariants). As this

chapter is rather long and contains much more than that, let us give a brief more

detailed outline of its contents.

Section 5.1 shows how covariant families of random operators on Zd describing

solid state systems can appear as representations of a crossed product algebra

that may be twisted by the magnetic field. Then the analysis tools on this so-

called bulk algebra are described, namely the non-commutative differentiation

given by taking commutators with the position operator and the trace per unit

volume. This places these physical systems into the mathematical framework

of the above chapters. The whole section is merely a review of parts of the

monograph [105] to which we also refer for further physical motivations.

Section 5.2 constructs the edge and half-space algebra for the above systems as the

algebras in the smooth Toeplitz extension for an R-action on the bulk algebra

given by a subgroup of the dual action. This allows to describe also half-spaces

with possibly irrational angles. Furthermore, the representation theory of the

edge and half-space algebras is carefully addressed. The (perpendicular) shift

of the edge then appears as a one-parameter subgroup of the dual group on

which there is a natural invariant measure. It is shown that the trace per surface

area along the edge is almost surely constant also w.r.t. this real shift parameter

and can be used to extract surface densities of suitable operator families. The

proofs are different for rational and irrational edges and are admittedly fairly

technical. However, this analysis is necessary in order to place the study of

irrational edges on solid ground and later on allows the novel extension of the

bulk-boundary correspondence to such systems.

119
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Section 5.3 provides several criteria under which the strong and weak bulk topo-

logical invariants are well-defined as pairings of the Fermi projection with the

cyclic cocycles constructed from the dual action. This requires the Fermi pro-

jection to lie in a suitable Besov space. It is a by now classical result that this

is the case when the Fermi energy lies in a gap of the bulk Hamiltonian (a case

which is included for sake of completeness) and at least in a mobility gap. A

novel criterium assures that also the Fermi projection of bulk systems with a

pseudogap at the Fermi level (vanishing of the density of states) lie in a Besov

space and therefore have well-defined bulk invariants. This case applies to sev-

eral classes of semimetals. By the index theorem, these invariants are constant

under norm-continuous deformations of the Fermi projection. Unless one has

a bulk gap, the Fermi projection is, however, only strongly continuous under

norm-continuous deformations of the Hamiltonian. In this situation, it is shown

that the bulk invariants nevertheless vary continuously.

Section 5.4 uses the smooth Toeplitz extension to prove the bulk-boundary corre-

spondence. The novelty here is that also irrational edges are dealt with.

Section 5.5 shows that a gapped bulk system with non-trivial bulk invariants cannot

have edge spectrum that satisfies Aizenman-Molcanov localization bounds for

all energies in the bulk gap. This extends the claims of [105] where the same

claim was proved under the condition that the strong bulk invariants are non-

trivial.

Section 5.6 applies the Sobolev index theorem to chiral Hamiltonians for which the

Fermi projection lies in Besov space. In dimension d = 1, this allows to recover

results of Graf and Shapiro [55], while for d > 1 it can be applied to chiral

semimetals with a pseudogap at the Fermi level and proves the equality of the

weak winding numbers and the signed surface state density, namely a weak

bulk-boundary correspondence.

Section 5.7 works out the example of graphene in detail to illustrate the results of

Section 5.6.

5.1 Algebraic set-up for solid state systems

The section briefly reviews the formalism developed by Bellissard [11] for the de-

scription of one-particle models for solid state physics using covariant operator fam-

ilies on tight-binding Hilbert spaces. This allows to deal naturally with periodic, al-

most periodic and random systems in possibly irrational magnetic fields. All of this

can be described by a disordered non-commutative torus that will be presented in a

form that is similar to that given in the monographs [105, 101].

In this chapter let B = (Bi, j)1≤i, j≤d ∈ Rd×d be an anti-symmetric real matrix,

which is in the applications built out of the components of the magnetic field. Denote

its lower triangular part by B+ such that B = B+−BT
+.
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Definition 5.1.1. Let C be a separable C∗-algebra with a Zd-action γ : C×Zd→ C.

The C-valued non-commutative torus C⋊γ,B Zd is the universal C∗-algebra gener-

ated by d unitary generators u1, . . . ,ud and a representation of C together with the

commutation relations

uiu j = eıBi, j u jui , f u j = u j(γe j
( f )) , f ∈ C , i, j = 1, . . . ,d .

By universal C∗-algebra we mean that any pair (π ,u) consisting of a non-

degenerate representation π : C→B(H) and d unitaries u1, . . . ,ud ∈B(H) on some

Hilbert space H subject to these commutation relations gives rise to a unique sur-

jective homomorphism C⋊γ,B Zd → C∗(π(C),u1, . . . ,ud) that maps generators to

generators. As already expressed by the notation, C⋊γ,BZ
d can also be described as

a twisted (or iterated) crossed product with the unitary 2-cocycle ϕ(x,y) = eı〈x|B+ |y〉

over Zd (compare [105]). Viewed in that way, a representation of the commuta-

tion relations above corresponds precisely to a covariant representation of a twisted

dynamical system (C,γ,Zd ,ϕ). The existence and universal property of twisted

crossed products [89] then implies that the C-valued non-commutative torus exists

and is well-defined.

The algebra C⋊γ,B Zd is the completion in a universal C∗-norm of the algebra

spanned by the Fourier series in the monomials ux = u
x1
1 · · ·u

xd

d , x=(x1, . . . ,xd)∈Zd ,

of the form

a = ∑
x∈Zd

fxux ,

where fx ∈ C is non-vanishing for only finitely many x. From the invariance of the

commutation relations under phase changes and the universal property one obtains

the strongly continuous Td-action ρ (corresponding to the action dual to γ on the

twisted crossed product) acting on the generators of C⋊γ,B Zd by

ρk( f ) = f , ρk(u
x) = 〈x,k〉ux = e2π ı k·xux (5.1)

for all f ∈ C, x ∈ Zd and k ∈ Td . We conclude by Lemma 2.1.5 that in fact any

element a ∈ C⋊γ,B Zd has a unique Fourier series

a = ∑
x∈Zd

ψx(a)u
x

with convergence the sense described there and the Fourier coefficients

ψx(a) =

∫

Td
ρk(a(u

x)∗)dk ∈ C , (5.2)

where the integral is over the normalized Haar-measure on the torus. Concrete rep-

resentations are most easily obtained if the action ρ is also implemented spatially:

Lemma 5.1.2. A regular covariant representation (π ,U,V ) of the C-valued non-

commutative torus on a Hilbert space H shall be a triple consisting of a non-

degenerate representation π : C→ B(H), d unitaries U = (U1, . . . ,Ud) in B(H)
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and a strongly continuous unitary representation V : Td → B(H) which satisfy the

commutation relations

UiU j = eıBi, jU jUi , π( f )U j = U jπ(γe j
( f )) ,

and

V (k)π( f )V (k)∗ = π( f ), V (k)U jV (k)∗ = 〈e j ,k〉U j

for all f ∈ C, i, j = 1, . . . ,d and k ∈ Td .

Any regular covariant representation induces a representation π : C⋊γ,B Zd →
B(H), which is faithful if and only if π

∣∣
C

is faithful.

Proof. Since a regular covariant representation in particular implements the univer-

sal commutation relations we only need to discuss the faithfulness. Let a∈C⋊γ,BZ
d

with Fourier series a = ∑x∈Zd ψx(a)u
x then π(a) = ∑x∈Zd π(ψx(a))U

x. Conju-

gation with V (k) defines a strongly continuous action Td-action on the image

π(C⋊γ,B Zd) and thus every π(a) ∈ π(C⋊γ,B Zd) also has a unique Fourier series

π(a) = ∑x∈Zd π(a)x w.r.t. the spectral subspaces of the action by V and notation as

in (2.12). Covariance and continuity of ρ imply that these two notions of Fourier se-

ries coincide, π(a)x = π(ψx(a))U
x for all x ∈ Zd . Since the Fourier series is unique

π(a) = 0 requires π(ψx(a)) = 0 for all x ∈ Zd , implying the claim. ✷

We now introduce a space Ω to model the possibly disordered configurations of

a solid. Let (Ω ,T,Zd ,P) consist of a probability space (Ω ,P) with Ω a compact

metrizable Hausdorff space and P a regular Borel measure with full topological

support. Let Ω be equipped with a continuous action T : Zd×Ω →Ω under which

P is invariant. We further assume that the action T is ergodic, i.e. any measurable

set A ⊂ Ω that is Zd-invariant up to sets of measure zero must have P(A) = 1 or

P(A) = 0. The action is denoted by Tx(ω) for x ∈ Zd and induces an action T ∗ on

C(Ω) by f 7→ f ◦ Tx. Hence C(Ω) is a separable C∗-algebra on which integration

w.r.t. P defines a continuous finite faithful trace that is invariant under T ∗.

Definition 5.1.3. The disordered non-commutative torus Td
B,Ω = C(Ω)⋊T,B Zd is

the universal C∗-algebra generated by d unitary generators u1, . . . ,ud and a repre-

sentation of the continuous functions C(Ω) together with the commutation relations

uiu j = eıBi, j u jui , f u j = u j( f ◦Te j
) , f ∈C(Ω) .

A finite continuous faithful trace T : Td
B,Ω →C is given by

T(a) =

∫

Ω
ψ0(a,ω) P(dω)

and as ψ0 is invariant under ρ , the trace is also ρ-invariant.

We introduce representations of Td
B,Ω on the physical Hilbert space ℓ2(Zd) of

tight-binding wave functions, following [11, 105]. The standard basis of ℓ2(Zd) is

denoted by |x〉, x ∈ Zd . Further the shifts Sy by y ∈ Zd and unbounded position
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operators X = (X1, . . . ,Xd) are

Sy|x〉 = |x+ y〉 , X j|x〉 = x j|x〉 .

Proposition 5.1.4. A family (πω)ω∈Ω of ∗-representations of Td
B,Ω on ℓ2(Zd) is on

the generators given by

u j = eı〈e j |B+|X〉S j , πω( f ) = ∑
x∈Zd

f (Txω) |x〉〈x| ,

for all f ∈ C(Ω). With V (k) = e2π ıX ·k they define regular covariant representa-

tions of Td
Ω ,B and the induced representations πω : Td

Ω ,B → B(ℓ2(Zd)) are non-

degenerate and faithful for P-almost all ω ∈Ω .

Proof. The commutation relations can be checked as in [105]; thus (πω ,u,V ) is a

covariant representation and induces a non-degenerate representation of Td
Ω ,B. By

Lemma 5.1.2 it is enough to show that C(Ω) is almost surely represented faithfully.

For any fixed 0 6= f ∈C(Ω) one has P-almost surely

‖πω( f )‖ ≥ sup
x∈Zd

|〈x|πω ( f )|x〉| = sup
x∈Zd

| f (Txω)| a.s.
= ‖ f‖∞ ,

since T is ergodic and the expression is positive and T -invariant. As C(Ω) has a

countable dense subset this implies that all of C(Ω) is almost surely represented

faithfully. ✷

The representation πω describes a single realization of a random solid state sys-

tem and the translation action T is supposed to shift the underlying disorder con-

figuration while keeping the lattice fixed. Its ergodicity implies that the solid is in a

vague sense homogeneous at large scales. The matrix elements in these representa-

tions satisfy the covariance relation

〈x|πω (a)|y〉 = eı〈x−y|B+|x)〈0|πTxω(a)|y− x〉 , (5.3)

such that in particular the P-averages of their absolute values are indeed translation-

invariant. Using the ergodicity of P, the trace T can be written as the trace per unit

volume

T(a) =

∫

Ω
〈0|πω(a)|0〉 P(dω)

= lim
L→∞

1

(2L)d ∑
x∈Zd ,‖x‖∞<L

〈x|πω(a)|x〉 , (5.4)

where the second equality holds for almost every ω ∈ Ω due to Birkhoff’s ergodic

theorem. Let us relate those representations with the GNS representation for T. The

GNS-Hilbert space L2(Td
B,Ω ,T) is the completion of Td

B,Ω under the L2-norm in-

duced by
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T(a∗b) = ∑
x∈Zd

∫

Ω
ψx(a,ω)ψx(b,ω) P(dω)

= ∑
x∈Zd

∫

Ω
〈0|πω(a

∗)|x〉〈x|πω (b)|0〉 P(dω) .

Hence there is an isometric isomorphism between L2(Td
B,Ω ,T) and L2(Ω ×Zd) =

L2(Ω ,P)⊗ℓ2(Zd) that maps the cyclic vector 1∈ L2(Td
B,Ω ,T) of the GNS-represen-

tation to |0〉= 1Ω ⊗|0〉

a1 ∈ Td
B,Ω ⊂ L2(Td

B,Ω ,T) 7→
∫ ⊕

Ω
P(dω) πω(a)|0〉 ∈ L2(Ω ,P)⊗ ℓ2(Zd) . (5.5)

and thereby implements a unitary equivalence between the GNS representation and

a fibered representation given by the direct integral

πT =

∫ ⊕

Ω
P(dω)πω . (5.6)

Now the von Neumann algebra L∞(Td
B,Ω ,T) is defined just as in Proposition 1.3.4

as the double commutant in this representation:

L∞(Td
B,Ω ,T) =

(
πT(T

d
B,Ω )

)′′
.

As the operators that are decomposable w.r.t. to a direct integral such as (5.6) form a

von Neumann algebra [121, Theorem IV.8.18] also the operators in L∞(Td
B,Ω ,T) are

decomposable. Furthermore, the Td-action ρ extends to a weakly continuous action

on L∞(Td
B,Ω ,T) and also T extends to a ρ-invariant finite normal faithful trace on

L∞(Td
B,Ω ,T) which is still given by (5.4). In the following we tacitly identify Td

B,Ω

and L∞(Td
B,Ω ,T) with their respective images under the faithful representation πT .

Summing up, the constructions of Chapter 1 will be applied to the C∗-algebra A and

finite von Neumann algebra M given by

A = Td
B,Ω , M = L∞(Td

B,Ω ,T) .

Let us now discuss some analytic aspects of the torus action ρ . To the action

ρ and the standard basis we associate d commuting derivations denoted by ∇ =
(∇1, . . . ,∇d). Due to (1.34) they are explicitly given

∇ j(a) = ∇ j( ∑
x∈Zd

ψx(a)u
x) = −ı ∑

x∈Zd

x jψx(a)u
x , j = 1, . . . ,d ,

for a differentiable element a ∈ C1(Td
Ω ,B,ρ). For a unit vector v ∈ Sd−1 let us

also set ∇v = v ·∇. The action ρ extends to an isometric action on Lp(M,T),
which implies that the coefficient maps ψx extend continuously and take values in

Lp(Ω ,P). This further shows existence of Fourier series representations for all ele-
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ments a ∈ Lp(M,T) and therefore the derivatives on the Sobolev spaces W s
p(M,ρ)

act formally by the same expression as above and will still be denoted ∇1, . . . ,∇d .

We also need the Besov spaces associated to the Td-action ρ on the algebra M.

The necessary conditions of the index theorem are formulated in terms of the spaces

B
n

n+1

n+1,n+1(M,θ ) where θ will be a restriction of ρ to an n-parameter subgroup of

Td . By the characterization of the Besov norm by differences given in Section 2.2,

one deduces the inclusion Bs
q,p(M,ρ)⊂ Bs

q,p(M,θ ). Since the regularity of physical

observables usually does not depend on the spatial direction, we only work with the

smaller Besov space Bs
q,p(M,ρ) for simplicity. Consequently, we will also drop the

argument ρ and use the abbreviation Bn(M) = B
n

n+1

n+1,n+1(M) as in (3.22).

By Lemma 2.1.6 a Fourier multiplier fS (Rd) acts on a ∈ Lp(Mm) by

f̂ ∗ a = ∑
x∈Zd

f (x)ψx(a)u
x (5.7)

and according to Definition 1.4.1, the Arveson spectrum of a w.r.t. ρ is hence

σρ(a) = {x ∈ Zd : ψx(a) 6= 0} .

Moreover, the Besov norm Bs
p,q(M) = Bs

q(L
p(M)) of Definition 2.1.1 becomes ex-

plicitly

‖a‖Bs
p,q

=
(

∑
j≥0

2qs j
∥∥∥ ∑

x∈Zd

Wj(x)ψx(a)u
x
∥∥∥

q

p

) 1
q
,

An element of a ∈M whose Fourier coefficients are absolutely summable in the

sense that ∑x∈Zd |x|‖ψx(a)‖L1(Ω) is readily shown to be in any Besov space Bs
p,q(M)

with 0 < s≤ 1. This is, however, only a rough sufficient condition. In general, even

the classical Sobolev- and Besov-spaces are not easily characterized in terms of the

decay of Fourier coefficients.

5.2 Half-space and boundary algebras

The physical space Zd (and also the enveloping space Rd in which Zd is embedded)

will be split into two half-spaces by a hypersurface {x ∈ Rd : x ·vξ = 0} associated

to a unit vector vξ ∈ Sd−1. Here the dot denotes the Euclidian scalar product and we

consider vξ to be in bijection with the one-parameter group actions ξ on A= Td
B,Ω

that are obtained from the action (5.2) by (quasi-)periodic linear flows on the torus

ξt(a) = ρtvξ
(a) , t ∈ R (5.8)

where ρ is continued to a periodic Rd-action. Associated to ξ is also the additive

subgroup Γξ = vξ ·Zd of R. We will call vξ or ξ rationally dependent if vξ is a
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scalar multiple of a vector in Qd . In that case, there is a smallest positive element

Λξ of Γξ such that Γξ =ΛξZ and hence the action ξ is a periodic G =Λ−1
ξ

T-action.

Otherwise, Γξ is dense in R. In the following, vξ will be arbitrary and we always fix

G = Λ−1
ξ

T if vξ is rationally dependent and G = R otherwise.

In the irrational case G = R we use as Haar measures µ and µ̂ on Ĝ the normal-

ized Lebesgue measure. In the rationally dependent case G=Λ−1
ξ

T is isomorphic to

T, but we will not rescale the action to be 1-periodic as in earlier chapters since Λξ

has a physical meaning. The Haar measure on G shall then be the Lebesgue-measure

µ on [0,Λξ ) giving the volume µ(G) = Λ−1
ξ

. The dual group will be presented as

Ĝ = ΛξZ and has as Haar measure Λξ µ̂ with µ̂ the counting measure such that the

Parseval theorem holds without constant factors. The generator of G in a regular

representation (π ,U) on L2(G,H) is still related to ξ through

π(ξt(a)) = U(t)π(a)U(t) , U(t) = exp(2π ıDξ t) , ∀ t ∈ G ,

independent of G, which determines Dξ = ∂t as the usual derivative on [0,Λ−1
ξ

)

respectivelyR. Note that this choice is consistent with the identification σ(Dξ ) = Ĝ.

An associated exact sequence of C∗-algebras is given by the smooth Toeplitz

extension of the C∗-dynamical system (Td
B,Ω ,ξ ,G) with ξ as in (5.8), constructed

as in Section 4.1:

0 → Td
B,Ω ⋊ξ G →֒ T(Td

B,Ω ,G,ξ )
q→ Td

B,Ω → 0 . (5.9)

As we will see in concrete representations, the edge algebra E= Td
B,Ω ⋊ξ G is gen-

erated by restrictions of bulk operators to (d−1)-dimensional strips and is therefore

physically interpreted as observables located at the boundary. The half-space alge-

bra Â = T(Td
B,Ω ,G,ξ ) contains in addition the restrictions of the bulk operators

to the half-space {vξ · x > 0} subject to continuous boundary conditions. Note that

both E and Â implicitly depend on ξ . With these notations, the exact sequence (5.9)

takes the form

0 → E →֒ Â → A → 0 . (5.10)

This is the exact sequence behind the smooth bulk-boundary correspondence (BBC)

that will be discussed in Section 5.4. In order to extract the physical content of this

algebraic bulk-boundary-correspondence the remainder of this sections will study

representations of those algebras and their associated von Neumann algebras that are

more closely aligned with the conventional theory of random Schrödinger operators

on lattices.

Let Vξ (t) =V (tvξ ) be the periodic extension of V as given in Proposition 5.1.4 to

Rn. Clearly (πT,Vξ ) is a covariant representation of (A,ξ ,G) on the GNS-Hilbert

space HT = L2(Ω ,P)⊗ ℓ2(Zd) (see Proposition 1.3.7) and its integrated form, cf.

(1.3), will be denoted by
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π̂T = πT×Vξ : A⋊ξ G → B(HT) .

According to (5.6), the GNS representation of A is fibered into covariant represen-

tations πω and thus also

π̂T =

∫ ⊕

Ω
P(dω) (πω ×Vξ ) , (5.11)

where the integrated representation πω ×Vξ again as defined in (1.3). As is made

clear by the subscript, this representation still acts on the GNS-Hilbert space HT =
L2(Ω ,P)⊗ ℓ2(Zd) and, as we will show below, it is faithful and thus we can discuss

the physical interpretation of the exact sequence in terms of it.

The generator Xξ of the action ξ extended to HT is calculated explicitly using

the definition (5.1) of ρ and the embedding (5.5). One finds

Xξ = vξ ·X ,

where X = (X1, . . . ,Xd) is the (unbounded selfadjoint) operator on ℓ2(Zd). More

explicitly, for a dense set of differentiable elements a = ∑x∈Zd axux ∈ Td
B,Ω ⊂HT ,

Xξ a = ∑
x∈Zd

(vξ · x)axux .

Since Xξ diagonal in the standard basis its spectrum is the closure of Γξ , that is

ΛξZ in the rationally dependent case G =Λ−1
ξ

T and R otherwise. Note that in both

cases the spectrum of Xξ is given by the dual group Ĝ = ΛξZ of G and the point

spectrum labels the orthogonal distances of lattice points from the hyperplane vξ ·
Rd = 0. Furthermore, recall from Section 1.1 that the crossed product π̂T(A⋊ξ G)

is generated by products of the form πT(a) f (Xξ ) where a ∈A and f ∈C0(Ĝ).

Let us note that f (Xξ ) is a multiplication operator on HT that only depends

on the displacement in the direction vξ relative to some arbitrary reference point.

In particular, P = χ(Xξ > 0) is the restriction to the half-space of all x ∈ Zd with

vξ · x > 0. In the rational case, it is a multiplier of A⋊ξ T which can hence be used

to describe restrictions of elements of A to half-spaces, i.e. physical systems with

Dirichlet boundary conditions. In the irrational case we must use a smooth switch

function f (Xξ ) instead to identify half-space operators with elements of the multi-

plier algebra M(A⋊ξ R) since the sharp spectral projections are not contained in

the crossed product. Just as in [69, 105], generic elements from half-space algebras

such as A⋊ξ G will carry a hat like â. With the particular choice vξ = ed of a basis

vector of the lattice, one recovers the setup of [69, 105].

Proposition 5.2.1. The integrated form π̂T = πT×Vξ of the GNS-representation is

a faithful representation of A⋊ξ G on L2(Ω ×Zd) for G = Λ−1
ξ

T if vξ is rational

and for G = R if vξ is irrational.



128 5 Applications to solid state systems

Proof. Let us first exhibit a convenient alternative description of A⋊ξ G. We now

identify A ⊂ B(HT) and define A⋊ξ G in the regular representation (π ,U) on

L2(G,HT). Note that with V (k) = 1L2(G)⊗V (k) from Proposition 5.1.4 one still has

the covariance relation π(ρ(a)) = V (k)π(a)V (k)∗ and thus the action ρ is spatially

implemented and thereby also extends to A⋊ξ G.

A dense subalgebra ofA⋊ξ G is given by functions f ∈Cc(G,A) determining the

elements (π×U)( f ) =
∫

G π( f (t))U(t)µ(dt) and a simple approximation argument

shows that Cc(G,Ac) is also dense, where Ac ⊂A shall denote the elements whose

Fourier series has only finitely many non-vanishing terms. Hence we can write f ∈
Cc(G,Ac) as f (t) = ∑x∈Zd fx(t)u

x with fx ∈ Cc(G,C(Ω)) vanishing for |x| large

enough. The covariance relation U(t)π(ux)U(−t) = e2π ı(x·vξ )tπ(ux) then gives

(π ×U)( f ) =
∫

G
∑

x∈Zd

π( fx(t)u
x)U(t)µ(dt)

= ∑
x∈Zd

(∫

G
π( fx(t))U(t)e2π ı(x·vξ )t µ(dt)

)
π(ux) ,

and the term in brackets can be considered an element of the crossed product Cξ :=
π((C(Ω))⋊ξ G with ξ acting trivially on C(Ω). Thus we have an isomorphism

Cξ ≃C0(Ĝ,C(Ω)) which is for ĝ ∈Cc(Ĝ,C(Ω)) given by the Fourier transform

π̃(ĝ) = (π×U)(F−1ĝ) =

∫

G
π(F−1ĝ)(t)U(t)µ(dt)

and one verifies the commutation relation

π(ux)π̃(ĝ)π(u−x) = π̃(T
(ξ )

x ĝ)

with the action

T
(ξ )

x : Zd×C0(Ĝ,C(Ω))→C0(Ĝ,C(Ω)) , (T
(ξ )

x ĝ)(ω ,r) = ĝ(Txω ,r+x ·vξ ) .

Recognizing these commutation relations as those of a Cξ -valued non-commutative

torus these manipulations yield a natural surjective homomorphism from Cξ ⋊T (ξ ),B

Zd to A⋊ξ G and Lemma 5.1.2 implies further Cξ ⋊
T (ξ ),B Zd ≃ A⋊ξ G since

(π̃ ,π(u),V) is a regular covariant representation and π̃ is faithful.

Since πT is a covariant representation of the non-commutative torus Td
Ω ,B the

integrated form π̂T = πT×Vξ is also a regular covariant representation of the non-

commutative torusCξ ⋊T (ξ ),BZ
d in the sense of Lemma 5.1.2 and thus it is enough to

check if Cξ is represented faithfully on L2(Ω×Zd). By density it is enough to show

that π̂T is isometric for all â ∈ Cξ given in the form â =
∫

G π((F−1ĝ)(t))U(t)µ(dt)

for some ĝ ∈Cc(Ĝ,C(Ω)). Making the ansatz Ψi = ψi⊗ |x〉 ∈ L2(Ω)⊗ ℓ2(Zd) the

matrix elements for π̂T are
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〈Ψ1, π̂T(â)Ψ2〉L2(Ω×Zd) = 〈Ψ1,

(∫

G
πT((F

−1ĝ)(t))e2π ıXξ t µ(dt)

)
Ψ2〉L2(Ω×Zd)

=
∫

G
e2π ı(x·vξ )t〈Ψ1,πT((F

−1ĝ)(t))Ψ2〉L2(Ω×Zd)µ(dt)

=

∫

G
e2π ı(x·vξ )t〈ψ1,((F

−1ĝ)(t)◦Tx)ψ2〉L2(Ω)µ(dt)

= 〈ψ1,(ĝ(x · vξ )◦Tx)ψ2〉L2(Ω)

and since Tx induces a unitary map on L2(Ω) the density of Γξ in Ĝ and continuity

of ĝ give

‖π̂T(â)‖ ≥ sup
Ψ1,Ψ2∈L2(Ω×Zd)
‖Ψ1‖=1=‖Ψ2‖

|〈Ψ1, π̂T(â)Ψ2〉|

≥ sup
ψ1,ψ2∈L2(Ω)
‖ψ1‖=1=‖ψ2‖

r∈Γξ

|〈ψ1, ĝ(r)ψ2〉|

= ‖ĝ‖∞ = ‖â‖

implying that the representation is isometric. ✷

To obtain almost surely faithful representations on the physical Hilbert space

ℓ2(Zd) one must pose additional conditions on the measurable dynamical sys-

tem (Ω ,P,T ). In the case d = 1 this is easy to see since one has vξ = ±e1 and

hence the element πT( f )χ(Xξ = 0) is mapped under πω×Vξ to the rank-1-operator

f (ω)|0〉〈0| for fixed ω . Therefore, the fiber representation π̂ω is almost surely faith-

ful if and only if Ω is a singleton set. For higher dimension one can give a convenient

sufficient condition.

Definition 5.2.2. A dynamical system (Ω ,T,P) is said to be strong mixing if for all

measurable sets A,B⊂Ω one has

lim
x→∞

P(A∩ (TxB)) = P(A)P(B).

Recall that the general assumption is only that T is ergodic as a Zd-action, which

is much weaker considering that it even allows some subgroups of Zd to act trivially.

In many applications strong mixing holds naturally, e.g. if the probability space is

constructed in the form Ω = (Ω0)
Zd

with P = (P0)
⊗Zd

a product measure and T

acting by translation of the index.

The following lemma will be essential for combining the lattice translations with

irrational flows.

Lemma 5.2.3. Assume that (Ω ,T,P) is as above and let x1,x2 ∈ Zd be linearly

independent, further M,∆ ∈ R>0 with ∆
M
∈ R \Q. For each r ∈ [0,M) let n(r) be

the unique integer such that
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Mn(r)≤ r+∆ < M(n(r)+ 1)

and define a measurable transformation S : Ω × [0,M)→Ω × [0,M) by

S(ω ,r) = (Tx2−n(r)x1
ω , r+∆ mod M) .

If (Ω ,T,P) is strong mixing then S is ergodic on Ω × [0,M) and hence every S-

invariant measurable function is almost surely constant w.r.t. the product measure

of P and the Lebesgue measure.

Proof. The action S is a so-called skew product of the dynamical systems (MT,τ,λ ),
(Ω ,T,P) with τ an irrational rotation on the torus and λ the Lebesgue measure, i.e.

there is a twisting function θ : [0,M)→ Zd , such that the action takes the form

S(ω ,r) = (Tθ(r)(ω),τ(r)) .

A useful criterion for the ergodicity of this type of action is proved in [24]: Denote

for r the orbit under τ as rn = τn(r). If τ is ergodic and for λ -almost every r, the

action θ is weakly mixing along the orbit, i.e. if

lim
N→∞

1

N

N−1

∑
n=0

∣∣P(A∩T−1
θ(rn)

B)−P(A)P(B)
∣∣ = 0 (5.12)

holds for all measurable A,B⊂Ω , then the skew product is ergodic w.r.t. the product

measure λ ×P. As the compositions act by

T−1
θ(rn)

(ω) = T−nx2+m(r,n)x1
(ω)

for some integers m(r,n) increasing monotonously along each orbit the sequence

(θ (rn))n∈N diverges to infinity and hence (5.12) clearly holds under the assumption

of strong mixing. ✷

Proposition 5.2.4. Let d ≥ 2 and again let G = Λ−1
ξ

T in the rationally dependent

case and G = R otherwise. If (Ω ,T,P) is strong mixing, then πω ×Vξ is P-almost

surely a faithful representation of A⋊ξ G.

Proof. As in the proof of Proposition 5.2.1 it is again enough to show that Cξ

as defined there is represented faithfully and we consider â ∈ Cξ in a dense sub-

set of elements which are given in the form â =
∫

G π(F−1ĝ(t))U(t) for some

ĝ ∈ Cc(Ĝ,C(Ω)). Since that set contains a countable dense subset of A⋊ξ G it is

enough to show that each individual such â is almost surely represented faithfully.

Computing matrix elements one obtains

〈x|(πω ×Vξ )(â)|x〉 = 〈x|
∫

G
πω((F

−1ĝ)(t))e2π(x·vξ )t µ(dt)|x〉 = ĝ(Txω ,x · vξ ) .

Due to
∥∥(πω ×Vξ )(â)

∥∥ ≥ supx∈Zd

∣∣ĝ(Txω ,x · vξ )
∣∣ it is enough to show that this

supremum is almost surely equal to ‖ĝ‖∞. Replacing ĝ with g̃(ω ,r) = ĝ(Tyω ,r +
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y · vξ ) does not change the set of diagonal elements and thus we may shift the com-

pact support of ĝ to assume supp(ĝ)⊂ [0,x1 · vξ ) for some x1 ∈ Zd .

If ξ is rationally dependent choose x2 ∈ Zd \ {0} with x2 · vξ = 0 and define the

measurable function

f (ω) = sup
x∈Zd

∣∣ĝ(Txω ,x · vξ )
∣∣ .

Note that f ◦ Tx2
= f and since the strong mixing in particular implies that Tx2

is

ergodic, f is almost surely constant. Hence

∥∥(πω ×Vξ )(â)
∥∥ ≥ sup

x∈Zd

∣∣〈x|(πω ×Vξ )(â)|x〉
∣∣ = f (ω)

a.s.
= ‖ f‖∞ = ‖ĝ‖∞ = ‖â‖ ,

implying that â is almost surely represented isometrically.

For ξ not rationally dependent choose any x2 ∈ Zd such that 0 < x2 · vξ < x1 · vξ

and
x2·vξ

x1·vξ
∈R\Q. Define on Ω̃ := Ω × [0,x1 · vξ ) the measurable function

f (ω ,r) = sup
x∈Zd

∣∣ĝ(Txω ,x · vξ + r)
∣∣

and note that it is invariant f ◦ S = f under the measurable transformation S from

Lemma 5.2.3 with the parameters M = x1 ·vξ , ∆ = x2 ·vξ and x1,x2 as above. Since S

is ergodic f must be almost surely constant in the product measure and thus there is

a set Ω0 of probability one such that f (ω , ·) is Lebesgue-almost surely constant for

fixed ω ∈ Ω0. Since ĝ has compact support and is therefore uniformly continuous,

f (ω , ·) is also continuous and hence

f (ω ,0) = ‖ f (ω , ·)‖∞
a.s.
= ‖ĝ‖∞

such that
∥∥(πω ×Vξ )(â)

∥∥≥ f (ω ,0) completes the proof. ✷

Let us finally note that the faithful representations on L2(Ω ×Zd) respectively

ℓ2(Zd) also extend uniquely to faithful representations of the Toeplitz algebra Â=
T(A,G,ξ ).

In order to be able to use Borel functional calculus and also to treat physical

problems involving sharp boundaries in the irrational case, it is necessary to pass

to von Neumann algebras. As in Section 1.2 the action (5.8) extends to a weakly

continuous group of automorphisms of M= L∞(Td
B,Ω ,T). As the trace T is invariant

under ρ , it is also invariant under ξ . Consequently one can construct as in Chapter 1

the C∗-crossed product A⋊ξ G and the W ∗-crossed product M⋊ξ G which are both

equipped with the dual trace T̂ξ . Again we use the notations and identifications

Nξ = M⋊ξ G = L∞(Td
B,Ω ,T)⋊ξ G = L∞(Nξ , T̂) ,

and denote the Lp-spaces by Lp(Nξ ). The trace T̂ξ is by construction invariant under

both ρ̂ and the dual action ξ̂ .
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Some technical complications arise now since the natural von Neumann algebra

for our purposes is not necessarily π̂T(A⋊ξ G)′′ defined on the GNS-Hilbert space

HT , but rather the von Neumann crossed productNξ = L∞(A,T)⋊ξ G in the regular

representation on L2(G,HT). Hence it is a priori not clear how elements of the W ∗-
crossed product relate to operators in the physical representation, which eventually

should act on the space ℓ2(Zd) of physical wavefunctions.

For sake of completeness, let us demonstrate that both constructions produce

incompatible von Neumann-algebras in the case of irrational vξ and hence that Nξ

has no natural representation on the GNS-Hilbert space. This may seem surprising,

since π̂T is a faithful representation of A⋊ξ R on L2(Zd ×Ω) which also extends

to multipliers. This correspondence is, however, not compatible with the weaker

operator topologies:

Proposition 5.2.5. Let vξ be irrational and let Ñξ ⊂ B(L2(Zd ×Ω)) be the von

Neumann algebra generated by πT(M) and V (R). Neither the isomorphism

π̂T = (πT×V ) : A⋊ξ R → (πT×V)(A⋊ξ R) ⊂ B(L2(Zd×Ω))

nor its inverse can be extended to a normal homomorphism Nξ → Ñξ respectively

Ñξ →Nξ of von Neumann algebras.

Proof. Let Dξ be the generator of ξ in the regular representation of Nξ . Since Dξ is

the generator of translations on L2(R) it has purely continuous spectrum and in Nξ

one has the strong limit

s- lim
δ→0

χ(Dξ ∈ (−δ ,δ )) = 0 ,

whereas in Ñξ

s- lim
δ→0

χ(Xξ ∈ (−δ ,δ )) = χ(Xξ = 0) 6= 0

considering that |0〉 is a proper eigenvector of Xξ . Since π̂T( f (Dξ )) = f (Xξ ) for

every continuous function f , the strong limits would have to coincide if the repre-

sentation is normal which is hence impossible. There could still be a normal homo-

morphism π̃ : Ñξ →Nξ extending the inverse of π̂T . However, this implies that for

any λ ∈R
χ(π̃(Xξ ) = λ ) = χ(Dξ = λ ) = 0 ,

and thus one has again a contradiction since for any f ∈C0(R)+

f (Dξ ) = π̃


 ∑

λ∈σ(Xξ )

f (λ )χ(Xξ = λ )


 = ∑

λ∈σ(Xξ )

f (λ )χ(Dξ = λ ) = 0 ,

where the sums are positive and increasing and hence interchange with the normal

homomorphism π̃ . ✷
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The resolution of this problem consists in the choice of a different representation

of the crossed product that is closer to the applications than the regular representa-

tion. As a preparation, consider the Hilbert space L2(Ĝ×HT) =
∫ ⊕

Ĝ
µ̂(dr)HT and

introduce on it the fibered position operator X̂ξ by setting

X̂ξ =

∫ ⊕

Ĝ
µ̂(dr) (Xξ + r1)⊗ 1Ω ,

where the direct integral is w.r.t. the Lebesgue integral on R respectively the count-

ing measure on ΛξZ. The C∗-algebraic crossed product A⋊ξ G is represented faith-

fully on L2(Ĝ×Zd×Ω) using an integrated representation π̂T,G, which is densely

defined on the generators by mapping a f (Dξ ) 7→ (1⊗πT(a)) f (X̂ξ ) for all a ∈ A,

f ∈C0(Ĝ). It is precisely this representation which extends to a normal representa-

tion of Nξ as the following holds:

Proposition 5.2.6. The integrated representation π̂T,G of A⋊ξ G on L2(Ĝ×Zd ×
Ω) defined on the generators by

π̂T,G

(
a f (Dξ )

)
= πT(a) f (X̂ξ ) = πT(a)

∫ ⊕

Ĝ
µ̂(dr) f (Xξ + r) (5.13)

can be extended to a faithful normal representation of the von Neumann crossed

product Nξ . The operators in the representation are fibered

π̂T,G

(
b̂) =

∫ ⊕

Ĝ
µ̂(dr)

∫ ⊕

Ω
P(dω) π̂T,G(b̂)ω,r , b̂ ∈Nξ ,

with fibers π̂T,G(b̂)ω,r acting on ℓ2(Zd). If ĥ ∈ Nξ is self-adjoint and f a bounded

Borel function on R, then almost surely w.r.t. the product measure of Ω and the

Haar measure on Ĝ

π̂T,G

(
f (ĥ)

)
ω,r

= f (π̂T,G

(
ĥ)ω,r

)
.

Proof. Recall from Section 1.2 that the crossed product is defined in the regular

representation (π ,U) on the Hilbert space L2(G,HT), namely

(π(a)φ)(t) = πT(ξ−t(a))φ(t) , (U(s)φ)(t) = φ(t− s) ,

where φ ∈ L2(G,HT), a ∈M, s, t ∈ G. Now let us introduce another representation

(π ′,U ′) on L2(G,HT) by setting

(π ′(a)φ)(t) = πT(a)φ(t) , (U ′(s)φ)(t) = V (s)φ(s+ t)

with V (s) = e2π ıXξ s the unitary representation of G on HT . The von Neumann alge-

bra generated by these operators is denoted by R(M,G) and it is spatially isomor-

phic to M⋊ξ G since the generators are mapped bijectively to the usual generators

(1.8) of M⋊ξ G:
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W π ′(a)W = π(a) , W U ′(s)W = U(s) ,

where W is the involutive unitary on L2(G,HT) given by

(W φ)(t) = V (−t)φ(−t) .

Let now further F : L2(G,HT)→ L2(Ĝ,HT) be the unitary Fourier transform

and consider the algebra FR(M,G)F∗ acting on L2(Ĝ,H). On this Hilbert space,

the generators act on ψ̂ ∈ L2(Ĝ,H) as

(Fπ ′(a)F∗)(ψ̂) = π ′(a)ψ̂ = πT(a)ψ̂ ,

(FU ′(s)F∗)(ψ̂)(r) = e2π ı rsV (s)ψ(r) ,

where r ∈ Ĝ. This shows that the generators decomposable into directs integrals

with

Fπ ′(a)F∗ =

∫ ⊕

Ĝ
µ̂(dr)πT(a) , (FU ′(s)F∗) =

∫ ⊕

Ĝ
µ̂(dr)e2π ırsV (s) .

Noting that the fibers of V (s) are precisely e2π ı(Xξ+r)s, one can extend the represen-

tation of the C∗-crossed product simply by setting π̂T,G = FW (π ×U)W F∗. Since

it is unitarily equivalent to the regular representation, π̂T,G is obviously faithful.

Next let us come to the decomposition of π̂T,G(b̂). Every generator of the crossed

product has a direct integral decomposition w.r.t. (ω ,r) and since the decomposable

operators form a von Neumann algebra [121, Theorem IV.8.18] weak limits of de-

composable operators are also decomposable. Therefore all operators in R(M,G)
are decomposable w.r.t. (ω ,r).

Finally for all ψ =
∫ ⊕

Ω P(dω)ψω ∈ ℓ2(Zd)⊗L2(Ω × Ĝ) one has

〈ψ |π̂T,G( f (ĥ))ψ〉 = 〈ψ | f (π̂T,G(ĥ))ψ〉

=

∫

Ω×Ĝ
〈ψω,r| f (π̂T,G(ĥ)ω,r)ψω,r〉 P(dω) µ̂(dr) ,

where the first equality uses that π̂T,G is a normal representation and the second

follows from dominated convergence applied to a sequence of polynomials con-

verging pointwise to f . Hence the fibers of π̂T,G( f (ĥ)) are almost surely equal to

f (π̂T,G(ĥ)ω ). ✷

The representation π̂T,G is the main representation of Nξ that will be used, so let

us discuss the physical representations recovered from it. For example, let a∈A be a

bulk observable which we want to restrict to the half-plane x ·vξ > 0 using Dirichlet

boundary conditions. Under the above representation, the restriction is described

by a measurable family (âω,r)(ω,r)∈Ω×Ĝ of operators, which themselves act on the

physical Hilbert space ℓ2(Zd). The fibers are given by

âr,ω = χ(Xξ + r > 0)πω(a)χ(Xξ + r > 0) , (5.14)
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and interpreting r as the orthogonal distance of the boundary w.r.t. the lattice point

0 ∈ Zd , the element â takes all possible ways to cut a boundary hypersurface with

normal vector vξ into account. Passing to more general elements â ∈ Nξ , one still

has a direct integral decomposition â =
∫ ⊕

Ĝ×Ω
µ̂(dr)P(dω) âω,r into physical opera-

tors, however, the lack of continuity means that the evaluation of a single fiber aω,r

is not sensible in general. At best, one can use ergodicity to make statements that

hold almost surely in (ω ,r). This is completely analogous to the way disorder is

incorporated in the bulk.

In the rationally dependent case the dual group is discrete and hence it is possible

to work directly with a representation on HT instead:

Corollary 5.2.7. Let vξ be rationally dependent, Λξ the smallest positive value of

Zd · ξ and further G = Λ−1
ξ

T and Ĝ = ΛξZ. Then the representation π̂T,G decom-

poses into a direct sum π̂T,G =
⊕

r∈Λξ Z
π̂r and the summand π̂0 is a faithful normal

representation of Nξ that extends the representation π̂T of A⋊ξ G.

Proof. Since Ĝ is discrete the direct integral decomposition of the generators of

R(M,G) w.r.t. the counting measure of Ĝ is a direct sum and hence one can project

to the summands using bounded projections Pr. Thus π̂T,G =
⊕

r∈Λξ Z
Prπ̂T,GPr de-

composes into a direct sum of normal representations. Set π̂r = Prπ̂T,GPr. It is

straightforward to see that π̂0 is precisely the extension of π̂T . It remains to prove

that π̂0 is faithful. Choose some x ∈ Zd with x ·vξ =Λξ and note that the translation

action T on Ω is implemented unitarily on L2(Ω) by

(Uxψ)(ω) = ψ(Txω) , ψ ∈ L2(Ω) . (5.15)

With the specific x chosen above and the magnetic translation ux = u
x1
1 · · ·u

xd

d , one

then has the covariance relation

uxπ(a)(ux)∗ = Ux π(a)U∗x , a ∈M ,

and the identity

uxVr(s)(u
x)∗ = uxe2π ı(Xξ+r)s(ux)∗

= e2π ı(Xξ+r−Λξ )s

= Vr−Λξ
(s)

= Ux Vr−Λξ
(s)U∗x ,

which follows from the relations uy(vξ ·X)(uy)∗ = vξ ·X− (vξ ·y)1 and UxX = XUx

on HT . Hence the representations π̂0 and π̂nΛξ
are spatially isomorphic through

conjugation with the unitary (v∗xux)n for any n ∈ Z. Therefore the representation

π̂T,G is unitarily equivalent to countably many copies of π̂0 and hence the latter

must be faithful as well. ✷
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We denote the extension of π̂T by the same letter, however, for notational conve-

nience most results will still be formulated in terms of π̂T,G such that no condition

on G is needed. One just recalls that a property that holds almost surely w.r.t. the

Haar measure of Ĝ = ΛξZ is one that holds deterministically.

Next let us further investigate the dual trace T̂ξ induced on Nξ . It is constructed

in Section 1.5 and can be calculated on generators π(a) f (Dξ ) as stated in Propo-

sition 1.5.4. The normalizations for Ĝ = R and Ĝ = ΛξZ follow from those of the

Haar measures and are such that, respectively,

T̂ξ ( f (Dξ )) =

∫

R
f (x)dx , T̂ξ ( f (Dξ )) = Λξ ∑

k∈Z
f (kΛξ ) , (5.16)

for f ∈ Cc(R). Note that the two expressions coincide for Λ−1
ξ
→ 0, which is ap-

propriate considering that physical quantities computed from the dual trace should

eventually be as continuous as possible w.r.t. vξ . In the following we will usually

omit the subscript ξ on T̂ξ , since it is the only trace on Nξ that will be used. Next

let us show that the dual trace can be calculated almost surely in a single fiber of

π̂T,G, namely as a trace per unit volume along the boundary vξ ·Rd combined with

the usual trace in the direction perpendicular to the boundary. This is similar as in

[69, 105] and is the key to converting algebraic statements about elements of Nξ into

almost sure statements about physical observables. Let us first make this explicit for

rational vξ :

Proposition 5.2.8. Let d ≥ 2 and assume that vξ has rationally dependent compo-

nents so that G = Λ−1
ξ

T and Ĝ = ΛξZ. Define the cubic strips

CN = {x ∈ Zd : ‖x− (vξ · x)vξ‖∞ ≤ N}

and for â ∈Nξ ∩L1(Nξ ) the trace per surface area by

T̂ω,r(â) = lim
N→∞

1

(2N)d−1 ∑
x∈CN

〈x|π̂T,G(â)ω,r|x〉 . (5.17)

If (Ω ,T,P) is strong mixing then T̂ω,r(â) = T̂ξ (â) holds for P-almost all ω ∈Ω and

all r ∈ Ĝ.

Proof. By polarisation it is enough to prove the statement for elements of the form

â = b̂∗b̂ with b̂ ∈ L2(Nξ )∩N. By Lemma 1.5.3 and Lemma 1.28 there exists a

function f ∈ L2(G,L2(M)) such that

b̂ =

∫

G
π( f (t))U(t)µ(dt) , (5.18)

with (π ,U) the regular covariant representation induced by πT , ξ and the integral

convergences in the sense that is described in Lemma 1.28. Noting our conventions
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for the Haar measures and the construction of T̂ξ in Proposition 1.5.2 the trace is

then given by

T̂ξ (â) =

∫ Λ−1
ξ

0
T( f (t)∗ f (t))µ(dt)

= Λξ ∑
k∈Z

T
(

f̂ (kΛξ )
∗ f̂ (kΛξ )

)

= Λξ

∫

Ω
∑
k∈Z
〈0|πT(| f̂ (kΛξ )|2)ω)|0〉P(dω) ,

where the Parseval identity with f̂ = F f ∈ L2(Z,L2(M)) was used. We thus have

to show that (5.17) computes the integral of the L1(Ω × Ĝ)-function F(ω ,r) =
〈0|πT(| f̂ (r)|2)ω )|0〉. In the representation π̂T,G(b̂) acting on ℓ2(Zd) the fibers are

given by

π̂T,G(b̂)ω,r =
∫

G
πT( f (t))ω e2π ı(Xξ+r)t µ(dt) .

and hence P-almost surely

〈x|π̂T,G(â)ω,r|x〉 =
∫

G2
eı(vξ ·x+r)(t1−t2)〈x|πT( f (t1)

∗ f (t2))ω |x〉 µ(dt1)µ(dt2)

= 〈x|πT(| f̂ (vξ · x+ r)|2)ω |x〉 = F(Txω ,vξ · x+ r) .

with the last line using the definition of πT =
∫ ⊕

Ω P(dω)πω of the representation.

Due to its rational dependence there is some positive k0 ∈ N such that k0Λξ vξ ∈
Zd . Thus define V = {x ∈ Zd : 0≤ x · vξ < k0Λξ} and set

G(ω ,r) = ∑
m∈Z

F(Tmk0Λξ vξ
(ω),mk0Λξ + r)

for r ∈ Ĝ. The average defining the trace per unit volume can thus be written

T̂ω,r(â) = lim
N→∞

1

(2N)d−1 ∑
x∈CN∩V

G(Txω ,vξ · x+ r).

The number of lattice points in integer dilations of a convex lattice polytope can

be estimated using different methods such as Ehrhart polynomials and is essentially

equal to its (continuous) volume up to lower order terms in its size (see [10]). We

omit all further details since they lead to the expected result

# |CN ∩V | = (2N)d−1(k0Λξ ) + O(Nd−2) .

Let us further decompose V into the k0 disjoint slices Sk = {x ∈ Zd : vξ · x = kΛξ}
with cardinality # |CN ∩V ∩Sk| ∼ (2N)d−1Λξ each such that
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lim
N→∞

1

(2N)d−1 ∑
x∈CN∩V

G(Txω ,vξ · x+ r)

=
k0−1

∑
k=0

lim
N→∞

Λξ

# |CN ∩V ∩Sk| ∑
x∈CN∩V∩Sk

G(Txω ,kΛξ + r) .

Noting that Sk = kx0 + S0 for any x0 ∈ Zd with x0 · vξ = Λξ the limit for fixed k can

be written as a Birkhoff sum w.r.t. T restricted to the subgroup S0 ⊂ Zd . The strong

mixing implies that the restriction is still ergodic and therefore P-almost surely

T̂ω,r(â) = Λξ

k0−1

∑
k=0

∫

Ω
G(ω ,kΛξ + r)P(dω)

= Λξ

∞

∑
k=0

∫

Ω
F(ω ,kΛξ + r)P(dω)

= T̂ξ (â) ,

completing the proof. ✷

Next the dual trace shall be computed almost surely by averaging on ℓ2(Zd)
also in the irrational case. Defining the trace per surface area as an average over

boundary-aligned cubes as above is possible, but not very convenient, in particular,

since even estimating the number of lattice points in such a cube precisely is already

cumbersome. Let us rather perform the sum along an arbitrary non-parallel lattice

direction and then average over the remaining directions. Hence let a ∈ L1(Nξ ) and

assume that ξd = ed · vξ 6= 0, otherwise relabel the coordinate directions. We first

perform the sum over the column Zed with the other coordinates held fixed:

Zn(â,ω ,r) = ∑
nd∈Z
〈nded + n| π̂T,R(â)ω,r |nded + n〉 , n ∈ Zd−1×{0} ⊂ Zd ,

and then define the trace per unit surface area as the average over all column sums

T̂ω,r(â) = lim
L→∞

|ξd |
(2L+ 1)d−1 ∑

‖n‖∞≤L

Zn(â,ω ,r) .

The factor |ξd | will ensure that the overall normalisation does not depend on the

choice of lattice directions.

Proposition 5.2.9. Let vξ be rationally independent with |ξd | 6= 0 and suppose that

(Ω ,T,P) is strong mixing. If â ∈Nξ ∩L1(Nξ ),

T̂ω,r(â) = T̂ξ (â) ,

for P-almost all ω ∈Ω and Lebesgue-almost every r ∈ R.
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Proof. As in the proof of Proposition 5.2.8 it is sufficient to consider elements of

the form â = b̂∗b̂ with b̂ ∈ L2(Nξ )∩Nξ of the form (5.18). Again b̂ is of the form

(5.18) and the Plancherel identity gives

T̂ξ (â) =

∫

R
T( f (t)∗ f (t)) dt =

∫

R
T( f̂ (k)∗ f̂ (k)) dk ,

with f̂ = F f ∈ L2(R,L2(M)). Furthermore,

〈x|π̂T,G(â)ω,r|x〉 =
∫

R2
eı(vξ ·x+r)(t1−t2)〈x|πT( f (t1)

∗ f (t2))ω |x〉 dt1dt2

= 〈x|πT(| f̂ (vξ · x+ r)|2)ω |x〉 .

For convenience we write g(ω ,k) = πT(| f̂ (k)|2)ω and the column sum takes the

form

Zn(â,ω ,r) = ∑
nd∈Z
〈nded + n|g(ω ,ndξd + n · vξ + r)|nded + n〉 .

Using the definition of πω the column can be shifted to the origin

Zn(â,ω ,r) = ∑
nd∈Z
〈nded |g(Tnω ,ndξd + n · vξ + r)|nded〉 = Z0(â,Tnω ,r+ n · vξ ) ,

and acting by Ted
shifts the summation index so that

Zn(â,Ted
ω ,r) = Zn(â,ω ,r− ξd) .

This shows that it is enough to prove T̂ω,r(â) = T̂ξ (â) for almost every (ω ,r) ∈
Ω̃ := Ω × [0, |ξd |) since one can otherwise redefine (ω ,r) to restrict r to that range.

For simplicity let us assume ξd > 0 with trivial modifications in the negative

case. We define a Zd−1 ∼=Zd−1×{0} action on as follows: Let m(n,r) be the unique

integer such that

r+ n · vξ −m(n,r) ∈ [0,ξd)

holds, and define Sn : Ω̃ → Ω̃ by

Sn(ω ,r) = (Tn+m(n,r)ed
ω ,r+ n · vξ mod ξd) .

The definition is chosen such that

Zn(â,ω ,r) = Z0(â,Sn(ω ,r)) ,

for all n ∈ Zd−1×{0} and (ω ,r) ∈ Ω̃ . Hence the trace per unit volume T̂ω,r(â)
is the limit of a Birkhoff sum of Z0 for this Zd−1-action. Assuming ergodicity the

pointwise convergence to the average for almost all (ω ,r) follows from the Zd-

version of Birkhoff’s theorem:



140 5 Applications to solid state systems

T̂ω,r(â) =

∫ ξd

0

∫

Ω
Z0(â,ω

′,r′) P(dω ′) dr′

=
∫ ξd

0

∫

Ω
∑

nd∈Z
〈0|g(ω ′,ndξd + r′)|0〉 P(dω ′) dr′

=

∫

R
T(| f̂ (r′)|2) dr′

= T̂ξ (â) ,

where the normalization factor ξd cancels against the volume of Ω̃ and translation

invariance of the averages is used.

Let us therefore check ergodicity and note for this that Sn coincides with the

measurable transformation S from Lemma 5.2.3 for M = ξd , ∆ = n · vξ , x1 = n,

x2 = ed in the notation there. It is sufficient for our argument that a single one Sn is

ergodic, and indeed if the sufficient condition ∆
M
∈R\Q were to fail for all n∈Zd−1

then vξ would necessarily be rationally dependent, a contradiction. ✷

Corollary 5.2.10. Let d > 1 and ĥ ∈Nξ be self-adjoint. Denote by ê the projection

on the kernel Ker(ĥ). If ê 6= 0, then the fibers ĥω,r = π̂T,G(ĥ)ω,r have almost surely

(w.r.t. the product measure of P and the Haar measure on Ĝ) an infinitely degenerate

eigenvalue at 0.

Proof. By the Propositions 5.2.8 and 5.2.9 one has almost surely

T̂ω,r(ê) = T̂ξ (ê) > 0 ,

because T̂ξ is faithful. Hence the almost sure eigenvalue projections χ{0}(ĥω,r) =

π̂T,R(ĥ)ω,r cannot vanish. The eigenvalue must further be infinitely degenerate,

since otherwise

∑
x∈Zd

〈x|π̂T,G(ê)ω,r|x〉 < ∞ ,

which would imply that the average vanishes. ✷

Starting from Proposition 5.2.8 and up to Corollary 5.2.10, the one-dimensional

case was excluded since the dual trace is not self-averaging. It is, however, possible

to make pointwise statements that will be helpful in connection with the invariance

properties of the index.

Proposition 5.2.11. Let d = 1 and thus vξ =±e1 with Nξ = L∞(A)⋊ξ T. For â∈N,

let us denote π̂T(â) =
∫⊕

Ω P(dω) âω , that is, π̂T(â)ω = âω .

(i) If â ∈ Lp(Nξ ), then âω is P-almost surely a p-Schatten operator on ℓ2(Z) with

0 < p < ∞. In particular, for â ∈ L1(Nξ ),

T̂ξ (â) =
∫

Ω
Tr(âω ) P(dω) . (5.19)



5.2 Half-space and boundary algebras 141

(ii) If â is T̂ξ -compact, then âω is P-almost surely compact.

(iii) If â is T̂ξ -Fredholm, then âω is P-almost surely a Fredholm operator on ℓ2(Z)
with

T̂ξ -Ind(â) =
∫

Ω
Ind(âω) P(dω) . (5.20)

(iv) If â = û |â| is the polar decomposition of â, then is û also a direct integral

π̂T(û) =
∫ ⊕

Ω P(dω) ûω and âω = ûω |âω | is P-almost surely the polar decompo-

sition of âω .

Proof. (i) For p = 2, the same manipulations as in the proof of Proposition 5.2.8

lead to

‖â‖2
2 = T̂ξ (â

∗â)

=
∫

Ω
∑
n∈Z
〈n|â∗ω âω |n〉P(dω)

=

∫

Ω
Tr(â∗ω âω)P(dω)

=

∫

Ω
‖âω‖2

2 P(dω) ,

which shows that âω is P-almost surely a Hilbert-Schmidt operator. Applied to

|â|
2
p ∈ L2(Nξ ) this shows the claim for general p and the formula (5.19) the trace

follows again from the existence of factorisations and polarisation.

(ii) By density, â = limn→∞ ân as a norm limit with ân ∈ Nξ ∩L1(Nξ ). Because

the operator norm under direct integrals takes the form

‖â− ân‖ = P-esssup
ω∈Ω

‖âω− (ân)ω‖ ,

there is a set of full measure such that (ân)ω converges to âω in norm. Item (i) now

implies that almost all âω are norm limits of trace-class operators and thus compact.

(iii) This follows from (ii) since â has a parametrix b̂ ∈ Nξ such that 1− âb̂ and

1− b̂â are T̂ξ -compact and thus 1− âω b̂ω and 1− b̂ω âω are almost surely compact.

Identifying Ker(â) with the projection onto this subspace, the equation (5.20) then

follows from

T̂ξ

(
Ker(â)−Ker(â∗)

)
=

∫

Ω
Tr
(
Ker(âω)−Ker(â∗ω)

)
P(dω) .

(iv) The polar decomposition is given by the strong limit û = s-limε↓0 â(â∗â+

ε)−
1
2 and is therefore also decomposable w.r.t. the direct integral, since the decom-

posable operators form a von Neumann-algebra. Hence the fibers are almost surely

given by ûω = s-limε↓0 âω(â
∗
ω âω + ε)−

1
2 , that is, the polar decompositions of âω . ✷
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5.3 Bulk topological invariants

The bulk observable algebra of a spatially homogeneous random lattice system with

N on-site degrees of freedom consists of weakly measurable families (aω )ω∈Ω of

operators aω on ℓ2(Zd)⊗MN(C) described by an element a∈MN(M). Let us intro-

duce a few conventions to keep the notations as simple as possible. The representa-

tion πT extends to matrices and we always identify elements a ∈MN(M) with their

representations a =
∫⊕

Ω P(dω)aω on L2(CN ×Ω ×Zd) ∼=
∫ ⊕

Ω P(dω)ℓ2(Zd)⊗CN ,

namely we will throughout work in the GNS representation of MN(M) w.r.t. the

natural trace TN = T⊗Tr. We usually omit the subscript N if it is obvious from the

context. We will write a ∈ Lp(M) as an abbreviation for a ∈ Lp(MN(M),TN) and

likewise for other derived spaces such as the Sobolev or Besov spaces. Summing up,

the size and dependence on the matrix degree of freedom will often be suppressed.

The time evolution of a concrete fermionic quantum system is fixed by a bulk

one-particle Hamiltonian h = h∗ ∈ MN(M). The ground state of the system is de-

scribed by the Fermi projection

pF = χ(h≤ EF) ∈ MN(M) ,

with the Fermi level EF ∈ R being a given real number. While EF may lie in the

spectrum σ(h), it will often be necessary to assume that EF is not an eigenvalue

of h. This is equivalent to saying that EF is almost surely not an eigenvalue of hω .

Some of the results below are obtained in the setting where the Hamiltonian has a

spectral gap:

Definition 5.3.1 (Bulk gap hypothesis (BGH)). The BGH is satisfied for a Hamil-

tonian h if the Fermi level EF is contained in a spectral gap of h , i.e. there is a

compact interval ∆ with EF ∈ ∆ and ∆ ∩σ(h) = /0.

The topological invariants associated to h are read off the Fermi projection and

the passage from h to pF is often called spectral flattening. The pairing of the Fermi

projection with an even Chern character can always be defined, provided pF is con-

tained in the respective domain, but for an odd Chern character one needs to con-

struct a unitary operator from h. For this, one assumes that h anti-commutes with a

self-adjoint unitary J. Physically, this corresponds to a so-called chiral or sublattice

symmetry of h. For chiral systems we will always assume N to be even and use the

distinguished self-adjoint unitary

J =


1 N

2
0

0 −1 N
2


 ∈ MN(C) ⊂ MN(M) . (5.21)

Definition 5.3.2 (Chiral hypothesis (CH)). The CH holds for h = h∗ if JhJ =−h.

The CH implies that the spectrum satisfies σ(h) = −σ(h). It is hence natural

(and physically reasonable) to fix EF = 0 in a system with CH. Since h is then off-

diagonal w.r.t. the grading J and if furthermore 0 is not an eigenvalue of h, the Fermi
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projection takes the form

pF =
1

2
(1N− sgn(h)) =

1

2


 1 N

2
−u∗F

−uF 1 N
2


 ,

where the off-diagonal term is a unitary element uF ∈ MN
2
(A), called the Fermi

unitary operator.

The focus will now be on the index pairings between pF or uF and ChT,θ where

θ is a Rn-action obtained from the Td-action ρ through n generators given by

θt(a) = ρê·t(a) , t = (t1, . . . , tn) ∈ Rn , (5.22)

with ê = (ê1, . . . , ên) being unit vectors in Rd that are taken to be linearly indepen-

dent (otherwise the Chern character vanishes trivially). Without restriction, we will

assume that ê1, . . . , ên are orthonormal. If h satisfies the BGH and is smooth in the

sense that it is an element of the smooth subalgebra MN(Aρ ,T) (as defined in Sec-

tion 4.3), the Fermi projection can then be obtained from h by continuous instead of

Borel functional calculus, namely

pF = χ(h≤ EF) = g(h) ∈ MN(A) ,

where g∈C∞
0 (R) is a suitable smooth approximation of the indicator function below

EF . Therefore pF also lies in MN(A), determines a class [pF ]0 ∈ K0(A) and a set of

even Chern numbers

ChT,θ (pF) = 〈ChT,θ , [pF ]0〉 , n even .

If n = d is even, then the Chern number is called the strong invariant, while for

n < d (with n even, but d either even or odd) the invariant is said to be weak. If

now h satisfies not only the BGH, but also the CH, then the Fermi unitary uF lies in

MN
2
(A), fixes a class [uF ]1 ∈ K1(A) and leads to a set of odd Chern numbers

ChT,θ (uF) = 〈ChT,θ , [uF ]1〉 , n odd .

Again if n = d is odd, this invariant is called strong, otherwise weak. The following

result showing that pF and uF are smooth is by now standard:

Proposition 5.3.3. For a smooth Hamiltonian h satisfying the BGH, one has pF ∈
MN(AT,ρ) and the even bulk Chern numbers ChT,θ (pF) are well-defined. If h,

moreover, satisfies the CH also uF ∈MN
2
(AT,ρ) and the odd bulk Chern numbers

ChT,θ (uF) are well-defined.

Proof. From [105, Proposition 3.3.4] follows that a self-adjoint h is smooth if and

only if the matrix elements of a smooth h decay faster than any inverse polynomial
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sup
ω∈Ω
‖〈0|hω |x〉‖ ≤ C j

1

1+ |x j| ,

with j ∈Nd any multi-index and any norm on MN(C). A Combes-Thomas-estimate

(e.g. in the form of [3]) implies that the resolvent then also decays faster than any

inverse polynomial

sup
ω∈Ω

∥∥∥∥〈0|
1

hω − z
|x〉
∥∥∥∥ ≤ C̃ j(δ )

1

1+ |x j| , ∀ x ∈ Zd

for some constants C̃ j(δ ) and all z ∈ C with dist(z,σ(h)) > δ > 0. Using the Riesz

projection formula for pF , it is obvious that pF and uF also have rapidly decaying

matrix elements and are thus smooth in A. ✷

As investigated in Section 3.4 and is well-known [12, 102, 104, 105], the exis-

tence of the Chern numbers does not require norm differentiability w.r.t. the action

nor the BGH. Apparently, viewing the Chern numbers as pairings with K-groups

does not provide much benefit in the absence of a bulk gap, since there are no natu-

ral separable C∗-algebras associated to those elements. However, if pF or uF lie in

a Sobolev space W 1
p (M) for some p ∈ (n,n+ 1], then the Sobolev index theorem

(Theorem 3.4.9) shows that the Chern numbers are well-defined and satisfy

ChT,θ (pF) = T̂θ -Ind
(
πθ (pF)Gx0

πθ (pF)+ 1−πθ(pF)
)
, n even , (5.23)

ChT,θ (uF) = − T̂θ -Ind
(
Pπθ (u)P+ 1−P

)
, n odd , (5.24)

with T̂θ the dual trace on M⋊θ R
n and πθ : M→M⋊θ Rn any regular represen-

tation. It is, however, more challenging to verify the required regularity of pF and

uF if the BGH is dropped and the Fermi level EF is embedded into the bulk spec-

trum σ(h). The remainder of this section considers sufficient conditions that are

appropriate for non-smooth Fermi projections. The main results are summarized in

Theorem 5.3.12 below.

The first type of systems are Anderson insulators with a mobility gap that is

characterized by the Aizenman-Molcanov estimate [2]:

Definition 5.3.4 (Mobility gap regime (MGR)). A self-adjoint Hamiltonian h ∈
MN(M) has a mobility gap in the open spectral interval ∆ , if for some s∈ (0,1) and

every δ > 0 there are As(δ ) and βs(δ )> 0 such that

∫

Ω

∥∥∥∥〈0|
1

hω − z
|x〉
∥∥∥∥

s

P(dω) ≤ As(δ )e−βs(δ )|x| (5.25)

holds uniformly for all x ∈ Zd and z ∈ C \R with dist(z,σ(h) \∆) > δ > 0. If the

Fermi energy EF lies in a mobility gap ∆ , the system is said to be in the MGR.

A standard result which goes back to [5] shows that if the Fermi level lies in

a mobility gap then the Fermi projection also has exponentially decaying matrix

elements:
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Proposition 5.3.5. If h has a mobility gap in ∆ , then no E ∈ ∆ is an eigenvalue of h

(namely of hω for a set of ω ∈ Ω of positive P-measure) and for EF ∈ ∆ the Fermi

projection is exponentially localized in the sense

∫

Ω
‖〈0|(pF)ω |x〉‖ P(dω) ≤ Ãe−β |x| (5.26)

for all x ∈ Zd . In particular, pF is an element of any Besov space Bs̃
q,p(M) and any

Sobolev space W m
p (M) for all 0 < s̃ < ∞, 1 ≤ p,q < ∞ and m≥ 0. If h satisfies the

CH, then the decay (5.26) holds for the Fermi unitary uF which then also lies in the

same Besov and Sobolev spaces.

For the proof and for further use in the following let us introduce approximations

by analytic functions, which are related to Stone’s formula for spectral projections:

Lemma 5.3.6. Let h be a bounded self-adjoint operator and C±ε be the piecewise-

linear contour in C connecting (ıε, ı, ı± (‖h‖+ 1),−ı± (‖h‖+ 1),−ı,−ıε) which

lies to the left respectively to the right of the spectrum σ(h). Setting

χε(h) =
1

2
− 1

π
arctan

(
1

ε
h

)
, sgnε(h) =

2

π
arctan

(
1

ε
h

)
,

one has

χε(h) =
−1

2π ı

∫

C
−
ε

1

h− z
dz , sgnε(h) =

1

2π ı
∑

σ∈{−,+}

∫

Cσ
ε

1

h− z
dz .

Hence

s-lim
ε↓0

χε(h) = χ(h < 0) +
1

2
χ(h = 0) , s-lim

ε↓0
sgnε(h) = sgn(h) .

Proof. Applying the spectral representation of h it is sufficient to show

∫

C
−
ε

1

E− z
dz = −π ı + 2ıarctan

(
E

ε

)
, ∀ E ∈R . (5.27)

For E ≤ 0 one can deform the contour to a circular arc with center in E and radius

R such that ±ıε = E +Re±ıθ , namely tan(θ ) = ε
|E| . This path is explicitly given by

t ∈ [θ ,2π−θ ] 7→ E +Reıt so that

∫

C
−
ε

1

E− z
dz =

∫ 2π−θ

θ
(−ı)dt

= −2π ı + 2ıarctan

(
ε

|E|

)

= −π ı − 2ıarctan

( |E|
ε

)
,
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where the last step follows from the trigonometric identity

arctan

(
1

y

)
=

π

2
sgn(y) − arctan(y) .

This implies (5.27) for E ≤ 0. For E > 0 the contour can be taken as the straight line

t ∈ [−ε,ε] 7→ −ıt and hence

∫

C
−
ε

1

E− z
dz =

∫ ε

−ε

1

E + ıt
(−ı)dt = −2ı

∫ ε

0

E

E2 + t2
dt = −2ı arctan

( ε

E

)
,

which by the above trigonometric identity again implies (5.27). ✷

Proof (of Proposition 5.3.5). Choose δ > 0 with dist(EF ,σ(h)\∆)> δ such that

(5.25) holds for some s ∈ (0,1). Combined with

∥∥∥ 1
hω−z

∥∥∥≤ 1
|ℑm(z)| one estimates

∫

Ω

∥∥∥∥〈0|
1

hω − z
|x〉
∥∥∥∥ P(dω) ≤ 1

|ℑm(z)|1−s
As(δ )e−βs(δ )|x|

for dist(z,σ(h) \∆) > 0. To check that E ∈ ∆ is not an eigenvalue, it is enough

to show that P-almost surely E is not an eigenvalue of hω . Choosing δ > 0 small

enough, the general formula χ(hω = E) = s-limε↓0 ıε
hω−E+ıε implies

∫

Ω
‖〈x|χ(hω = E)|y〉‖ P(dω) =

∫

Ω
‖〈0|χ(hω = E)|y− x〉‖ P(dω)

≤ lim
ε↓0

εsAs(δ )e−βs(δ )|y−x| = 0 ,

for all x,y ∈ Zd and therefore χ(hω = E) = 0 almost surely. Since EF , in particular,

is not an eigenvalue one can use the approximations from Lemma 5.3.6 to write

pF = s-lim
ε↓0

χε(h−EF) = − 1

2π ı
s-lim

ε↓0

∫

C
−
ε

1

h−EF− z
dz.

The contour is chosen such that the spectrum of h is approached only in a neighbor-

hood of EF . For δ small enough one has by the Lemma of Fatou

∫

Ω
‖〈0|(pF)ω |x〉‖ P(dω) ≤ liminf

ε↓0
1

2π

∫

C
−
ε

∫

Ω

∥∥∥∥〈0|
1

h−EF− z
|x〉
∥∥∥∥ P(dω) dz

≤ As(δ )e−βs(δ )|x|
(

liminf
ε↓0

1

2π

∫

C
−
ε

1

|ℑm(z)|1−s
dz

)

= Ãs e−βs|x| ,

since the limit in brackets exists and is finite due to the integrability of the singular-

ity.
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For the statement about the Besov spaces note that the triangle inequality implies

for a ∈MN(M) with a = ∑x∈Zd ∑N
i, j=1 ax,i, j(ei, j⊗ ux) with ax,i, j ∈ L∞(Ω), one has

‖a‖p ≤ ∑
x∈Zd

N

∑
i, j=1

∥∥ax,i, ju
x
∥∥

p
= ∑

x∈Zd

N

∑
i, j=1

(∫

Ω

∣∣ax,i, j(ω)
∣∣pP(dω)

) 1
p

,

and hence the definition of the representation πω and formula (5.7) for Fourier mul-

tipliers allow to bound

∥∥∥Ŵj ∗ pF

∥∥∥
p
≤ N2 ∑

x∈Zd

∣∣Wj(x)
∣∣
(∫

Ω
‖〈0|(pF)ω |x〉‖pP(dω)

) 1
p

≤ N2 ∑
x∈Zd

∣∣Wj(x)
∣∣
(∫

Ω
‖〈0|(pF)ω |x〉‖P(dω)

) 1
p

.

where ‖〈0|(pF)ω |x〉‖ ≤ ‖pF‖ ≤ 1 was applied for the second inequality. Recalling∣∣Wj(x)
∣∣≤ 1 and Wj(x) = 0 for |x| /∈ [2 j−1,2 j+1], this gives

‖pF‖Bs̃
p,1
≤
∥∥∥Ŵ0 ∗ pF

∥∥∥
p
+ N2 ∑

x∈Zd

∞

∑
j=1

2 js̃
∣∣Wj(x)

∣∣
(∫

Ω
‖〈0|(pF)ω |x〉‖P(dω)

) 1
p

≤
∥∥∥Ŵ0 ∗ pF

∥∥∥
p
+ N2 ∑

x∈Zd

3 |4x|s̃
(∫

Ω
‖〈0|(pF)ω |x〉‖P(dω)

) 1
p

≤
∥∥∥Ŵ0 ∗ pF

∥∥∥
p
+ N2 ∑

x∈Zd

3 |4x|s̃ Ãse
− βs

p |x| ,

which clearly is finite for all 1 ≤ p < ∞ and arbitrarily large s̃ > 0. Proposi-

tion 2.3.5(ii) and the basic inclusions between the Besov spaces then imply pF ∈
Bs̃

p,q(M) for all 0 < s̃ < ∞, 1 ≤ p,q < ∞. The Sobolev regularity then follows from

Lemma 2.3.4 which implies the inclusion Bm
p,1(M) ⊂W m

p (M) because T is a finite

trace.

If h satisfies the CH then applying the reasoning above to sgn(h) shows the anal-

ogous statements for uF . ✷

For a periodic Hamiltonian, i.e. non-random with vanishing magnetic field, the

necessary Besov or Sobolev regularity generically does not hold if the Fermi level

is in the interior of the spectrum. Exceptions to this rule can only occur at isolated

points in the spectrum at which the density of states vanishes polynomially. Ex-

amples of this type in dimension two and three are Weyl and Dirac semimetals or

nodal-line semimetals which also give rise to gapless topologically protected phases

(see for example [81, 8, 82]).
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Definition 5.3.7 (Density of states (DOS), its regularity and pseudogap). For a

selfadjoint h ∈M, the DOS measure νh is defined by

νh(I) = T(χI(h)) , I ⊂ R Borel .

The DOS of h is γ-Hölder continuous at E0 if there is an open interval I, E0 ∈ I and

a constant C such that for all ε > 0 with [E0− ε,E0 + ε]⊂ I

νh([E0− ε,E0 + ε]) ≤ C εγ . (5.28)

If γ > 1 and E0 is in the interior of the spectrum of h, one says that h has a pseudogap

at E0 of order γ .

Let us note that the normalization is such that νh(R) = T(1N) = N. Furthermore,

(5.28) is in particular fulfilled if the DOS measure of h is absolutely continuous with

a Radon-Nykodym derivative satisfying

∣∣∣∣
dνh

dE
(E)

∣∣∣∣ ≤ C |E−E0|γ−1 .

Proposition 5.3.8. Assume that the DOS of h= h∗ ∈M is γ-Hölder continuous at E0

with the bound (5.28) satisfied in the interval I = [−M,M]. For κ ∈ (0,1) introduce

the set

DM,κ =
{

Reıθ ∈C : |Rcos(θ )| ≤ M
2

and |cos(θ )| ≤ κ
}
.

(i) The inverse (h−E0 + z)−1 exists as an element of Lp(M) for all p ∈ (0,γ) and

its Lp-norm is bounded uniformly for all z ∈ DM,κ .

(ii) For all p ∈ (0,γ) and r ∈ (0,γ− p), one has

∥∥∥ 1

h−E0

− 1

h−E0+ z

∥∥∥
p
≤ Kκ |ℑm(z)|s (5.29)

with s = min{ r
p
,1} and a constant Kκ uniformly for all z ∈DM,κ .

Proof. The γ-Hölder continuity implies T(χ{E0}(h))≤ limε↓0 νh([E0−ε,E0+ε]) =
0 and since T is a faithful trace E0 is therefore not an eigenvalue of h. Also let us

take E0 = 0.

(i) Since h is injective it has a closed and densely defined inverse, affiliated to

MN(M). The same is true for |h| and h−1 = u |h|−1
with u the unitary from the polar

decomposition of h. Hence it is enough to demonstrate |h|−1 ∈ Lp(M). Its spectral

projections for 0 < a < b are related to those of h by

χ[a,b](|h|−1) = χ[ 1
b
, 1

a ]
(|h|) = χ[− 1

a ,− 1
b
](h) + χ[ 1

b
, 1

a ]
(h) ,

and thus it is, in particular, T-measurable (see Appendix A.2 for the definition).

Bounding
∣∣ 1

h

∣∣p in terms of its spectral projections one estimates
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T

(∣∣∣∣
1

h

∣∣∣∣
p)

=

∫ ‖h‖

−‖h‖

1

|λ |p νh(dλ )

≤
∞

∑
k=0

2kpνh([−2−kM,−2−k−1M)∪ (2−k−1M,2−kM]))

+
1

Mp
νh(R\ [−M,M])

≤ C
L

∑
k=0

2k(p−γ)Mγ +
N

Mp
< ∞ ,

where also νh(R) = N was used. This shows 1
h
∈ Lp(M) and since the trace of

an unbounded positive operator is defined by its spectral resolution, one gets for

arbitrary z ∈ DM,κ

T

(∣∣∣∣
1

h+ z

∣∣∣∣
p)

=

∫ ‖h‖

−‖h‖

1

|λ + z|p νh(dλ )

≤
∫ ‖h‖

−‖h‖

(
1+

|z|
|ℑm(z)|

)p
1

|λ |p νh(dλ )

≤
∫ ‖h‖

−‖h‖

(
1+(1−κ2)−

1
2

)p 1

|λ |p νh(dλ )

≤
(

1+(1−κ2)−
1
2

)p

T

(∣∣∣∣
1

h

∣∣∣∣
p)

where we used 1
λ+z

=
(

1− z
λ+z

)
1
λ and

|z|
|ℑm(z)| < (1−κ2)−

1
2 .

(ii) In the case r ≥ p, one has s = 1 and 2p < γ . Hence by the Hölder inequality

∥∥∥∥
1

h
− 1

h+ z

∥∥∥∥
p

= |z|
∥∥∥∥

1

h+ z

1

h

∥∥∥∥
p

≤ |z|
∥∥∥∥

1

h+ z

∥∥∥∥
2p

∥∥∥∥
1

h

∥∥∥∥
2p

,

so that (i) provides the claimed estimate. Now let r < p. One then applies to a ∈
Lp+r(M)∩M and b ∈ Lp(M)∩Lp+r(M) first the Hölder inequality and then log-

convexity (A.6) of the p-norms

‖ab‖p ≤ ‖a‖p(1+ p
r )
‖b‖p+r ≤ ‖a‖

r
p

p+r ‖a‖
1− r

p
∞ ‖b‖p+r . (5.30)

Hence
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∥∥∥∥
1

h
− 1

h+ z

∥∥∥∥
p

= |z|
∥∥∥∥

1

h+ z

1

h

∥∥∥∥
p

≤ |z|
∥∥∥∥

1

h+ z

∥∥∥∥
1− r

p

∞

∥∥∥∥
1

h+ z

∥∥∥∥
r
p

p+r

∥∥∥∥
1

h

∥∥∥∥
p+r

≤ |z|
|ℑm(z)|1−

r
p

∥∥∥∥
1

h+ z

∥∥∥∥
r
p

p+r

∥∥∥∥
1

h

∥∥∥∥
p+r

.

As
|z|

|ℑm(z)| < (1−κ2)−
1
2 for z ∈DM,κ and p+ r < γ item (i) completes the proof. ✷

There is a partial converse to Proposition 5.3.8(i) which shows that the Hölder

continuity of νh is captured well by the summability of the resolvent:

Proposition 5.3.9. If 1
h−E0

∈ Lp(M) for a self-adjoint h ∈ MN(M) and some 0 <
p < ∞, then h is p-Hölder continuous at E0.

Proof. Again let us set E0 = 0. One has for any L > 0

(
∑
k∈Z

2kp L−p
∥∥∥χ
(
|h| ∈ (2−k−1L,2−kL]

)∥∥∥
1

) 1
p

=

(
∑
k∈Z

2kp L−p

∥∥∥∥χ

(∣∣∣∣
1

h

∣∣∣∣ ∈ [2k+1L−1,2kL−1)

)∥∥∥∥
1

) 1
p

≤ 2

∥∥∥∥
1

h

∥∥∥∥
p

,

and hence ∥∥∥χ
(
|h| ∈ (2−k−1L,2−kL]

)∥∥∥
1
≤ 2−kp Lp 2p

∥∥∥∥
1

h

∥∥∥∥
p

p

which implies

‖χ (|h| ∈ [0,L))‖1 ≤
∞

∑
k=0

2−kp Lp 2p

∥∥∥∥
1

h

∥∥∥∥
p

p

=
4p

2p− 1

∥∥∥∥
1

h

∥∥∥∥
p

p

Lp ,

completing the proof. ✷

The bound of Proposition 5.3.8 allows to control the resolvent 1
h+z

at zero well

enough to estimate the functional calculus with functions that are not continuous at

E0:

Proposition 5.3.10. If h is norm-smooth and has a pseudogap at EF of order γ =
mp+ δ with p≥ 1, m ∈N+ and δ > 0, then

pF ∈ W m
p (M).
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Proof. Let us again first note that EF is not an eigenvalue because the DOS is Hölder

continuous. Therefore the same functional calculus as in Lemma 5.3.6 can be used

as in the proof of Proposition 5.3.5. Since the operator norm of the net is uniformly

bounded in ε and M has a finite trace, the SOT convergence already implies that the

net ε 7→ χε(h) convergences to pF in Lp-norm. To show pF ∈W m
p (M) it is therefore

is enough to show that the net ε 7→ χε(h) is Cauchy in the norm of W m
p (M) since its

limit must then be pF . For ε > 0 one has norm-differentiability on any of the curves

Cσ
ε and, setting EF = 0 for simplicity, one can write

∇ jχε(h) =
1

2π ı

∫

C
−
ε

∇ j 1

h− z
dz (5.31)

for any multi-index j ∈ Nd . Using the Leibniz rule and the identity

∇i
1

h− z
= − 1

h− z
(∇ih)

1

h− z
, i = 1, . . . ,d ,

one can expand ∇ j 1
h−z

into a linear combination of products that involve only deriva-

tives of h and at most | j|+1 resolvents. Since
∥∥∇ jh

∥∥
∞

is finite for every multi-index

j there are by the Hölder inequality constants Ci depending only on h such that

∥∥∥∥∇ j 1

h− z

∥∥∥∥
p

≤
| j|+1

∑
i=1

Ci

∥∥∥∥
1

h− z

∥∥∥∥
i

ip

≤
| j|+1

∑
i=1

Ci

∥∥∥∥
1

h− z

∥∥∥∥
p−r

p

∞

∥∥∥∥
1

h− z

∥∥∥∥
(i−1)p+r

p

(i−1)p+r

≤
| j|+1

∑
i=1

Ci |ℑm(z)|−
p−r

p

∥∥∥∥
1

h− z

∥∥∥∥
(i−1)p+r

p

(i−1)p+r

, (5.32)

where the log-convexity (A.6) of the p-norms was used for some 0 < r < p, as well

as the standard resolvent estimate in the last step. For | j| ≤m and 0< r <min{δ , p}
the norms on the r.h.s. of (5.32) are bounded uniformly in ε on any curve Cσ

ε by

Proposition 5.3.8. Hence there is a constant c depending only on 0 < r < δ , the

norms
∥∥∇ jh

∥∥
∞

and the parameters of the pseudo-gap such that for all 0 < ε̃ < ε < 1

∥∥∇ j(χε̃ − χε)
∥∥

p
=

∥∥∥∥
1

2π ı

∫

C
−
ε̃ \C

−
ε

∇ j 1

h− z
dz

∥∥∥∥
p

≤ 2

∫ ε

ε̃

∥∥∥∥∇ j 1

h− ız

∥∥∥∥
p

dz

≤ c(ε
r
p − ε̃

r
p ) ,

which allows to conclude ‖pF − χε(h)‖W m
p
≤ c′ε

r
p . ✷
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Using Proposition 5.3.10 as input for Proposition 3.4.1 also gives the Sobolev

regularity required for the index theorem:

Corollary 5.3.11. If h has a pseudogap at EF of order γ = n+ δ with n ≥ 1 and

δ > 0, then pF ,uF ∈W 1

n+ 1
2 δ
(M).

Let us now present a rich class of examples of periodic Hamiltonians which

generically have pseudogaps (they were also studied by [81]). The magnetic field

is supposed to vanish B = 0 and we also assume that there is no disorder, i.e. Ω
has only a single element. Then Ad

∼= C⋊Zd =C(Td) with the isomorphism given

by the Fourier transform that maps ux to the function k 7→ e2π ık·x. Let h ∈MN(C)⊗
C(Td) be given in the form

h(k) =
d

∑
j=1

γ jh j(k) , (5.33)

with γ1, . . . ,γd being a representation of the Clifford matrices as in (3.2) and

h1, . . . ,hd ∈ C(Td) real-valued trigonometric polynomials. We note that h(k) =

∑d
j=1 h j(k)

2 and assume that h2(k) has at most isolated simple zeroes (counting de-

grees of freedom suggests that this is in some sense almost surely the case). Labeling

the zeroes k(1), . . . ,k(m), one then finds

h(k(l)+ k) ∼
d

∑
j=1

γ ja
(l)
j k j + O(k2)

for some coefficients a
(l)
j ∈C. Such band-touching points in momentum space with

a linear dispersion are called Dirac or Weyl points for d even or d odd respectively.

If the spectrum around 0 is given purely by Dirac- or Weyl points the integrated

density of states scales as

νh([−ε,ε]) ∼ εd , (5.34)

and hence by Corollary 5.3.11 all Chern numbers with n < d are well-defined.

An explicit example for a two-dimensional chiral Dirac-semimetal with non-trivial

weak Chern numbers will be given in Section 5.7.

In higher dimensions there is also the possibility that energy bands meet not just

in isolated points, but e.g. on some (d− 2)-dimensional manifold. For d = 3 such

a manifold is often called a nodal line and generically occurs in the so-called non-

centrosymmetric nodal superconductors [113]. In this case, one again has a density

of states that vanishes rapidly enough as long as the dispersion around the Fermi

energy is linear in the directions perpendicular to the nodal line and may also have

non-vanishing weak invariants.

Let us again sum up the sufficient criteria given by the Propositions 5.3.3, 5.3.5

and 5.3.10:
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Theorem 5.3.12. The even weak Chern numbers ChT,θ (pF) associated to the Rn-

action θ given in (5.22) are well-defined and given by (5.23) if either of the following

conditions hold:

(i) EF lies in a spectral gap of h.

(ii) EF lies in a mobility gap of h.

(iii) h has a pseudogap at EF of order γ = n+ δ with n≥ 1 and δ > 0.

If h satisfies, moreover, the CH, then the odd Chern numbers ChT,θ (uF) are well-

defined and given by (5.24).

It is important to note that adding disorder to a periodic model like (5.33) will

usually eliminate the pseudogap (at least unless the disorder respects a chiral sym-

metry). For example, the lower Wegner estimate (similar as in [58]) implies that

for sufficiently regular diagonal disorder the density of states has a strictly positive

density everywhere inside the spectrum. Therefore methods for establishing well-

definedness of the Chern numbers that are based on the density of states likely do

not apply in the disordered case. Moreover, it is a wide-open question to prove or

disprove localization for the states that fill the pseudogap. For three-dimensional

Weyl semimetals on a lattice (thus with two Weyl points) there are indications for

delocalization [6, 8]. Furthermore another general open question is how much regu-

larity and decay the Fermi projections of disordered lattice models possess outside

the regime of exponential localization.

The index theorem implies that the Chern numbers are constant on any norm

continuous path of projections and unitaries. Note, however, that in the absence of

a bulk gap, small perturbations of the Hamiltonian do not result in norm continuous

perturbations of the Fermi projection, but only in strongly continuous perturbations.

Nevertheless, it is possible to obtain a fairly general continuity result that still applies

in this case:

Proposition 5.3.13. Let t ∈ [0,1] → ht ∈ MN(M) be a SOT-continuous path of

Hamiltonians such that the Fermi projections pF,t are in W 1
n+ε(M,θ ) for some ε > 0

with ‖pF,t‖W 1
n+ε

<C uniformly bounded for all t ∈ [0,1]. If EF is not an eigenvalue of

any ht and the CH holds pointwise in the odd case, then t 7→ChT,θ (pF,t) respectively

t 7→ ChT,θ (uF,t) are continuous functions for n even or odd respectively.

Proof. Since EF is not an eigenvalue, the spectral projection pF,t changes continu-

ously in the SOT [107, Theorem VIII.24]. Hence t 7→ ‖Ŵj ∗ pF,t‖n+1 is also contin-

uous. By Proposition 2.3.5, it follows that pF,t ∈ B
n

n+1+ε̃

n+1,n+1(M) for any 0 < ε̃ < 1
n+1

with a norm that is uniformly bounded in t by some constant C̃. Writing out the

Besov norm, this gives

∥∥Ŵj ∗ pF,t

∥∥
n+1
≤ 2− j( n

n+1+ε̃) ‖pF,t‖
B

n
n+1

+ε̃

n+1,n+1

≤ C̃ 2− j( n
n+1+ε̃) .

Hence continuity of t 7→ pF,t w.r.t. the norm in Bn(M) = B
n

n+1

n+1,n+1(M) follows from

dominated convergence applied to
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‖pF,t − pF,s‖n+1
Bn

=
∞

∑
j=0

2n j
∥∥Ŵj ∗ (pF,t− pF,s)

∥∥n+1

n+1
.

Due to the definition (5.23), the index theorem (Theorem 3.4.9) and the continuity of

the cocycle C̃hT,ξ ,x0
w.r.t. the Bn(M)-norm the claim follows. The odd case follows

by implementing the chiral symmetry. ✷

If there is a uniform spectral gap throughout the perturbation then the Chern

numbers must moreover be constant due to the index theorems since t 7→ pF ;t re-

spectively t 7→ uF,t are then norm-continuous paths. In the absence of a spectral

gap there are more possibilities. Using index theorems and ergodicity one can show

that the strong invariants, namely those with n = d, only take discrete values (see

e.g [105]). Hence continuity in that case implies that the Chern numbers are still

invariant under perturbations. It is important to emphasize that this is not necessar-

ily the case for the weak topological invariants with n < d and the Chern numbers

may change continuously. An explicit example for this phenomenon will be given

in Section 5.7. Some numerical investigations on the stability of weak topological

invariants can be found in e.g. [33].

5.4 Smooth bulk-boundary correspondence

This section spells out the bulk-boundary correspondence (BBC) for insulators sat-

isfying the BGH. This allows to use the C∗-algebraic exact sequence given by (5.10)

and the associated K-theory. For particular half-space Hamiltonians with a smooth

boundary condition, the BBC will then essentially follow from the results of Chap-

ter 4. Using the index theory of Chapter 3 they can then be extended to more general

situations.

Let us first recapitulate the set-up from Section 5.2 and then define the boundary

invariants. Given a normal vector vξ ∈ Sd , one considers the associated G-action ξ
defined in (5.8) where G is either R or T for vξ rationally independent or dependent

respectively. One then has the smooth Toeplitz extension (5.10). Throughout, we

will identify these algebras with their faithful GNS representation π̂T,G given in

Proposition 5.2.6. In particular, E and Â are both subsets of Nξ . All operators in

these algebras are of the form
∫⊕

Ω×Ĝ
P(dω)µ̂(dr) âω,r with fiber operators âω,r acting

on ℓ2(Zd). We also identify M with its embedding into Nξ since the inclusion map

is just πT ⊗ 1L2(Ĝ) already M = πT(M). Finally the units in E∼ and Nξ are also

identified. Recall that the generator Dξ is represented by X̂ξ =
∫ ⊕

Ĝ
µ̂(dr)(Xξ + r)

and hence the smooth projection P from Section 4.1 is in this representation is given

by P =
∫ ⊕

Ĝ
µ̂(dr)χs(Xξ + r) with χs as in (4.2). It can be used to construct a lift of

an operator a∈A to Â as â = PaP+ k̃ with k̃ ∈ E. In this manner, one can construct

half-space Hamiltonians given by a smooth restriction. The following proposition
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now shows how K-theoretic information transposes from the bulk to the boundary.

It is proved exactly as in [105]:

Proposition 5.4.1. Let h ∈MN(A) be self-adjoint satisfying the BGH with EF lying

in the spectral gap ∆ . Further let ĥ ∈MN(Â) be a self-adjoint lift of h in the exact

sequence (5.10), e.g. ĥ = PhP+ k̃ with a boundary term k̃ ∈MN(E).

(i) The exponential map Exp : K0(A)→ K1(E) maps [pF ]0 to [û∆ ]1 where

û∆ = exp(2π ı fExp(ĥ)) ∈ MN(E
∼) ⊂ MN(Nξ ) ,

with fExp ∈C∞(R) a smooth function with fExp(t) = 0 below ∆ and fExp(t) = 1

above ∆ .

(ii) If the CH holds for both h and ĥ, the index map Ind : K1(A)→ K0(E) maps

[uF ]1 to [p̂∆ ]0− [0 N
2
⊕ 1 N

2
]0 where

p̂∆ = e−ı π
2 fInd(ĥ)


1 N

2
0

0 0 N
2


eı π

2 fInd(ĥ) ∈ MN(E
∼) ⊂ MN(Nξ ) ,

with fInd ∈C∞(R) an odd symmetric smooth function with fInd(t) = −1 below

∆ and fInd(t) = 1 above ∆ .

Here we are using the modified standard picture of K-theory for the unital algebraA,

where classes in Ki(A) are represented by projections and unitaries over A instead

of A∼. A minor difference compared to [105] is that Â is now non-unital and hence

one must construct a lift of uF − 1N/2 + 1∼
N/2

for the computation of the index map,

which still leads to exactly the same expressions. In the end the representatives are

included into Nξ by identifying the unit of E∼ with that of Nξ .

Proposition 5.4.1 provides natural K-theoretic boundary invariants. The next aim

is to extract numerical invariants by pairing these K-group elements with suitable

Chern characters that will be constructed next. First recall that the action ρ also ex-

tends to a strongly continuous Rd-action on the crossed product E by acting trivially

on functions f (X̂ξ ) of the generator. An n-dimensional subaction θ is then generated

by a choice of an orthonormal set ê1, . . . , ên ∈ Rd with ê1, . . . , ên ⊥ vξ . This action

θ leaves the dual trace T̂ξ invariant so that one can introduce smooth Chern charac-

ters Ch
T̂ξ ,θ

on E as in Section 4.3. For smoothly summable projections p̂ ∈ E
∼
T̂ξ ,θ

or unitaries û ∈ E∼
T̂ξ ,θ

, one can now consider the index pairings 〈Ch
T̂ξ ,θ

, [p̂]0〉 and

〈Ch
T̂ξ ,θ

, [û]1〉 respectively. In order to actually evaluate these invariants, it needs to

be checked that the images under the exponential and index map are smooth and

summable. The idea for the following proof goes back to [43].

Proposition 5.4.2. Let h, ĥ, ∆ , û∆ and p̂∆ be as in Proposition 5.4.1, with p̂∆ re-

quiring ĥ to satisfy the CH. Then û∆ − 1N ∈ E
T̂ξ ,θ

and p̂∆ − 0 N
2
⊕ 1 N

2
∈ E

T̂ξ ,θ
.
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Proof. Noting that p̂∆ = 0 N
2
⊕1 N

2
+ 1

2
J
(
e−ıπ fInd,ε + 1

)
(ĥ) one sees that both û∆ −1N

and p̂∆ − 0 N
2
⊕ 1 N

2
are of the form g(ĥ) with g a smooth function whose support

is contained in the bulk gap ∆ . In particular, g(h) = 0. Hence it is sufficient to

consider g(ĥ) for such functions. The functional calculus will be written out using

the Dynkin-Helffer-Sjöstrand formula

g(ĥ) =
1

2π

∫

D
(∂zg̃K)(z)

1

ĥ− z
dz , (5.35)

with g̃K a pseudo-analytic continuation of g satisfying |g̃K(z)| ≤CK |ℑm(z)|K where

K ∈ N can be chosen arbitrarily large and σ(ĥ)⊂ D⊂ C is an open set.

Let P = χ(X̂ξ > 0) be the sharp half-space projection and note that g(0) = 0 and

ĥ = PĥP imply

g(ĥ) =
1

2π

∫

D
(∂zg̃K)(z)

(
−1

z
(1−P)+

P

ĥ− zP

)
dz

=
1

2π

∫

D
(∂zg̃K)(z)

P

ĥ− zP
dz

with P

ĥ−zP
= P 1

ĥ+1−P−z
P denoting the inverse in the algebra PNξ P. Using the geo-

metric resolvent identity

P

ĥ− zP
= P

1

h− z
P +

P

ĥ− zP
(Ph − ĥ)

1

h− z
P , (5.36)

one deduces

g(ĥ) = g(ĥ)−Pg(h)P =
1

2π

∫

D
(∂zg̃K)(z)

P

ĥ− zP
V

1

h− z
P dz , (5.37)

with

V = (P−P)hP+ Ph(P−P) + Ph(1−P)− k̃ .

Note that Ph(1−P) is the Hankel operator of Section 3.1 and since smoothness is

readily seen to be a sufficient condition for Theorem 3.1.5 one deduces ‖V‖1 < ∞
so that V ∈ L1(Nξ ) and hence also g(ĥ) ∈ L1(Nξ ). It remains to show that g(ĥ) is

smooth w.r.t. θ . For this purpose, let us first note that by hypothesis h, k̃, P and

thus also ĥ are infinitely often differentiable w.r.t. θ and the operator norm (note in

particular that P is invariant under θ ). By iteration of the resolvent identity

∇ê j

1

a− z
=

1

a− z
(∇ê j

a)
1

a− z
(5.38)

one derives bounds for multi-indices j ∈ Nn

∥∥∥∇ j 1

h− z

∥∥∥ ≤ C1(| j|)
1

|ℑm(z)|| j|+1
,

∥∥∥∇ j 1

ĥ− zP

∥∥∥ ≤ C2(| j|)
1

|ℑm(z)|| j|+1
,
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with constants that are uniform in ℑm(z). Since V is norm-smooth w.r.t. θ , it follows

from the Leibniz rule applied to (5.37) with K = | j|+ 2 that g(ĥ) is infinitely often

differentiable w.r.t. θ and the norm ‖·‖∞ + ‖·‖1. By definition, g(ĥ) ∈ E
T̂ξ ,θ

. ✷

After these analytical preparations, one can now apply Theorem 4.5.3 to extract

the numerical information about the bulk and boundary Chern numbers from the

K-theoretic statement of Proposition 5.4.1.

Theorem 5.4.3 (Smooth BBC). Let ĥ, h, p̂∆ and û∆ be as in Proposition 5.4.2.

(i) For n odd,

〈ChT,θ×ξ , [pF ]0〉 = 〈Ch
T̂ξ ,θ

, [û∆ ]1〉 .

(ii) For n even and h, ĥ satisfying the CH,

〈ChT,θ×ξ , [uF ]1〉 = −〈Ch
T̂ξ ,θ

, [p̂∆ ]0〉 .

By Proposition 3.4.3 the Chern character ChT,θ×ξ up to a sign only depends

on the hyperplane spanned by ê1, . . . , ên,vξ . If one considers the case n = d − 1,

then the l.h.s. in both (i) and (ii) are the strong invariants which are independent

of the choice of vξ up to orientation. Hence also the boundary invariants on the

r.h.s. are independent of vξ . For d = 2 and n = 1, the boundary invariant is equal to

the boundary current [69, 105] and hence these boundary currents are constant and

independent of the choice of the cutting angles vξ . This was recently also proved

by other means [78]. For further physical implications of Theorem 5.4.3 and, in

particular, links to response coefficients the reader is referred to [105].

The smooth BBC can be extended to significantly less regularity using the index

theorems. On the bulk side, one can perturb the bulk Hamiltonian with a non-smooth

perturbation that is small enough such as not to close the spectral gap. This allows

to deal with discontinuously distributed disorder or long-range potentials that lead

to a Hamiltonian which is not an element of Td
B,Ω . On the boundary side, it may be

of interest to consider a much larger class of boundary conditions, such as Dirichlet

boundary conditions. As will be shown below, the only restriction is that û∆ and p̂∆

must still satisfy the Besov space conditions of the index theorem (Theorem 3.4.9).

To be more precise, we will deal with following reasonably large class of Hamilto-

nians:

Proposition 5.4.4. Let h ∈MN(M) satisfy the BGH and let ĥ = PhP+ k̃ for some

k̃ ∈ MN(Nξ ). Assume the Sobolev differentiability h ∈ W 2
n+1+δ (M,ρ) and k̃ ∈

W 1
n+δ (Nξ ,θ ) for some δ > 0 and further that h and k̃ are weakly differentiable

w.r.t. θ , namely the difference quotients converge in the weak-∗ sense. Then:

(i) pF ∈ Bn+1(M,ρ) and û∆ − 1N ∈ Bn(Nξ ,θ ).

(ii) If h and ĥ satisfy the CH, also uF ∈ Bn+1(M,ρ) and p̂∆−0 N
2
⊕1 N

2
∈ Bn(Nξ ,θ ).

Proof. As to the bulk, one just notes that the resolvents 1
h−z

are also in W 1
n+1+δ (M,ρ)

due to (5.38) and therefore the claims follow directly from the Riesz projection for-
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mula and Proposition 2.3.5(i). For the boundary systems, one proceeds as in Propo-

sition 5.4.2 to obtain (5.37), but because of a different half-space Hamiltonian ĥ one

now has

V = Ph(1−P)− k̃ .

By the hypothesis the difference quotient t−1(θtê j
(h)− h) converges w.r.t. the

W 1
n+1+δ (M,ρ) norm and, T being a finite trace, also w.r.t. W 1

n+δ (M,ρ). Propo-

sition 2.3.5(i) then shows that it also converges in B
1

n+δ

n+δ ,n+δ (M,ρ). Using Theo-

rem 3.2.1 (Peller’s criterion), one obtains

∥∥∥P
θtê j

(h)− h

t
(1−P)− P∇ê j

h(1−P)
∥∥∥

n+δ
≤
∥∥∥

θtê j
(h)− h

t
−∇ê j

h

∥∥∥
B

1
n+δ
n+δ ,n+δ

(M,ξ )

,

and hence, due to the hypothesis h ∈W 2
n+1+δ (M,ρ), one has V ∈W 1

n+δ (Nξ ,θ ).
Next let us note that resolvents of weakly differentiable elements are again weakly

differentiable with the derivative of the resolvent given by (5.38). Furthermore, it is

a general fact that, if a,c are weakly differentiable and b ∈W 1
p (Nξ ,θ ), then abc ∈

W 1
p (Nξ ,θ ) and the Leibniz rule holds. Using the default estimate for the resolvent,

this implies

∥∥∥∇êi

P

ĥ− zP
V

1

h− z
P

∥∥∥
n+δ
≤ ‖∇êi

ĥ‖
|ℑm(z)|3

‖V‖n+δ +
1

|ℑm(z)|2
‖V‖W 1

n+δ
(Nξ ,θ)

+
‖∇êi

h‖
|ℑm(z)|3

‖V‖n+δ ,

and hence (5.37) converges absolutely in the Ln+δ (Nξ ) norm, provided that K ≥ 3.

Then one can estimate the n-dimensional Fourier multipliers W θ
j w.r.t. θ by

∥∥∥Ŵ θ
j ∗ g(ĥ)

∥∥∥
n+δ
≤
∫

D
|∂zg̃K(z)|

∥∥∥Ŵ θ
j ∗

P

ĥ− zP
V

1

h− z
P

∥∥∥
n+δ

dz

≤ C 2− j

∫

D
|∂zg̃K(z)|

∥∥∥ P

ĥ− zP
V

1

h− z
P

∥∥∥
W1

n+δ
(Nξ ,θ)

dz

≤ C′ 2− j .

This shows g(ĥ) ∈ B1
n+δ ,∞(Nξ ,θ ) and Proposition 2.3.5(ii) can be applied to deduce

g(ĥ) ∈ Bn(Nξ ,θ ). ✷

Proposition 5.4.5. Let t ∈ [0,1] 7→ h(t) ∈ MN(M) and t ∈ [0,1] 7→ ĥ(t) be norm-

continuous paths that satisfy the hypothesis of Proposition 5.4.4 pointwise. Let n

be odd. Then the Chern numbers 〈ChT,θ×ξ , [pF(t)]0〉 and 〈Ch
T̂ξ ,θ

, [û∆ (t)]1〉 are

constant along the path. If, moreover, h(0) ∈MN(A), they satisfy

〈ChT,θ×ξ , [pF(t)]0〉 = 〈Ch
T̂ξ ,θ

, [û∆ (t)]1〉 .
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For n even, suppose that, moreover, ht and ĥt both satisfy the CH. Then both pairings

〈ChT,θ×ξ , [uF(t)]1〉 and 〈Ch
T̂ξ ,θ

, [p̂∆ (t)]0〉 are constant along the path and satisfy

〈ChT,θ×ξ , [uF(t)]1〉 = −〈Ch
T̂ξ ,θ

, [p̂∆ (t)]0〉 ,

again provided that h(0) ∈MN(A).

Proof. Let us focus on the case n odd. The first statement is clear since continu-

ous functional calculus maps norm-continuous paths to norm-continuous paths and

hence the index theorem shows that the Chern numbers are constant.

Assume now in addition h(0) = h0 ∈MN(A) and let ĥ0 = Ph0P be a reference

Hamiltonian with smooth boundary condition. Since the smooth BBC works on

the level of K-theory, the equality of the index pairings also holds for the not nec-

essarily differentiable Hamiltonians (h0, ĥ0) since they are still in the continuous

subalgebras MN(A) respectively MN(Â). Next let us note that the straight-line path

λ ∈ [0,1]→ λ ĥ0 +(1−λ )ĥ(0) between ĥ0 and ĥ(0) also satisfies the conditions of

Proposition 5.4.4 pointwise. Hence with obvious choice of notations, one then has

〈ChT,θ×ξ , [pF(t)]0〉 = 〈ChT,θ×ξ , [pF(0)]0〉
= 〈ChT,θ×ξ , [pF,0]0〉
= 〈Ch

T̂ξ ,θ
, [û∆ ,0]1〉

= 〈Ch
T̂ξ ,θ

, [û∆ (0)]1〉

= 〈Ch
T̂ξ ,θ

, [û∆ (t)]1〉 ,

concluding the proof in the case of odd n. ✷

5.5 Delocalization of boundary states

In [105] it is shown that, if the bulk Hamiltonian h has a spectral gap ∆ , the half-

space Hamiltonian ĥ cannot satisfy the Aizenman-Molchanov bound in ∆ unless its

strong Chern number (the one with n= d) vanishes. This suggests that the boundary

states are resistant to dynamical localization. An important ingredient in the proof

was the quantization of the strong Chern numbers which implies invariance under

perturbations that are continuous in a Sobolev topology. This section will demon-

strate that the quantization of the strong invariants is actually not essential and give a

general argument that also the boundary states corresponding to the weak invariants

are protected from localization in the same sense.

For sake of simplicity, we will assume that h ∈ MN(A) is smooth and let

ĥ ∈MN(Â) with ĥ = PhP+ k̃ and k̃ ∈MN(ET̂ξ ,ρ
). What will be proved is not delo-

calization in the actual sense, but rather that certain decay properties of the Hamil-
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tonian which are expected to hold in the localized regime constrain the boundary

invariants to vanish.

For a spectral interval I, let us introduce an eigenfunction correlator for the half-

space operator, following [3, 4]

Q(ĥω,r,x,y, I) = sup
f∈B(I) ,‖ f‖∞≤1

∥∥〈x| f (ĥω,r)|y〉
∥∥

2
,

with the supremum taken over all bounded Borel functions and the Hilbert-Schmidt-

norm on MN(C). As usual, we consider the disorder average of the eigenfunction

correlator and in addition it will also be useful to average over a compact subset

[0,R)∩ Ĝ with an arbitrary, but fixed positive R ∈ Γξ = vξ ·Zd :

Q2(ĥ,x,y, I) =

∫

[0,R)∩Ĝ

∫

Ω
Q(ĥω,r,x,y, I)

2 P(dω) µ̂(dr) .

Since the average extends only over a finite interval, it can characterize the decay

w.r.t. the hypersurface uniformly. The interval itself is arbitrary since one can always

shift the boundary using a combination of magnetic translations and translations in

Ω .

A standard localization condition is rapid off-diagonal decay of the averaged

eigenfuncion correlator:

Definition 5.5.1. A Hamiltonian ĥ is said to satisfy strong dynamical localization in

a spectral interval I if

sup
y∈Zd

∑
x∈Zd

(1+ |x− y|)k
Q2(ĥ,x,y, I) < ∞ (5.39)

holds for each k ∈ N.

If (5.39) holds for an interval I ⊂ ∆ , it is possible to show (under mild assump-

tion on the degeneracy of eigenvalues) that ĥω,r almost surely has only pure-point

spectrum in I with eigenfunctions that decay polynomially in space (e.g. [4, Chap-

ter 7]). The bulk gap automatically improves such off-diagonal decay to rapid decay

w.r.t. the boundary hypersurface:

Lemma 5.5.2. Let ĥ = PhP+ k̃ be a smooth Hamiltonian as above with bulk gap ∆
and rapidly decaying boundary term in the sense that

sup
ω∈Ω ,r∈Ĝ

(1+ |x− y|) j(1+
∣∣vξ · x− r

∣∣) j(1+
∣∣vξ · y− r

∣∣) j
∥∥〈x|k̃ω,r|y〉

∥∥ < ∞

for each j ∈N. If ĥ satisfies strong dynamical localization in an interval I ⊂ ∆ , then

it also satisfies the condition

sup
y∈Zd

∑
x∈Zd

(1+
∣∣y · vξ

∣∣k+1
)(1+ |x− y|)k

Q2(ĥ,x,y, I) < ∞ , (5.40)



5.5 Delocalization of boundary states 161

for any k ∈ N.

Proof. Choose an interval Ĩ with I ⊂ Ĩ ⊂ ∆ and let g ∈ C∞
0 (∆) be a function with

g|I = 1|I and vanishing outside Ĩ. We note the standard estimate

sup
ω∈Ω ,r∈Ĝ

|ℑm(z)| j+1 (1+ |x− y|) j

∥∥∥∥∥〈x|
1

ĥω,r− z
|y〉
∥∥∥∥∥ < ∞ ,

which follows from the norm-estimate

∥∥∥∇ j 1

ĥω,r−z

∥∥∥ < c |ℑm(z)|−| j|−1
and the rela-

tion

〈x|∇êi
âω,r|y〉 = −ı(yi− x j)〈x|âω,r|y〉 .

For the bulk resolvent we also have the Combes-Thomas estimate from the proof of

Proposition 5.3.3. Substituting those estimates for matrix elements into the Dynkin-

Helffer-Sjöstrand representation for g(ĥ) (see the proof of Proposition 5.4.2) it is

then possible to show that there is for any j ∈ N a constant c j independent of r ∈ Ĝ

such that

sup
ω∈Ω

∥∥〈x|g(ĥω,r)|y〉
∥∥ ≤ c j

(1+ |x− y| j)(1+
∣∣vξ · x− r

∣∣ j)(1+
∣∣vξ · y− r

∣∣ j)
.

Consider the L1-averaged eigenfunction correlator

Q1(ĥ,x,y, I) =
∫

[0,R)

∫

Ω
Q(ĥω,r,x,y, I) P(dω) µ̂(dr) ,

which is readily seen to satisfy Q2 ≤ Q1 ≤ cR

√
Q2 due to Q≤ 1 and since L1 ⊂ L2

holds for finite measure spaces. Hence Q1 also decays faster than any polynomial in

|x− y| which means that for any j, ℓ ∈ N there are constants such that

Q1(ĥ,x,y, I)

=

∫

[0,R)∩Ĝ

∫

Ω
sup

f∈B(I) ,‖ f‖∞≤1

∥∥ ∑
z∈Zd

〈x| f (ĥω,r)|z〉〈z|g(ĥω,r)|y〉
∥∥

1
P(dω) µ̂(dr)

≤ ∑
z∈Zd

∫

[0,R)∩Ĝ

∫

Ω

∥∥〈z|g(ĥω,r)|y〉
∥∥Q(ĥω,r,x,z, I) P(dω) µ̂(dr)

≤ ∑
z∈Zd

(
sup

ω∈Ω ,r∈[0,R)∩Ĝ

∥∥〈z|g(ĥω,r)|y〉
∥∥
)
Q1(ĥ,x,z, I)

≤ ∑
z∈Zd

c j,R

(1+ |x− y| j)(1+
∣∣vξ · z

∣∣ j
)(1+

∣∣vξ · y
∣∣ j
)

c̃ℓ

1+ |x− z|ℓ
.

As j and ℓ are arbitrary, Q1(ĥ,x,y, I) and thus Q2(ĥ,x,y, I) can be seen to decay

faster than any polynomial in |x− y| and
∣∣vξ · y

∣∣. Substituting this upper bound into

(5.40) completes the proof. ✷
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Lemma 5.5.3. Let â ∈Nξ ∩L2(Nξ ) then

∥∥â
∥∥2

2
=
∫

Ĝ

∫

Ω
∑

x∈Zd

‖〈x|âω,r|0〉‖2
2
P(dω) µ̂(dr).

For any x0 ∈ Zd with R := x0 · vξ > 0 one further has

∥∥â
∥∥2

2
=
∫

Ĝ∩[0,R)
∑

m∈Z

∫

Ω
∑

x∈Zd

∥∥〈x+mx0|âω,(r−mR)|mx0〉
∥∥2

2
P(dω) µ̂(dr).

Proof. As in the proofs of Propositions 5.2.8 and 5.2.9 there is a function ĝ ∈
L2(Ĝ,L2(M,T)) such that â =

∫
G π(F−1g)(t)U(t)µ(dt),

∥∥â
∥∥2

2
=

∫

Ĝ
T ((ĝ(r))∗ĝ(r)) µ̂(dr)

and by the isometric embedding of L2(M) into HT one further has

T ((ĝ(r))∗ĝ(r)) =
∫

Ω
∑

x∈Zd

‖〈x|ĝ(r)ω |0〉‖2
2 P(dω).

The relation between ĝ and the matrix elements of â is

〈x|âω,r|y〉 =
∫

G
〈x|(F−1g)(t)ωe2π ı(Xξ+r)t |y〉 µ(dt)

=

∫

G
〈x|(F−1g)(t)ωe2π ı(vξ ·y+r)t |y〉 µ(dt)

= 〈x|ĝ(vξ · y+ r)ω|y〉

which implies both of the desired formulas. ✷

Lemma 5.5.4. If (5.40) holds, then

sup
f∈B(I) ,‖ f‖∞≤1

∥∥ f (ĥ)
∥∥

B
k
2
2,2

< ∞ .

Moreover, if ( fl)l∈N is a uniformly bounded sequence in the Borel functions B(I)

with f = liml→∞ fl , then fl(ĥ) converges to f (ĥ) in B
k
2
2,2(Nξ ).

Proof. For f ∈C∞
0 (I) with ‖ f‖∞ ≤ 1 one applies Lemma 5.5.3 to â := f (ĥ) ∈ E

T̂ξ ,ρ

to obtain

∥∥ f (ĥ)
∥∥2

2
=

∫

[0,R)∩Ĝ

∫

Ω
∑

m∈Z
∑

x∈Zd

∥∥〈x+mx0| f (ĥ)ω,(r−mR)|mx0〉
∥∥2

2
P(dω) µ̂(dr)

≤ ∑
m∈Z

∑
x∈Zd

Q2(ĥ,x+mx0,mx0, I) .
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Similarly

∥∥Ŵj ∗ f (ĥ)
∥∥2

2
≤ ∑

m∈Z
∑

x∈Zd

∣∣Wj(x)
∣∣2 Q2(ĥ,x+mx0,mx0, I) . (5.41)

Thus by (5.40) one obtains a bound that is uniform for all smooth f . An arbitrary f ∈
B(I) can be written as a pointwise limit fl → f of smooth functions, hence fl(ĥ)→
f (ĥ) in the SOT and therefore in the weak L2-topology by Lemma A.2.2(iii). Since

multipliers are continuous, this implies Ŵj ∗ fl(ĥ)→ Ŵj ∗ f (ĥ) also in the weak L2-

topology and hence

∥∥Ŵj ∗ f (ĥ)
∥∥2

2
≤ liminf

l→∞

∥∥Ŵj ∗ fl(ĥ)
∥∥2

2
.

This shows that (5.41) actually holds for all f ∈B(I) with ‖ f‖∞≤ 1. Using the same

manipulations as in the proof of Proposition 2.1.4, one can bound the equivalent

norm of B
k
2
2,2

∥∥ f (ĥ)
∥∥2

B
k
2
2,2

≤ ∑
m∈Z

∑
x∈Zd

(1+ |x|)k
Q2(ĥ,x+mx0,mx0, I)

= ∑
m∈Z

1

1+ |mR|k+1 ∑
x∈Zd

(1+
∣∣mx0 · vξ

∣∣k+1
)(1+ |x|k)Q2(ĥ,x+mx0,mx0, I) .

Together with (5.40) this shows that f (ĥ) ∈ B
k
2
2,2(Nξ ) with a bound on the norm that

is uniform for f ∈B(I) with ‖ f‖∞ ≤ 1.

Having established that all spectral projections of ĥ in the interval I have finite

trace, a dominated convergence argument shows that for a pointwise convergent

sequence fl→ f , one also has convergence in the norm L2-sense ‖ f (ĥ)− fl(ĥ)‖2→
0. As multipliers are continuous, this gives

∥∥Ŵj ∗ f (ĥ)−Ŵj ∗ fl(ĥ)
∥∥

2
→ 0 ,

and dominated convergence using (5.41) implies convergence in B
k
2
2,2(Nξ ). ✷

Proposition 5.5.5. Let n≤ d and EF in a bulk gap ∆ . If ChT,θ×ξ (pF) 6= 0, then the

bound (5.40) cannot hold for any k ≥ n and in any open interval I ⊂ ∆ . If h and ĥ

satisfy the CH and ChT,θ×ξ (uF) 6= 0, then the bound (5.40) with k ≥ n cannot hold

in an interval I ⊂ ∆ containing 0 unless 0 is an eigenvalue of ĥ.

Proof. Let χI = χ(ĥ ∈ I) and set

û∆ ,ε = exp
(
2π ı fExp,ε(ĥ)

)
,
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for any ε > 0 and fExp,ε ∈C∞(R) a choice of smooth functions which take the value

0 below I, 1 above I and converge to χ(E > E0) as ε → 0 for an arbitrary, but fixed

E0 ∈ I. By Lemma 5.5.4, one has B
k
2
2,2-convergence

B
k
2
2,2- lim

ε↓0
exp
(
2π ı fExp,ε(ĥ)

)
χI = exp

(
2π ı χ(ĥ > E0)

)
χI = χI .

Note that exp(2π ı fExp,ε(ĥ)) = exp(2π ı fExp,ε(ĥ))χI +(1N− χI) and hence also

B
k
2
2,2- lim

ε↓0
û∆ ,ε − χI = B

k
2
2,2- lim

ε↓0
exp
(
2π ı fExp,ε(ĥ)

)
χI − 1N = 0 .

Appealing to Proposition 2.3.5(ii), one can bound

∥∥â
∥∥

Bn
≤ C‖â‖

2
n+1

B
n
2
2,2

‖â‖1− 2
n+1

∞

for all â ∈ Nξ ∩B
n
2
2,2(Nξ ,ρ), which shows that the boundary cocycle is continuous

w.r.t. the B
n
2
2,2-norm on uniformly operator-norm bounded sets. Hence for k ≥ n

0 = 〈Ch
T̂ξ ,θ

, [1N ]1〉 = lim
ε→0
〈Ch

T̂ξ ,θ
, [û∆ ,ε ]1〉 = 〈ChT,θ×ξ , [pF ]0〉 ,

in contradiction to the assumption. In the odd case one applies an analogous con-

vergence argument to

p∆ ,ε = e−ı π
2 fInd,ε (ĥ)

(
1N 0

0 0N

)
eı π

2 fInd,ε (ĥ) ,

with fInd,ε anti-symmetric functions that converge to sgn as ε→ 0. Then

B
k
2
2,2- lim

ε↓0
p∆ ,ε − 0 N

2
⊕ 1 N

2
=

1

2
J B

k
2
2,2- lim

ε↓0

(
e−ıπ fInd,ε + 1

)
(ĥ) = J χ(ĥ = 0) .

Hence

〈Ch
T̂ξ ,θ

, [0N⊕ 1 N
2
+ Jχ(ĥ = 0)]0− [1 N

2
]0〉 = lim

ε→0
〈Ch

T̂ξ ,θ
, [p∆ ,ε ]0− [1 N

2
]0〉

= 〈ChT,θ×ξ , [uF ]1〉 ,

allowing to complete the proof as above. ✷

In particular, strong dynamical localization cannot hold for the boundary states

corresponding to even n and the same is true for odd n unless the Fermi level is an

eigenvalue with positive probability.
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5.6 Flat bands of edge states

This section considers bulk Hamiltonians with chiral symmetry that are not neces-

sarily gapped, but have a pseudogap or are in the MBGR at the Fermi energy EF = 0.

The main result (already stated in Theorem 0.0.3 in the introduction) states that, un-

der suitable conditions, one can nevertheless apply the Sobolev index theorem (The-

orem 3.4.9) and the associated Breuer-Fredholm index can then be interpreted as the

signed density of a flat band of edge states. The relevant bulk invariant is the odd

Chern number ChT,ξ (uF), i.e. the non-commutative winding number associated to

the G-action ξ given by (5.8) and generated by the direction vξ perpendicular to the

boundary. In this situation, the constructions for the half-space and the semi-finite

index pairing both take place in the algebra Nξ =M⋊ξ G which already suggests a

closer interrelation than merely the smooth BBC.

Let us describe the set-up building, in particular, on Sections 5.1 and 5.2. The

bulk Hamiltonian h ∈ MN(M) satisfies the CH of Definition 5.3.2, namely N is

even and JhJ = −h. Throughout it will be assumed that hω has almost surely no

eigenvalue at EF = 0. Stronger regularity conditions will be imposed later on, but

this is not yet necessary at this stage. In this section it is algebraically convenient to

work with the sharp half-space projection P = χ(X̂ξ > 0), though smooth boundary

conditions are also possible. The half-space Hamiltonian ĥ will be a matrix with

coefficients in PNξ P which takes the form

ĥ = PhP+ k̃ , (5.42)

with k̃ ∈ PNξ P∩K
T̂ξ

also satisfying the CH, i.e. k̃ is a chiral T̂ξ -compact boundary

term. As also P commutes with the chiral symmetry operator J (which only acts on

the matrix degrees of freedom), the half-space Hamiltonian has the chiral symmetry

J ĥJ = − ĥ . (5.43)

The physical representations ĥr,ω of ĥ are then given by a sum of a term of the form

(5.14) and a boundary term stemming from k̃, see (5.67) below. Let us stress that

PJ = JP implies that the matrix degrees of freedom over a given site of the lattice are

not split. For the special case of the graphene Hamiltonian presented in Section 5.3,

this means that the unit cells are not broken up, see the discussion towards the end

of this section.

The chiral symmetries of h and ĥ imply that angular parts of the polar decompo-

sitions of h and ĥ are of the form

sgn(h) =

(
0 uF

u∗F 0

)
, sgn(ĥ) =

(
0 û

û∗ 0

)
,

with the matrices being in the grading of J given in (5.21). The partial isometry

û ∈ PNξ P is connected to the projection ΠKer(ĥ) onto the kernel of ĥ by
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û∗û⊕ ûû∗ = P−ΠKer(ĥ) = P −
(

p̂0,+ 0

0 p̂0,−

)
.

Otherwise stated,

p̂0,+ = P− ûû∗ , p̂0,− = P− û∗û . (5.44)

The following result now establishes a link between the bulk winding number

ChT,ξ (uF) and the kernel of ĥ. There are two non-trivial assumptions that will be

discussed in the following.

Proposition 5.6.1. Let as above h ∈ MN(M) and ĥ ∈ MN(PNξ P) be self-adjoint

Hamiltonians satisfying the CH. Suppose that Ker(h) = {0} and:

(i) The Fermi unitary uF is an element of W 1
p (M) for some 1 < p≤ 2.

(ii) The off-diagonal part û ∈ MN(PNξ P) from the polar decomposition of ĥ is a

compact perturbation of PuFP, namely

û − PuFP ∈ K
T̂ξ

. (5.45)

Then

T̂ξ

(
J Ker(ĥ)

)
= ChT,ξ (uF) .

Proof. Note that P is (up to the isomorphism π̂T,G) the positive spectral projection

P of the Dirac operator D∼ Xξ as it appears in the Fredholm module that localizes

ChT,ξ in M⋊ξ G. Hence the Sobolev index theorem (Theorem 3.4.9) states

ChT,ξ (uF) = − T̂ξ -Ind(PuFP + 1−P) .

Due to condition (ii) and the stability of the T̂ξ -Breuer index under T̂ξ -compact

perturbation, this index is given by

ChT,ξ (uF) = − T̂ξ -Ind(û+ 1−P) .

The r.h.s. can also be viewed as the index T̂ξ -Ind(PûP) in the algebra PNξ P which

has P as the identity. Then (5.44) shows that û is partial isometry which is a compact

perturbation of the identity. Hence p̂0,± are trace-class and the Calderon-Fedosov

formula (Theorem A.4.4) implies

ChT,ξ (uF) = −(T̂ξ (P− û∗û) − T̂ξ (P− ûû∗)) = T̂ξ (p̂0,+) − T̂ξ (p̂0,−) .

The r.h.s. is just a rewriting of T̂ξ (J Ker(ĥ)). ✷

Before discussing the assumptions of Proposition 5.6.1, let us show that the

signed surface density of states can be computed as an almost sure quantity. As the

bulk Chern number is also an almost sure quantity, the equality in Proposition 5.6.1

actually holds almost surely pointwise. The case d = 1 of the following result was

already analyzed in [55], though in a slightly different setting.
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Proposition 5.6.2. Assume the situation of Proposition 5.6.1.

(i) If d > 1 and p̂0,± =
∫ ⊕

Ω×Ĝ
P(dω) µ̂(dr) (p̂0,±)ω,r, one has

T̂ξ

(
J Ker(ĥ)

)
= T̂ω,r

(
(p̂0,+)ω,r− (p̂0,−)ω,r

)
,

almost surely w.r.t. P and the Haar measure of Ĝ. In particular, if the weak

Chern number does not vanish, then the physical Hamiltonians π̂T,G(ĥ)ω,r al-

most surely have a non-trivial infinitely degenerate kernel.

(ii) If d = 1 and p̂0,± =
⊕

r∈Z
∫⊕

Ω P(dω)(p̂0,±)ω,r, then P-almost surely

T̂ξ

(
J Ker(ĥ)

)
= Tr

(
J Ker(ĥω,r)

)
.

Hence ĥω,r almost surely has a non-trivial finite-dimensional kernel if the index

does not vanish.

Proof. The claim for d > 1 is a direct consequence of the Propositions 5.2.8 and

5.2.9 combined with Corollary 5.2.10. In the one-dimensional case, the fibers for

different r are unitarily equivalent and hence one can assume r = 0 and drop the

subscript (which corresponds to using the representation π̂T from above). By Propo-

sition 5.2.11, ûω is almost surely the polar decomposition of ĥω and hence

Tr
(
J Ker(ĥ)ω

)
= Ind(ûω + 1−P) .

Proposition 5.2.11 also shows that ûω + 1−P and PuωP+ 1−P are almost surely

Fredholm and that ûω−P(uF)ω P is almost surely a compact operator. Hence almost

surely

Ind(ûω + 1−P) = Ind
(
P(uF)ω P+ 1−P

)

and

T̂ξ -Ind(Tu) =

∫

Ω
Ind
(
P(uF)ω P+ 1−P

)
P(dω) .

It is enough to show that the index on the r.h.s. is almost surely constant. Since P
is ergodic under translations, one only needs to check that it is invariant under the

transformation Te1
. Due to covariance,

P(uF)Te1
(ω)P = SP(uF)Te1

(ω)PS∗ + |0〉〈0|(uF)Te1
(ω)|0〉〈0| ,

with S the right shift on the lattice. By the invariance of the Fredholm index under

unitary conjugation and compact perturbations, one thus has

Ind
(
P(uF)Te1

(ω)P+ 1−P
)
= Ind

(
P(uF)ωP+ 1−P

)
.

This concludes the proof. ✷

Now let us discuss the two conditions in Proposition 5.6.1. The first condition

(i) requires the bulk Fermi unitary uF to have sufficient Sobolev regularity for the

Sobolev index theorem for a winding number. This is clearly satisfied in presence
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of a bulk spectral gap. Sufficient to assure this Besov regularity is also a MBGR

(see Proposition 5.3.5) or a pseudogap of the DOS at EF = 0 (see Corollary 5.3.11).

Summing up, condition (i) is already dealt with in a somewhat satisfactory manner.

The main object of the remainder of this section is hence to establish condition

(ii) of Proposition 5.6.1. The condition states that the Fermi projections of h and ĥ

differ only by a compact term, i.e. one that is essentially localized at the boundary.

For differences of smooth functions of the Hamiltonian this follows from similar

arguments as proof of Proposition 5.4.2, however, the functional calculus now in-

volves the sign function which is not smooth. Before starting with analytical argu-

ments, let us provide a natural interpretation of the condition (5.45) in terms of an

alternative exact sequence that can be viewed as another bulk-boundary exact se-

quence and will be construct next. In the classical theory of Toeplitz operators, one

can study Toeplitz operators with so-called quasi-continuous symbols [36]. They

are characterized by having a compact commutator with the Szego projection. For

the present setting, this corresponds to the C∗-algebra

Q =
{

a ∈M : [P,a] ∈ K
T̂ξ

}
.

One can then introduce a larger version of the Toeplitz extension by taking the C∗-
algebra T ⊂Nξ spanned by the restrictions of Q, namely T = PQP+PKTP. It can

be shown that no element of the form PaP with a∈M can be T̂ξ -compact and hence

there is a well-defined symbol map q : PaP+PK
T̂ξ

P 7→ a and an exact sequence

0 → PK
T̂ξ

P → T
q→ Q → 0 . (5.46)

Hence (5.45) states that û is a lift of uF and therefore

Ind[uF ] = [p̂0,+]0 − [p̂0,−]0 ∈ K0(PKT̂ξ
P) ≃ K0(KT̂ξ

)

for the index map associated to the exact sequence (5.46).

The first sufficient condition for (ii) of Proposition 5.6.1 is the presence of a bulk

gap:

Proposition 5.6.3. Let h ∈MN(M) and ĥ ∈MN(PNξ P) be Hamiltonians for which

the CH holds such that h ∈W 1
1+δ (M,ρ) for some δ > 0 and that ĥ−PhP∈K

T̂ξ
. If

0 /∈ σ(h), then the conditions (i) and (ii) of Proposition 5.6.1 are satisfied.

Proof. The Sobolev condition on h together the bulk gap implies the Besov con-

dition on uF , namely condition (i) is satisfied. As h is invertible, one also has

h ∈W 1
1+δ (M,ρ)⊂ B1

1,1(M,ρ) and thus [P,h] ∈ L1(Nξ ) by the Peller criterion (The-

orem 3.2.1). This implies [P, f (h)] ∈K
T̂ξ

for every function f that is continuous on

σ(h). If one considers the polar decomposition sgn(ĥ) with functional calculus in

PNξ P, then in the Calkin algebra
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P |h|sgn(h)P+K
T̂ξ

= PhP + K
T̂ξ

= ĥ +K
T̂ξ

= |ĥ|sgn(ĥ) + K
T̂ξ

= |PhP|sgn(ĥ) + K
T̂ξ

= P|h|Psgn(ĥ) + K
T̂ξ

.

Multiplying from the left with P |h|−1
P then gives

Psgn(h)P +K
T̂ξ

= sgn(ĥ) + K
T̂ξ

,

which implies the claim. ✷

Let us now investigate the condition (ii) in Proposition 5.6.1 in the absence of

a bulk gap. As already stressed above, this is more delicate than the argument in

Proposition 5.4.2 because measurable functional calculus is needed. There is no

purely algebraic argument that shows that the difference sgn(ĥ)−Psgn(h)P is T̂ξ -

compact. In fact, a counterexample due to Krein shows that even a rank-one pertur-

bation of a self-adjoint operator can result in non-compact differences of spectral

projections [72].

The functional calculus will again be carried out using the analytic approxima-

tions from Lemma 5.3.6. This allows to use the geometric resolvent identity to write

the approximate sign functions sgnε(ĥ) as compact perturbations of Psgnε(ĥ)P
since the resolvent differences are T̂-compact. However, since the operator norm

of the resolvents always diverges at the same rate when approaching the spectrum,

the strong limit of sgnε(ĥ)−Psgnε(h)P is not approximated uniformly in operator

norm and can therefore fail to be compact in general. Recalling Lp(Nξ )⊂K
T̂ξ

we

therefore shift to estimating the Lp-(quasi-)-norms which tend to be better behaved

close to the spectrum. We will be lead to conditions on the Lp-smoothness of the

bulk Hamiltonian and its resolvent which can be checked for physically relevant

examples.

In the remainder of the section we impose the following finite-range condition

on the Hamiltonian and the boundary term for technical simplicity (though the con-

ditions could be relaxed to polynomial decay as in Lemma 5.5.2 without much dif-

ficulty):

Definition 5.6.4. Let h∈MN(M) and ĥ∈MN(PNξ P) be self-adjoint and related by

ĥ = PhP + k̃ ,

with k̃ ∈MN(PNξ P). Then h and ĥ are said to satisfy the finite hopping range con-

ditions if there is some m > 0 such that

Ph(1−P) + k̃ = (Ph(1−P) + k̃)P[−m,m] ,



170 5 Applications to solid state systems

where P[−m,m] = χ(X̂ξ ∈ [−m,m]), namely h has finite hopping range and k̃ is sup-

ported by a finite strip.

The first sufficient condition for (5.45) from Proposition 5.6.1 that also applies

without a spectral gap is a sufficiently steep pseudogap of h. Then Proposition 5.3.8

allows to control the L2-norms of the resolvent 1
h−z

for z→ 0:

Proposition 5.6.5. Let h ∈MN(M) and ĥ = PhP + k̃ ∈MN(PNξ P) satisfy the CH

and the finite hopping range conditions. If h has a pseudogap at 0 of order γ > 2,

then for p > γ
sgn(ĥ) − Psgn(h)P ∈ Lp(PNξ P) .

Thus condition (ii) of Proposition 5.6.1 holds.

Proof. Let us decompose γ = p+s with s > 0 and p≥ 2. For the functional calculus

one again uses Lemma 5.3.6 to write

sgn(ĥ) = s-lim
ε↓0

sgnε(ĥ) =
1

2π ı
s-lim

ε↓0 ∑
σ∈{−,+}

∫

Cσ
ε

1

ĥ− z
dz , (5.47)

and notes that this holds without hypothesis on the kernel of ĥ. The same represen-

tation (5.47) holds also for sgn(h). Using the geometric resolvent identity (5.36),

one can thus write the operator difference ∆ε = sgnε(ĥ)−Psgnε(h)P as

∆ε =
1

2π ı
∑

σ∈{−,+}

∫

Cσ
ε

P

ĥ− zP
(Ph(1−P)− k)

1

h− z
P dz . (5.48)

Let us set V = Ph(1−P)− k̃. Then by the short range hypothesis, there is some

m ∈ N with VP[−m,m] = V . Inserting P[−m,m] leads to a T̂ξ -traceclass element on the

r.h.s. because by Propositions 1.5.6 and 5.3.8

∥∥∥P[−m,m]
1

h− z

∥∥∥
p
≤ Cp

∥∥P[−m,m]

∥∥
p

∥∥∥ 1

h− z

∥∥∥
p
, ∀ 2≤ p < γ . (5.49)

The integrand in (5.48) is analytic in the Banach space Lp(M) at any point z ∈ Cσ
ε

and hence the integral exists as a convergent Riemann integral in the Lp-norm. Let

us now set g(z) = 1
h−z
− 1

h
and note that

∆ε =
1

2π ı
∑

σ∈{−,+}

∫

Cσ
ε

P

ĥ− zP
V P[−m,m]

(
g(z) +

1

h

)
P dz

= sgnε(ĥ)V P[−m,m]
1

h
P +

1

2π ı
∑

σ∈{−,+}

∫

Cσ
ε

P

ĥ− zP
V P[−m,m] g(z)P dz ,

where the Lp-Riemann integral can be evaluated since the z-dependent part con-

verges in L∞-norm. The first term converges in the Lp(Nξ )-quasi-norm (see Lemma

A.2.2(v)) and the same has to be shown for the second term. Most of the straight
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line parts converge simply since the Riemann integrals exist due to analyticity of

the resolvent. The only critical parts are the four line segments that approach z = 0.

Each of them is bounded in the same way, so let us only consider

∫ 1

ε
f (z)

dz

2π
with f (z) =

P

ĥ− ı zP
V P[−m,m]

(
1

h− ı z
− 1

h

)
P .

By Proposition 5.3.8 we may choose some 0 < r < s such that there is a constant K

with

‖ f (z)‖p ≤
1

|z| ‖V‖
∥∥P[−m,m]

∥∥
p

K |z|s̃ , z > 0 , (5.50)

for s̃ = min{ r
p
,1}. Hence the integral converges absolutely in Lp-norm for ε → 0.

In consequence, the Riemann integral defining ∆ε converges in the Lp-norm and

since it is also bounded uniformly in operator norm by ‖∆ε‖ ≤ 2, its limit coin-

cides with its strong limit sgn(h)− sgn(ĥ) by Lemma A.2.2(iii). Hence sgn(ĥ)−
Psgn(h)P ∈ Lp(Nξ )∩Nξ . The last claim sgn(ĥ)−Psgn(h)P ∈ K

T̂ξ
follows from

K
T̂ξ

= L∞(N)∩Lq(N). ✷

The sufficient condition on the DOS is satisfied for Dirac- or Weyl-semimetals

in dimension d ≥ 3, while it fails marginally in d = 2, due to the DOS scaling

νh([−ε,ε]) ∼ εd , see (5.34). The main obstruction to the extension of the proof

above to less restrictive conditions on the DOS (possibly only its Hölder continuity

at 0) stems from the fact that Proposition 1.5.6 fails for p < 2 such that no norm

bound on terms of the form P[−N,N]
1

h−z
can be obtained. This problem can be cir-

cumvented by imposing additional smoothness conditions on the resolvent:

Proposition 5.6.6. Let h ∈MN(M) and ĥ = PhP + k̃ ∈MN(PNξ P) satisfy the CH

and the finite hopping range conditions. If h has a pseudogap and the inverse of h

in the sense of Proposition 5.3.8 satisfies 1
h
∈ B

1
2
1,1(M) with a resolvent estimate

∥∥∥∥
1

h
− 1

h− ıε

∥∥∥∥
B

1
2
1,1

≤ K εs , ∀ ε ∈ (0,1) , (5.51)

for constants K,s > 0, then

sgn(ĥ) − Psgn(h)P ∈ Lp(PNξ P) , ∀ 1≤ p ≤ ∞

and thus condition (ii) of Proposition 5.6.1 holds.

Proof. This is a direct modification of the proof of Proposition 5.6.5 where one now

takes p = 1. Note that the resolvent (h− z)−1 for z /∈ σ(h) is smooth and hence

in the Besov space B
1
2
1,1(M) with a bound on the norm that depends only on the

inverse distance from the spectrum due the Combes-Thomas estimate (see Propo-

sition 5.3.3). For z close to the spectrum, Proposition 3.1.3 and (5.51) provide the

necessary estimates to obtain replacements for (5.49) and (5.50). ✷
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Fortunately, the technical additional condition (5.51) on the regularity of the re-

solvent can also be derived as a consequence of the pseudogap:

Proposition 5.6.7. Assume that h is smooth and has a pseudogap of order γ > 1 at

E = 0. Then:

(i) 1
h
∈ Bs

1,1(M) for each 0 < s < γ− 1.

(ii) For any 0 < s < γ−1, there exists some 0 < s̃ < 1 for which there is a constant

C > 0 such that ∥∥∥∥
1

h
− 1

h− ıε

∥∥∥∥
Bs

1,1

≤ C |ε|s̃ (5.52)

for ε small enough.

The following result is needed as a preparation for the proof.

Lemma 5.6.8. Let h be smooth and g :R→C a smooth function. Then for all p,q≥
1 and 0 < s < l with l ∈ N there is a constant Cs,l independent of g such that

‖g(h)‖Bs
p,q

< cs,l

l+1

∑
m=1

∥∥∥g(m)
∥∥∥

∞
.

Proof. The functional calculus is written out using the Dynkin-Helffer-Sjöstrand

formula

g(h) =
1

2π

∫

D
(∂zg̃K)(z)

1

h− z
dz , (5.53)

with g̃K a pseudo-analytic continuation of g satisfying |g̃K(z)| ≤CK |ℑm(z)|K where

K ∈N can be chosen arbitrarily large and D is an open set such that σ(h)⊂ D⊂C.

By iteration of the identity

∇i

1

h− z
= − 1

h− z
(∇ih)

1

h− z
,

one finds that

∥∥∥∥∇ j 1

h− z

∥∥∥∥ ≤
| j|+1

∑
m=1

1

|ℑm(z)|m+1

(
1+ ‖h‖

W
| j|−m
∞

)| j|

for any multi-index j and the norms

‖x‖W l
∞
= ∑

0≤| j|≤l

∥∥∇ jx
∥∥ .

Choosing K ≥ | j|+ 1 one therefore has with a norm-convergent integral

∇ jg(h) =
1

2π

∫

D
(∂zg̃K)(z)∇ j 1

h− z
dz ,

since one can construct the continuation to satisfy [39]
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|∂zg̃K)(z)| ≤
K

∑
m=1

cm‖g(m)‖∞ |ℑm(z)|m χU(z)+ cK+1‖g(K+1)‖∞ |ℑm(z)|K χV (z)

for universal constants and bounded compactly supported functions χU , χV of which

χU vanishes on a neighborhood of the real line. Hence

∥∥∇ jg(h)
∥∥ ≤ C j

(
l+1

∑
m=1

∥∥∥g(m)
∥∥∥

∞

)(| j|+1

∑
m=1

1

|ℑm(z)|m+1

(
1+ ‖h‖

W
| j|−m
∞

)| j|
)

and since the trace is finite the same estimate applies to
∥∥∇ jg(h)

∥∥
p

for any 0 < p <

∞. The conclusion is therefore provided by Proposition 2.3.5. ✷

Proof of Proposition 5.6.7. (i) By assumption, there is some M > 0 such that

νh((−ε,ε)) ≤ Cεγ for all 0 ≤ ε ≤ M. For γ ≥ 2 the result follows directly from

Proposition 2.3.5 since the resolvent is Sobolev-differentiable h−1 ∈W 1
1 (M) by the

proof of Proposition 5.3.10. For γ < 2, however, one cannot expect any (integer-

)Sobolev norm of (h− ıε)−1 to stay finite as ε→ 0. This makes it more challenging

to establish the estimate.

Choose a function χ0 ∈C∞
0 (R) supported on (−2,− 1

4
)∪ ( 1

4
,2), which is equal to

1 on (−1,− 1
2
)∪ ( 1

2
,1) and such that the scaled functions

χk(λ ) = χ0(2
−k−1M λ ) , k ∈ Z , k ≤ 0 ,

satisfy ∑0
k=−∞ χk(λ ) = 1 for all 0 < |λ | ≤M. Such a dyadic decomposition always

exists (see Section 2.1). Now set

χ(h) =
0

∑
k=−∞

χk(h) , χc(h) = 1 −
0

∑
k=−∞

χk(h) .

Then χc can be taken to be a smooth function since 0 is not an eigenvalue of h and

1 = χ(h)+ χc(h) .

In the following let us further abbreviate χk = χk(h). By assumption on the density

of states combined with functional calculus there are constants C1 and C2 such that

uniformly in −∞ < k ≤ 0

∥∥∥∥χk

1

h

∥∥∥∥
1

≤ C1 2(γ−1)k ,

∥∥∥∥χk

1

h

∥∥∥∥
∞

≤ C2 2−k . (5.54)

Observe that

‖∇iχk‖ ≤ 2−kC3 ‖∇ih‖ (5.55)

for some constant C3 depending only on the function χ0 since χk = χ0(2
−kh) can

be written with the Dynkin-Helffer-Sjöstrand formula and differentiated under the

integral sign
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∇iχk = − 1

2π

∫

D
(∂z χ̃0)(z)

1

2−kh− z
(2−k∇ih)

1

2−kh− z
dz

for D ⊂ C compact and χ̃0 a suitable quasi-analytic extension of χ0, satisfying at

least |(∂zχ̃0)(z)| ≤C |ℑm(z)|2.

The goal is to bound

‖ f (h)‖Bs
1,1
≤ ‖χ(h) f (h)‖Bs

1,1
+ ‖χc(h) f (h)‖Bs

1,1
, (5.56)

for functions f of h which are smooth everywhere except possibly at 0. As χc f is

a smooth function the Besov-norms of χc(h) f (h) are all finite by Lemma 5.6.8. Let

us hence focus on the singular part χ(h) f (h). From Lemma 2.3.3 and for Wj(t) =
ϕ(2− j|t|) as in (2.1), one has that

∥∥∥Ŵj ∗ a

∥∥∥
1
≤ 2− jC

d

∑
i=1

‖∇ia‖1 ,

uniformly for j > 0. Let us use the notation ‖a‖Ẇ 1
1
=∑d

i=1 ‖∇ia‖1. Then for arbitrary

0 < δ < 1

‖χ(h) f (h)‖Bs
1,1

≤ ‖χ(h) f (h)‖1 +
∞

∑
j=1

0

∑
k=−∞

2 js
∥∥∥Ŵj ∗ (χk f (h))

∥∥∥
1

= ‖χ(h) f (h)‖1 +
∞

∑
j=1

0

∑
k=−∞

2 js
∥∥∥Ŵj ∗ (χk f (h))

∥∥∥
δ

1

∥∥∥Ŵj ∗ (χk f (h))
∥∥∥

1−δ

1

≤ ‖χ(h) f (h)‖1 + Cδ

∞

∑
j=1

0

∑
k=−∞

2 j(s−δ )‖χk f (h)‖δ
Ẇ 1

1
‖χk f (h)‖1−δ

1 . (5.57)

Note that the shifted cutoff functions χ̃k = χk−1 satisfy χk = χk χ̃k. One can differen-

tiate f (h) = h−1 using the Leibniz identity ∇i
1
h
=− 1

h+ıε (∇ih)
1

h+ıε which extends to

the limit ε = 0 as long as there is a smooth cut-off excluding the singularity. Hence

∥∥∥∥∇iχk

1

h

∥∥∥∥
1

=

∥∥∥∥∇iχk

1

h
χ̃k

∥∥∥∥
1

≤
∥∥∥∥(∇iχk)

1

h
χ̃k + χk

1

h
(∇i χ̃k) − χk

1

h
(∇ih)

1

h
χ̃k

∥∥∥∥
1

≤ ‖∇iχk‖∞

∥∥∥∥χ̃k

1

h

∥∥∥∥
1

+ ‖∇iχ̃k‖∞

∥∥∥∥χk

1

h

∥∥∥∥
1

+

∥∥∥∥χk

1

h
(∇ih)

∥∥∥∥
∞

∥∥∥∥χ̃k

1

h

∥∥∥∥
1

≤
(

4C3 2−k ‖∇ih‖∞ + C2 2−k ‖∇ih‖
)

C1 2(γ−1)k ,

where the scaling relations (5.54) and (5.55) were used. Thus there is a constant C

such that
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∥∥∥∥χk

1

h

∥∥∥∥
Ẇ1

1

=
d

∑
i=1

∥∥∥∥∇iχk

1

h

∥∥∥∥
1

≤ C4 2(γ−2)k .

Substituting into (5.57) with f (h) = h−1 one gets

∥∥∥∥χ
1

h

∥∥∥∥
Ḃs

1,1

≤
∥∥∥∥χ(h)

1

h

∥∥∥∥
1

+ C̃δ

∞

∑
j=1

0

∑
k=−∞

2 j(s−δ )2(γ−2)kδ 2(γ−1)k(1−δ )

=

∥∥∥∥χ(h)
1

h

∥∥∥∥
1

+ C̃δ

∞

∑
j=1

0

∑
k=−∞

2 j(s−δ )2(γ−1−δ )k

and the sum is finite whenever γ − 1− δ > 0 and δ > s, thus the l.h.s. is finite if

γ− 1 > s which completes the proof of part (i) of the proposition.

For part (ii) one needs to obtain estimates for fε (h) =
1
h
− 1

h+ıε . By the resolvent

identity and the proof of Lemma 5.6.8 one first checks that ‖χc(h) fε‖Bs
1,1
≤C |ε| for

small enough ε since χc fε converges uniformly to 0 with all its derivatives. More-

over, again using the resolvent identity combined with (5.54) one obtains bounds

that are uniform in k and ε:
∥∥∥∥χk

1

h+ ıε

∥∥∥∥
1

≤
∥∥∥∥χk

1

h

∥∥∥∥
1

+

∥∥∥∥χk

1

h
ε

1

h+ ıε

∥∥∥∥
1

≤ C1 2(γ−1)k

(
1+ |ε|

∥∥∥∥
1

h+ ıε

∥∥∥∥
∞

)

≤ 2C1 2(γ−1)k ,

since
∥∥ 1

h+ıε

∥∥
∞
≤ 1
|ε| . Likewise

∥∥∥∥χk

1

h+ ıε

∥∥∥∥
∞

≤ 2C2 2−k .

For any 0 < θ < 1 the Hölder inequality and log-convexity of the p-normn (see

Appendix A.3) imply

∥∥∥∥χk

(
1

h
− 1

h+ ıε

)∥∥∥∥
1

=

∥∥∥∥χk

(
1

h
ε

1

h+ ıε

)∥∥∥∥
1

≤ |ε|
∥∥∥∥χk

1

h

∥∥∥∥
p

∥∥∥∥χk

1

h+ ıε

∥∥∥∥
q

≤ |ε|
∥∥∥∥χk

1

h

∥∥∥∥
1−θ

1

∥∥∥∥χk

1

h

∥∥∥∥
θ

∞

∥∥∥∥χk

1

h+ ıε

∥∥∥∥
θ

1

∥∥∥∥χk

1

h+ ıε

∥∥∥∥
1−θ

∞

= |ε| (C12(γ−1)k)1−θ (C22−k)θ (2C12(γ−1)k)θ |ε|θ−1

≤ C5 2(γ−1−θ)k |ε|θ
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for any 1 = 1
p
+ 1

q
with 1

p
= 1− θ . Assuming θ < γ − 1 one can sum over k to

obtain
∥∥χ(h)

(
1
h
− 1

h+ıε

)∥∥
1
≤C6 |ε|θ which provides a L1-norm estimate sufficient

for the inhomogeneous part of the Besov norm. To bound the homogeneous part, let

us again estimate the derivatives

∥∥∥∥∇i χk

(
1

h
− 1

h+ ıε

)∥∥∥∥
1

≤
∥∥∥∥(∇iχk)

(
1

h
− 1

h+ ıε

)
χ̃k

∥∥∥∥
1

+

∥∥∥∥χk

(
1

h
− 1

h+ ıε

)
∇iχ̃k

∥∥∥∥
1

+

∥∥∥∥χk

(
1

h
− 1

h+ ıε

)
(∇ih)

1

h
χ̃k

∥∥∥∥
1

+

∥∥∥∥χk

1

h+ ıε
(∇ih)

(
1

h
− 1

h+ ıε

)
χ̃k

∥∥∥∥
1

≤
∥∥∥∥χ̃k

(
1

h
− 1

h+ ıε

)∥∥∥∥
1

(
3C32−k ‖∇ih‖∞ + ‖∇ih‖∞ 3C22−k

)

and hence for any 0 < θ < 1 there is a constant such that

∥∥∥∥χk

(
1

h
− 1

h+ ıε

)∥∥∥∥
Ẇ 1

1

≤ C7 2(γ−2−θ)k |ε|θ .

Substituting into (5.57) gives

‖χ(h) fε (h)‖B̂s
1,1

≤ C6εθ + |ε|θ Cδ

∞

∑
j=1

0

∑
k=−∞

2 j(s−δ )(C72(γ−2−θ)k)δ (C62(γ−1−θ)k)1−δ

≤ C6εθ + |ε|θ C̃δ

∞

∑
j=1

0

∑
k=−∞

2 j(s−δ )2(γ−1−δ−θ)k

and if one first picks any δ < s < γ−1 and then 0 < θ < γ−1−δ the sum is finite

and thus the l.h.s. satisfies the desired inequality. ✷

To apply Proposition 5.6.6 one therefore requires merely finite-hopping range

and a pseudogap of order γ > 3
2
. In particular, this applies to non-disordered Dirac-

semimetals in d = 2 but also, for example, nodal line semimetals in d = 3 with

linear dispersion, for which the Fermi surface S ⊂ T3 is now a sufficiently regular

1-dimensional submanifold and the dispersion relation

|h(k)| ≥ c dist(k,S)

holds in a neighborhood of S. Hence it appears that the majority of periodic Hamil-

tonians with pseudogaps are covered by the combination Proposition 5.6.5 or Propo-

sition 5.6.6. Also note that despite the restriction to vanishing disorder in the bulk,

the half-space Hamiltonian is allowed to have fairly general disorder at the boundary

which is subject only to the conditions of Proposition 5.6.6.
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As already explained above, one should not expect the existence of pseudogaps in

a disordered regime, unless the disorder respects a chiral symmetry. In this situation,

it is helpful to use fractional moments to establish bounds for the Lp-quasinorms for

some 0 < p < 1:

Lemma 5.6.9. Let h = h∗ ∈ MN(M) and assume that the Aizenman-Molchanov-

bound (5.25) is satisfied in an interval ∆ containing 0 for some exponent 0 < s < 1.

For any 0 < p < s there are constants c1,c2,c3 such that for PI = χ(X̂ξ ∈ I) and

I ⊂ R a compact interval one has

∥∥∥∥PI
1

h− z1

∥∥∥∥
p

≤ c1 ‖PI‖p , (5.58)

∥∥∥∥PI

(
1

h− z1

− 1

h− z2

)∥∥∥∥
p

≤ c2 |z1− z2| |ℑm(z1)|−
p
s ‖PI‖p (5.59)

∥∥∥∥PI
1

(h− z1)2

∥∥∥∥
p

≤ c3 |ℑm(z1)|−
p
s ‖PI‖p (5.60)

uniformly in z1,z2 with dist(zi,σ(h)\∆)> δ for some δ > 0.

Proof. Let us note that if (5.25) holds for some 0 < s < 1 then it also holds for

all fractional exponents 0 < p ≤ s with adapted constants the reason being the Lp-

inclusion for probability spaces resulting from E | f |p ≤ (E | f |s) p
s .

Let us write 1
h−z

= ∑x∈Zd φx,zu
x as a Fourier series with coefficient functions

φx,z ∈MN(C(Ω)) ⊂MN(Td
B,Ω ) satisfying |φx,z(ω)|=

∣∣〈0|πω(
1

h−z
)|x〉
∣∣. Since φx,z is

ξ -invariant, it commutes with X̂ξ and thus PI (and any function of Dξ ) such that

‖PIφx,zu
x‖p

p = T̂ξ (
(

PI |φx,z|2 PI

) p
2
)

= T̂ξ (PI |φx,z|p PI)

= ‖PI‖1T(|φx,z|p)

= ‖PI‖1

∫

Ω

∥∥〈0|(πω(h)− z)−1|x〉
∥∥p

p
P(dω)

≤ ‖PI‖1

∫

Ω
N
∥∥〈0|(πω(h)− z)−1|x〉

∥∥p
P(dω)

≤ ‖PI‖1 N Ape−µp|x|.

Hence the first inequality follows from

∥∥∥∥PI

1

h− z

∥∥∥∥
p

p

≤ ∑
x∈Zd

‖PIφx,zu
x‖p

p ≤ ‖PI‖p
p ∑

x∈Zd

N Ape−µp|x| < ∞ .

The remaining estimates are based on the expansion
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PI

(
1

h− z1

1

h− z2

)
= ∑

x,y∈Zd

PI φx,z1
uxφy,z2

uy

= ∑
x,y∈Zd

PI φx,z1
uxP(I−vξ ·x) φy,z2

uy

where the projections P(I−vξ ·x) could be inserted since the ξ -spectrum satisfies

σξ (u
x) = {vξ · x}. Using the Hölder inequality and log-convexity of the Lp-(quasi-

)norms one has

‖ab‖p ≤ ‖a‖ ps
s−p
‖b‖s ≤ ‖a‖

1− p
s

p ‖a‖
p
s
∞ ‖b‖s ,

and hence one obtains

∥∥∥∥PI

(
1

h− z1

1

h− z2

)∥∥∥∥
p

p

=
∥∥∥ ∑

x,y∈Zd

PI φx,z1
uxP(I−vξ ·x) φy,z2

uy
∥∥∥

p

p

≤ ∑
x,y∈Zd

∥∥∥PI φx,z1
uxP(I−vξ ·x) φy,z2

uy
∥∥∥

p

p

≤ ∑
x,y∈Zd

‖PI φx,z1
ux‖p

p
s

∞ ‖PI φx,z1
ux‖p(1− p

s )
p

∥∥∥P(I−vξ ·x) φy,z2
uy
∥∥∥

p

s

≤ ‖PI‖1 |ℑm(z1)|−p
p
s ∑

x,y∈Zd

(
NApe−µp|x|

)1− p
s
(

NAse
−µs|y|

) p
s

< C‖PI‖1 |ℑm(z1)|−p
p
s ,

which implies (5.60) and (5.59) follows from this and the resolvent identity. ✷

Proposition 5.6.10. Let h ∈MN(M) and ĥ = PhP + k̃ ∈MN(PNξ P) satisfy the CH

and the finite hopping range conditions. Assume that the Aizenman-Molchanov-

bound (5.25) is satisfied in an interval ∆ containing 0 for some exponent 0 < s < 1.

Then

sgn(ĥ) − Psgn(h)P ∈ Lp(PNξ P) , ∀ p ∈ (0,∞] .

Thus condition (ii) of Proposition 5.6.1 holds.

Proof. The proof is a modification of that of Proposition 5.6.5 to work with the

quasi-Banach norms of Lp(N) for any 0 < p < s, such that one can apply the resol-

vent estimates from Lemma 5.6.9. To estimate the contour integrals arising from

Lemma 5.3.6 it is therefore necessary to use the theory of integration in quasi-

Banach spaces outlined in Appendix A.1. The main difference to the normed case

is that the usual triangle inequality for integrals fails, such that one must instead use

a series expansion with term-wise estimates.

Let us again write the difference ∆ε = sgnε (ĥ)−Psgnε (h)P as
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∆ε =
1

2π ı
∑

σ∈{−,+}

∫

Cσ
ε

P

ĥ− zP
V P[−m,m]

1

h− z
P dz . (5.61)

with V = Ph(1−P)− k. Then apply (5.58) from Lemma 5.6.9 to bound

∥∥∥P[−m,m]
1

h− z

∥∥∥
p
≤ c1

∥∥P[−m,m]

∥∥
p
,

uniformly in z with dist(z,σ(h)\∆) > δ > 0. Choosing δ small enough the bound

holds for all z in a neighborhood of
⋃

ε>0C
±
ε . This implies that the integrand in

(5.61) is analytic in the quasi-Banach space Lp(M) at any point z∈C±ε and hence the

integral exists as a convergent Riemann integral in the Lp-quasinorm. For zL = ı2−L

set gL(z) =
1

h−z
− 1

h−zL
and note that

∆ε =
1

2π ı
∑

σ∈{−,+}

∫

C
σ
ε

P

ĥ− zP
V P[−m,m]

(
gL(z) +

1

h− zL

)
Pdz

= sgnε(ĥ)V P[−m,m]
1

h− zL

P +
1

2π ı
∑

σ∈{−,+}

∫

Cσ
ε

P

ĥ− zP
V P[−m,m] gL(z)P dz ,

where the Lp-Riemann integral can be evaluated since the z-dependent part con-

verges in L∞-norm. The first term is uniformly bounded in ε and L w.r.t. the Lp(Nξ )-
quasi-norm (in fact, it is even Cauchy due to (5.59)) and the same will now be shown

for the second term. Again, most of the straight line parts can be bounded trivially in

ε and L simply since the Riemann integrals exist due to analyticity of the resolvent.

The only critical parts are the four line segments that approach the spectrum of ĥ at

z = 0. Each of them is bounded in the same way, so let us only consider

∫ 1

ε
FL(z)

dz

2π
with FL(z) =

P

ıPz− ĥ
V P[−m,m]

(
1

h− ız
− 1

h− ızL

)
P .

From this point on, we will choose ε = 2−L and bound the integrals uniformly for

L→ ∞. The integrals are analyzed separately on the dyadic intervals I j = (z j+1,z j),
0≤ j < L with z j = 2− j. On I j one has the convergent series expansion

FL(z) =
∞

∑
n=0

x
( j)
L,n f

( j)
n (z) ,

with f
( j)
n (z) =−(ı)n(z− z j)

n and
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x
( j)
L,n =

n

∑
k=0

P

(ĥ− ıPz j)k+1
V P[−m,m]

(
1

(h− ız j)n−k+1

)
P

− P

(ĥ− ıPz j)n+1
V P[−m,m]

1

h− ızL

P

=
n−1

∑
k=0

P

(ĥ− ıPz j)k+1
V P[−m,m]

(
1

(h− ız j)n−k+1

)
P

+
P

(ĥ− ıPz j)n+1
V P[−m,m]

(
1

h− ız j

− 1

h− ızL

)
P

In the second line each term of the sum contains the factor P[−m,m]
1

(h−ız j)2 that can

be estimated with (5.60) and in the third line one can apply (5.59). Bounding all

other resolvents in each term with the standard resolvent estimate
∥∥ 1

h−ız

∥∥
∞
≤ 1
|z| one

obtains uniformly in n, j,L

∥∥∥x
( j)
L,n

∥∥∥
p

p
≤
(

c1

n−1

∑
k=0

∣∣z j

∣∣−np−p
p
s + c2

∣∣z j

∣∣−(n+1)p−p
p
s
∣∣z j− zL

∣∣p
)
‖V‖

∥∥P[−m,m]

∥∥p

p

≤ (c3n+ c4)2
jp(n+ p

s ) ,

where
∣∣z j− zL

∣∣≤
∣∣z j

∣∣+ |zL| ≤ 2
∣∣z j

∣∣ since j < L. One also has the trivial estimate

∥∥∥ f
( j)
n

∥∥∥
∞

= sup
z∈[z j+1,z j ]

∣∣∣ f ( j)
n (z)

∣∣∣ ≤ 2−( j+1)n .

and applying the triangle inequality to the termwise integral (A.2) thus gives

∥∥∥
∫ z j

z j+1

FL(z)dz

∥∥∥
p

p
≤

∞

∑
n=0

(c3n+ c4)2
jp(n+ p

s )2−p( j+1)n
∣∣z j− z j−1

∣∣p

=
∞

∑
n=0

(c3n+ c4)2
jp(n+ p

s )2−p( j+1)n 2−( j+1)p

=
∞

∑
n=0

(c3n+ c4)2
−pn+p j( p

s −1)−p

= c52 jp( p
s −1) ,

such that p < s implies that taking the sum over j gives a uniform upper bound

for the original integral. Hence the sequence ∆2−L is uniformly bounded in both

the Lp-quasi-norm and also in operator norm since ‖∆ε‖ ≤ 2. This also implies

boundedness w.r.t. each of the Lq-(quasi-)norms for p ≤ q ≤ ∞ and thus the strong

limit sgn(h)− sgn(ĥ) is also in Lq(Nξ ) for all p ≤ q≤ ∞ by Lemma A.2.2(v). This

is enough to complete the proof, though with slightly more effort one can, moreover,

show that ∆ε actually converges to its strong limit in the Lp(Nξ )-quasinorm. ✷
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Proof of Theorem 0.0.3. For sake of completeness, let us here collect the above re-

sults to show that each of the conditions of Theorem 0.0.3 separately implies that the

two conditions (Besov regularity and boundary compactness) of Proposition 5.6.1

hold, so that (0.6) indeed follows. For (i), namely that h is gapped, Besov and

Sobolev and regularity are obvious and boundary compactness follows from Propo-

sition 5.6.3 (which is essentially already in Proposition 5.4.2). Case (ii), namely

the case of a mobility gap, follows by combining Proposition 5.3.5 and Proposi-

tion 5.6.10. For the case (iii), Proposition 5.3.10 and Proposition 5.6.5 apply if the

pseudogap is of order γ > 2, otherwise for 3
2
< γ ≤ 2 one applies Proposition 5.6.6

whose conditions are satisfied by Proposition 5.6.7. Note also that the pseudogap

is sufficient for Proposition 5.3.10 to show the required Sobolev regularity of the

Fermi unitary. ✷

5.7 Application to graphene

A prototypical and minimal example of a chiral Hamiltonian with non-trivial weak

topological invariants is given by the discrete (graph) Laplacian on a honeycomb

lattice, which is often used as a basic model for graphene. The description of this

model is illustrated in Figure 5.1. The hexagonal lattice can be split into two trian-

gular sublattices, usually denoted as A-lattice ΛA and B-lattice ΛB respectively. The

B-lattice is obtained simply by shifting the A-lattice by a fixed vector w to a neigh-

boring site on the B-lattice. A minimal choice for a unit cell is then a pair of points

(A,B) connected by this vector w. In the Hilbert space, combining any two lattice

points that differ by w leads to an identification ℓ2(ΛA∪ΛB)≃ ℓ2(ΛA)⊗C2, that is

one equivalently has a single triangular lattice with two on-site degrees of freedom.

Moreover, the triangular A-lattice can be mapped into a square lattice: choosing

two linearly independent vectors v1,v2 connecting neighboring A-lattice sites, any

point x ∈ ΛA is given by x = n1v1 + n2v2 where n1,n2 ∈ Z. This establishes a bi-

jection x ∈ΛA 7→ (n1,n2) ∈ Z2 which corresponds to the identifications e1
∼= v1 and

e2
∼= v2 of the basis vectors with standard basis vectors of Z2. This is illustrated in

Figure 5.2. Thus the Hilbert space is ℓ2(ΛA∪ΛB) is identified with ℓ2(Z2)⊗C2.

The graphene Hamiltonian h simply consists of the nearest neighbor hopping

terms, so it is the adjacency matrix on the hexagon lattice. Let us write it out on

the Hilbert space ℓ2(Z2)⊗C2 where the upper component is the A-lattice and the

lower one the B-lattice. Then a given A-site has three nearest neighbors. As they

all lie in the B-lattice (and vice versa), the Hamiltonian h is off-diagonal containing

three summands in each off-diagonal entry. Recalling that u1 and u2 are the lattice

translations on Z2 as in Proposition 5.1.4, the choice of the vectors v1 and v2 leads

(according to Figure 5.1) to

h =

(
0 1+ u1+ u2

1+ u∗1+ u∗2 0

)
. (5.62)
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A
v1

v2

B

w

Fig. 5.1 The hexagonal lattice split into two triangular lattices, the A-lattice and the B-lattice. The

two sites connected by a dashed line form a unit cell.

e2

e1

B

A

Fig. 5.2 The hexagonal lattice mapped onto a decorated square lattice.

The magnetic field B is supposed to vanish here. The off-diagonal nature of h is

a chiral symmetry in the sense of Definition 5.3.2 with J as in (5.21) with N = 2.

Let us note that any next-nearest neighbor hopping term would destroy this chiral

symmetry.

Let us now begin with the spectral analysis of h. After Fourier transform one now

gets a function h : T2→M2(C) given by

h(k) =

(
0 1+ e2π ık1 + e2π ık2

1+ e−2π ık1 + e−2π ık2 0

)
. (5.63)

The spectrum of
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σ(h(k)) =
{
±
∣∣1+ e2π ık1 + e2π ık2

∣∣}

consists of two bands that touch at the Dirac points k± = (± 1
3
,± 1

3
). The Fourier

transform of the Fermi unitary is given by

uF(k) =
1+ e2π ık1 + e2π ık2

|1+ e2π ık1 + e2π ık2 |

and is manifestly not continuous at the Dirac points. This is directly related to the

topology of the Hamiltonian since indeed uF(k) has winding numbers ±1 around

the Dirac points, which could not be possible if uF were a smooth function. Of

course, this is a result of zeros of the off-diagonal entries a(k) = 1+ e2π ık1 + e2π ık2

at the Dirac points.

Next let us compute the weak Chern numbers ChT,ξ (uF) for this model, namely

the weak winding numbers. By the discussion following (5.33) the weak Chern

numbers are well-defined. Due to linearity it is sufficient to do this for the standard

basis vectors e1,e2, see (0.5). Clearly, the Hamiltonian is symmetric under the ex-

change of e1 and e2, hence ChT,e1
(uF) = ChT,e2

(uF). The winding number w.r.t. e1

is

ChT,e1
(uF) = T(u∇1u∗) =

∫

[0,1]

∫

[0,1]
uF(k)∂k1

u∗F(k) dk1 dk2 .

The integral for fixed k2 is just the winding number along one slice and the ho-

motopy invariance implies that it must be locally constant in k2, i.e. the value of

the inner integral can only change at the discontinuities of uF which are given by

the two Dirac points. Clearly, these are also the winding numbers of k1 ∈ [0,1) 7→
a(k1,k2) = 1+ e2π ık1 + e2π ık2 which are equal to 1 as long as k2 ∈ ( 1

3
, 2

3
) and vanish

otherwise. As this is a third of the k2-torus, one deduces

ChT,e1
(uF) =

1

3
, (5.64)

implying that also

ChT,e2
(uF) =

1

3
. (5.65)

Let us note that the value 1
3

can also be interpreted as the distance between the two

Dirac points in momentum space.

One can also modify the model slightly by introducing an additional parameter

λ for the hopping strength within each unit cell:

hλ (k) =

(
0 λ + e2π ık1 + e2π ık2

λ + e−2π ık1 + e−2π ık2 0

)
. (5.66)

The Fermi unitary is denoted by uF,λ . This model has a spectral gap for |λ | > 2

and a linear pseudogap for λ < 2 with two Dirac points k(1) and k(2). One can still

compute the weak Chern numbers ChT,e1
(uF,λ ) and ChT,e2

(uF,λ ) by the techniques
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above in terms of the components of k(1)− k(2). For |λ | > 2 the Hamiltonian is a

topologically trivial gapped insulator with ChT,ξ (uF,λ ) = 0. For |λ | = 2 the two

Dirac points merge to form a so-called semi-Dirac point, which still results in a

pseudogap with a square root DOS µh([−ε,ε])∼ |E|1+
1
2 , which is enough to ensure

the existence of the weak Chern numbers even though they vanish. From the above

expression in terms of the positions of the Dirac points in momentum space, one sees

that the Chern numbers change continuously throughout the perturbation. This also

holds more generally (see Proposition 5.3.13) and demonstrates that the weak Chern

numbers in the absence of a bulk gap do not have to be quantized in general. Let

us remark that this may change when one introduces additional constraints such as

lattice symmetries that the perturbations also have to respect. In the example above,

the hexagonal symmetry of the lattice is violated for all λ 6= 1 and it is clear that if it

was enforced then the Dirac points could only be located at certain high-symmetry

points in the Brillouin torus, thereby leading to an effective quantization.

B

A
vξ
∼= v1

Fig. 5.3 For the choice vξ = e1 one obtains a zigzag edge, here on the l.h.s. of the figure. Note that

none of the unit cells is broken up.

The results of Section 5.6 show that the weak Chern numbers dictate the signed

density of surface states for a half-space graphene Hamiltonian. Let us begin by an

explicit discussion of the type of edges considered, namely how precisely the half-

space Hamiltonian ĥ is constructed. According to Definition 5.6.4, it is of the form

ĥ = PhP+ k̃ with a (in general random) boundary term k̃ being supported on a strip

of finite width along the boundary. Here P = χ(X̂ξ > 0) is the half-space projection

in direction ξ (which is the vector in the representation on the square lattice). The

physical representations are then given by

ĥr,ω = χ(X̂ξ + r > 0)hω χ(X̂ξ + r > 0) + k̃r,ω , (5.67)
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B

A

vξ
∼= v2

Fig. 5.4 For the choice vξ = e2 one also obtains a zigzag edge, but now on the bottom of the figure.

An important point is that P it commutes with J, so that it does break up the chosen

unit cells. Let us first present the standard choices of vξ which lead to the well-

studied zigzag and armchair edges. Both of the choices vξ = e1 and vξ = e2 lead to

zigzag edges, as is illustrated in Figures 5.3 and 5.4. On the other hand, choosing

vξ = 2−
1
2 (e2−e1) corresponds to an armchair edge, see Figure 5.5. It is also possible

to produce edges with dangling modes with other choices of vξ , see Figure 5.6 for an

example. We do not attempt to plot examples of other choices of vξ , but stress once

again that the edge cuts considered here never break up the unit cells and that this

may produce so-called dangling sites. Another way to produce (possibly randomly

distributed) dangling sites is by means of the boundary perturbation k̃.

B

A

vξ

Fig. 5.5 The choice vξ = 2−
1
2 (e2−e1) produces an armchair edge on the lower right of the figure.
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Another comment is that the constructions up to here are dependent on several

choices that could also be taken in a different manner. First of all, one can choose

different basis vectors v1 and v2 for the A-lattice. This changes the Hamiltonian and

also the values of the weak Chern numbers. For example, if one chooses v′1 = v2

and v′2 = v1 +v2, then ChT,e1
(uF) = 0 and ChT,e2

(uF) =
1
3

and furthermore vξ = e1

produces an armchair edge and vξ = e2 a zigzag edge (note that this produces, of

course, consistent values for the signed density of surface states). Furthermore, one

can choose larger unit cells containing more than just 2 lattice sites.

B

A

vξ ‖ e1 + e2

Fig. 5.6 The choice vξ = 2−
1
2 (e1 + e2) produces a zigzag edge with dangling A-sites to the lower

left. For this edge, one has thus has T̂
(
J Ker(ĥ)

)
=
√

2
3

.

Let us finally come to the index-theoretic formula for the signed surface state

density of the flat band of edge states in graphene. By Proposition 5.6.7 the graphene

Hamiltonian satisfies all conditions of the BBC. Therefore taking into account that

ChT,e1
(uF) = ChT,e2

(uF) =
1
3

by (5.64) and (5.65),Proposition 5.6.1 implies that

(0.7) holds for the half-space Hamiltonian ĥ:

T̂
(
J Ker(ĥ)

)
=

1

3
(ξ1 + ξ2) , vξ =

(
ξ1

ξ2

)
, (5.68)

notably almost every realization ĥr,ω of the half-space Hamiltonian ĥ has a flat band

of zero energy edges states with signed density given by the r.h.s. of (5.68). In par-

ticular, for the zigzag edges there has to be a flat band of edge states (as previ-

ously found, see [111, 40]). The same can be said for any other angle, except for

ξ1 + ξ2 = 0 which corresponds to the armchair edge. The equality (5.68) is known

in the physics literature for rationally dependent normal vectors [40], but here the
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claim is also shown for irrational angles and its stability under random boundary

disorder is established.

Let us briefly comment on higher dimensional cases. One can also write down

chiral Hamiltonians which satisfy the conditions of the BBC, for example, by stack-

ing the model above and adding a weak interlayer coupling. A more interesting pos-

sibility in d = 3 is given by nodal line semimetals where the spectrum at the Fermi

level consists of a loop in momentum space. One may again have non-vanishing

winding numbers, which in turn lead to flat bands of surface states whose signed

density depends linearly on the components of the surface normal vector [82].



Appendix A

Appendices

A.1 (p)-Banach-spaces and integration

This appendix collects some basic results on (p)-Banach spaces, p > 0, and the

integration of analytic functions (see e.g. [65] for a review). A quasi-norm on a

complex vector space E is a positive functional ‖·‖ : E→ [0,∞) satisfying for λ ∈C,

x,y ∈ E and some constant K > 0,

‖x‖ = 0 ⇐⇒ x = 0 , ‖λ x‖ = |λ | ‖x‖ , ‖x+ y‖ ≤ K(‖x‖+ ‖y‖) .

A quasi-normed space in which every Cauchy-sequence converges is called a quasi-

Banach space. If there is some 0 < p < 1 such that the modified triangle inequality

‖x+ y‖p ≤ ‖x‖p + ‖y‖p

is satisfied, then the norm is called a (p)-norm. A quasi-Banach-space with a (p)-
norm is a complete topological spaces in the metric

d(x,y) = ‖x− y‖p .

Our main application for (p)-Banach-spaces consists of estimating the norms of el-

ements in a non-commutative Lp-space that are obtained by holomorphic functional

calculus and hence by integration along curves. The Riemann integral for functions

taking values in a quasi-normed space is defined exactly as in the normed case, how-

ever, there is the caveat that not all continuous function are integrable. Moreover, it

is difficult to estimate ‖
∫
C

f (z)dz‖ since neither of the triangle inequalities give a

useful estimate for limits of Riemann sums.

Definition A.1.1. Let E be a (p)-Banach-space and C ⊂ C a region. A function

f :C→E has a local expansion in z0 ∈C if there is an open neighborhoodU(z0)⊂C

such that

f (z) =
∞

∑
n=0

xn fn(z) (A.1)

188
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for all z ∈U(z0) with analytic functions fn : U(z0)→C and xn ∈ E satisfying

∞

∑
n=0

|xn|p ‖ fn‖p
∞ < ∞ .

The function f is called (p)-analytic on C if it has a local expansion in every point

z0 ∈ C.

This definition of analyticity is chosen since there are some subtleties involving

the convergence of power series in (p)-Banach-spaces. Analytic functions in (p)-
Banach spaces are still integrable:

Theorem A.1.2 ([57]). Let E be a p-Banach space, Γ ⊂C a finite-length curve and

f : Γ → E an (p)-analytic function on a neighborhood of Γ . Then f is Riemann

integrable. In particular, if f has a local expansion (A.1), then

∫

Γ
f (z)dz =

∞

∑
n=0

xn

∫

Γ
fn(z)dz , (A.2)

and ∥∥∥∥
∫

Γ
f (z)dz

∥∥∥∥
p

≤
∞

∑
n=0

‖xn‖p ‖ fn‖p
∞ |Γ |p .

A.2 Non-commutative Lp-spaces

Section 1.3 constructed, starting from an α-invariant trace T on a C∗-dynamical

system (A,G,α), a von Neumann algebra M = L∞(A,T) with a s.n.f. trace T.

The following Section 1.5 constructed a von Neumann crossed product algebra

L∞(A,T)⋊α G = L∞(A⋊α G, T̂) equipped with a s.n.f. trace T̂. This appendix

briefly recalls some of the consequences of this data by outlining the general theory

of non-commutative Lp-spaces, based on the review [100].

Hence let M be a von Neumann algebra with a s.n.f. trace T. We write L∞(M) =
M for convenience and assume that M acts on the GNS-Hilbert space H=HT . For

an element a ∈M define the support projection by

supp(a) = inf{e ∈ P(M) : ae = a} ,

where P(M) denotes the set of projections in M. Then S+ denotes the set of positive

operators x ∈M+ with finite support projection, namely T(supp(a)) < ∞. Further

let S be the linear span of S+. As T is semi-finite and normal, any projection is the

increasing strong limit of T-finite projections and as projections generate M, the set

S is weakly dense in M. Note that a ∈ S implies |a|p ∈ S+ and hence one can show

that

‖a‖p = T(|a|p)
1
p
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defines a norm on S for 1 ≤ p < ∞ and a p-quasi-norm for 0 < p < 1. The non-

commutative Lp-space is defined as the completion of S in this (quasi-)norm and

is denoted Lp(M). The Hölder-inequality still holds in the usual form ‖ab‖r ≤
‖a‖p‖b‖q where 1

r
= 1

p
+ 1

q
with 0 < r, p,q≤ ∞. Hence a ∈ Lp(M) and b ∈ Lq(M)

implies ab ∈ Lr(M). If T is finite, this implies that Lp(M) ⊂ Lq(M) for all p > q.

Furthermore, this allows to make sense of products involving factors in Lp-spaces

and the density of Lp(M)∩M implies that the cyclicity of the trace extends to

T(ab) = T(ba) for all a ∈ Lp(M) and b ∈ Lq(M). Moreover, for 1 ≤ p < ∞ one

still has the natural duality Lp(M)∗ = Lq(M). In particular, Lp(M) is reflexive for

1 < p < ∞ and L1(M) is the pre-dual M∗ of M.

An important property of the spaces Lp(M) is that they are realized as (possibly

unbounded) operators on H. Recall [41] that a closed operator a defined on a dense

subset of H is called affiliated to M if it commutes with any unitary from the com-

mutant of M, or equivalently, if the partial isometry u from its polar decomposition

a = u |a| and every bounded Borel function of |a| are elements of M. Furthermore

[48], an operator a is called T-measurable if it is affiliated to M and there is some

t ∈ R such that T(χ(|a| > t)) < ∞. For any two T-measurable operators a,b one

can find dense domains such that their sum and product are well-defined, closable

and a+ b, ab are T-measurable. The set of T-measurable operators M is therefore

a ∗-algebra with these operations. It is made into a topological ∗-algebra with the

measure topology, which is the topology generated by the open neighborhoods

Nε,δ (x) = {y∈M : there is a projection e∈M with ‖(x− y)e‖< ε, T(1−e)< δ}.

The trace T extends to an unbounded positive functional on the positive cone M+

by defining

T(x) = sup
n∈N

T

(∫ n

0
λ dEλ

)
,

for every x∈M+ with spectral resolution Eλ . Every element a∈Lp(M) corresponds

to an element of a ∈M such that

‖a‖p = T(|a|p)
1
p .

All these facts are proved in [48] or references therein, just as the following gener-

alizations classical convergence theorems:

Theorem A.2.1. Let an ∈M be a sequence converging in the measure topology to

a ∈M.

(i) (Fatou) If all an are positive, then T(a)≤ liminfn→∞T(an).
(ii) (Monotone Convergence) If 0≤ an ≤ a, then T(a) = limn→∞T(an).
(iii) (Dominated Convergence) Let 0 < p < ∞. If Sn ∈ Lp(M) converges to S ∈

Lp(M) in measure topology and, moreover, limn→∞ ‖Sn‖p = ‖S‖p, and |an| ≤
|Sn|, then

lim
n→∞
‖a− an‖p = 0 .
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The measure topology has convenient properties, but in practice it can be difficult

to show convergence in measure. In contrast, when working with bounded elements

of M the strong and weak operator topology are more convenient, in particular, since

continuous functional calculus preserves convergence of sequences. The following

lemma relates the strong operator topology with convergence in Lp(M):

Lemma A.2.2. Let (an)n∈N be a sequence in M converging strongly to a ∈M (and

hence the sequence is uniformly bounded in norm).

(i) The sequence converges in the strong operator topology of M on H if and only

if it converges in the strong operator topology of M represented on L2(M).
(ii) Let 0 < p < ∞. If an ∈M∩ Lp(M) and (an)n∈N converges in the Lp-(quasi-

)norm to some ã ∈M∩Lp(M), then a = ã.

(iii) Let 1 < p < ∞. If an ∈ Lp(M) holds for all n and limsupn→∞ ‖an‖p < ∞, then

(an)n∈N converges in the weak σ(Lp(M),Lq(M))-topology where 1 = 1
p
+ 1

q
.

(iv) One has ‖a‖p≤ liminfn→∞ ‖an‖p for all 1< p<∞. If in addition s-limn→∞ a∗n =
a∗, then the same also holds for 0 < p≤ 1.

(v) For a sequence (bn)n∈N in Lp(M), 0 < p < ∞ that converges in (quasi-)norm,

one has limn→∞ anbn = abn with convergence in Lp(M).

Proof. (i) A strongly convergent sequence is bounded and therefore also σ -strongly

convergent, as the strong and σ -strong topologies coincide on bounded sets. The

representation of M on L2(M) is normal and hence σ -strongly continuous, i.e.

(an)n∈N converges in the σ -strong topology of B(L2(M)) and because it is bounded,

also in the strong topology of B(L2(M)). Exchanging the roles of H and L2(M)
shows the other direction.

(ii) By (i) it is sufficient to show s-limn→∞ an = ã for M acting on L2(M) and as

there is a uniform bound on the operator norm, it is enough to show anb→ ãb for b

in the dense subset M∩L2(M). For p≤ 2 one has

‖(ã− an)b‖2
2 = T

(
|(ã− an)b|2

)
≤ ‖ã− an‖2−p

∞ ‖ã− an‖p
p ‖b‖2

∞,

which converges to zero as ‖an‖∞ is uniformly bounded and for p > 2 one can use

the Hölder inequality in the form

‖(ã− an)b‖2 ≤ ‖ã− an‖p‖b‖ 2p
p−2

to conclude the same.

(iii) It has to be shown that a ∈ Lp(M) and T(anb)→ T(ab) for all b ∈ Lq(M).
As ‖an‖p is uniformly bounded, it is enough to assert convergence for the dense

subspace b ∈ Lq(M)∩ L1(M). For fixed b ∈ L1(M) the map x ∈ M 7→ T(xb) is

σ -weakly continuous and thus strongly continuous on bounded sets, which implies

lim
n→∞

T(anb) = T
(
(s-lim

n→∞
an)b

)
= T(ab) , ∀ b ∈ Lq(M)∩L1(M) .

To show a ∈ Lp(M), note that the functional
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ψ : L1(M)∩Lq(M)→C , b 7→ T(ab) = lim
n→∞

T(anb) ,

is densely defined and bounded with |ψ(b)| ≤ limsupn→∞ ‖an‖p ‖b‖q and hence

extends to a bounded functional on Lq(M). By duality φ must thus have the form

φ(b) = T(ãb) for some ã ∈ Lp(M) and a = ã must hold since T((a− ã)x) = 0 for

all x ∈ L1(M).

(iv) One may assume liminfn→∞ ‖an‖p < ∞ and, after passing to a subsequence,

also liminfn→∞ ‖an‖p = limn→∞ ‖an‖p. If 1 < p < ∞, then (iii) implies that an→ a

converges weakly to a ∈ Lp and hence ‖a‖p = limn→∞ ‖an‖p. For 0 < p ≤ 1 the

additional requirement implies |a| = s-limn→∞ |a| and, since |·|
2
p is a continuous

function, the sequence |an|
p
2 ∈ L2(M) converges strongly to |a|

p
2 and is uniformly

bounded in L2-norm. Hence |a|
p
2 ∈ L2(M) and thus |a| ∈ Lp(M) with

‖a‖p = ‖|a|‖p ≤
(

liminf
n→∞

∥∥∥|an|
p
2

∥∥∥
2

) 2
p
= liminf

n→∞
‖an‖p .

(v) Due to ‖an(b− bn)‖p ≤ ‖b− bn‖p supn∈N ‖a‖ it is enough to prove this for

a constant sequence bn = b. By density one can assume b ∈M∩Lp(M)∩L2(M).
The statement holds for p = 2 since this is the definition of strong convergence in

the GNS-representation L2(M). For p < 2 write b = b1b2 with b1,b2 ∈M∩L2(M)
then

‖(an− a)b‖p ≤ ‖(an− a)b1‖2 ‖b2‖ p
2−p

and for p > 2

‖(an− a)b‖p ≤ ‖(an− a)b‖
2
p

2 ‖(an− a)b‖1− 2
p

∞ ,

which implies the claim. ✷

A.3 Complex interpolation theory

This appendix recall some basic notions and results from complex interpolation

theory, e.g. from [79]. Let E0 and E1 be Banach spaces over C that are embedded in

a Hausdorff topological vector space such that E0∩E1 and E0 +E1 are well-defined

and Banach spaces with respective norms

‖x‖E0∩E1
= max{‖x‖E0

,‖x‖E1
}

and

‖x‖E0+E1
= inf

{
‖x0‖E0

+ ‖x1‖E1
: x = x0 + x1 , x0 ∈ E0 , x1 ∈ E1

}
.
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Then (E0,E1) is called a (complex) interpolation couple and one can generate in-

termediate spaces using real or complex methods. We will only need the complex

method, which is based on the maximum principle in the form of Hadamard’s three

line theorem. Define F (E0,E1) to be the set of functions f : S→ E0 +E1 on the

vertical strip

S = {z ∈ C : 0≤ℜe(z)≤ 1} ,
that are continuous and bounded on S, analytic on the interior S◦ and satisfy on

the boundaries that t 7→ f (ıt) ∈ Cb(R,E0) and t 7→ f (1 + ıt) ∈ Cb(R,E1). Then

F (E0,E1) is a Banach space with the norm

‖ f‖
F(E0,E1)

= max
{

sup
t∈R
‖ f (ıt)‖E0

, sup
t∈R
‖ f (1+ ıt)‖E1

}
,

and for any θ ∈ (0,1) one can construct an intermediate Banach space

(E0,E1)θ = { f (θ ) : f ∈F (E0,E1)} = F (E0,E1)/Nθ ,

where Nθ = { f ∈F (E0,E1), f (θ ) = 0} and whose norm is the quotient norm

‖x‖θ = inf
f∈F(E0,E1) , f (θ)=x

‖ f‖
F(E0,E1)

. (A.3)

The three line theorem then gives the log-convexity inequality for the norms

‖x‖θ ≤ ‖x‖1−θ
0 ‖x‖θ

1 , ∀ x ∈ E0∩E1 , (A.4)

which shows that E0∩E1 ⊂ Eθ ⊂ E0 +E1 is indeed a space intermediate between

E0 and E1. Let us give the outcome of these constructions for two examples that turn

out to be relevant later on.

Example 1 (e.g. [71]) Let M be a von Neumann algebra with a s.n.f. trace T. Then

(Lp0(M),Lp1(M)) is an interpolation couple for 1≤ p0 < p1 ≤ ∞ and

(Lp0(M),Lp1(M))θ = Lp(M) , (A.5)

where 1
p
= 1−θ

p0
+ θ

p1
. In particular, one has the log-convexity inequality

‖a‖p ≤ ‖a‖1−θ
p0
‖a‖θ

p1
(A.6)

for the p-norms. ⋄
Example 2 (e.g. [14, Section 5.6]) For a Banach space E and s∈R, q∈ [1,∞) define

the sequence spaces

ℓq
s (E) =

{
x ∈ EN : ∑

k≥0

2sqk ‖xk‖q
E < ∞

}

and
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ℓ∞
s (E) = {x ∈ EN : sup

k≥0

2sk ‖xk‖E < ∞
}
,

with norms

‖x‖ℓq
s (E)

=
(

∑
k≥0

2skq ‖xk‖q
E

) 1
q
, ‖x‖ℓ∞

s (E)
= sup

k≥0

2sk ‖xk‖E .

If then (E0,E1) is an interpolation couple,

(
ℓq0

s0
(E0), ℓ

q1
s1
(E1)

)
θ
= ℓq

s ((E0,E1)θ ) , (A.7)

with s = (1−θ )s0 +θ s1 and 1
q
= 1−θ

q0
+ θ

q1
, ⋄

In Section 3.2 the following interpolation theorem for analytic families of opera-

tors is used. It is a slight generalization of [79, Theorem 2.7]:

Theorem A.3.1. Let (E0,E1) and (F0,F1) be interpolation couples and D⊂ E0∩E1

a dense subspace w.r.t. the combined norm. If z∈ S 7→ Tz ∈B(D,F0+F1) is a family

of operators on the strip S such that for any x ∈ D the map z 7→ Tzx is continuous

and bounded on S, analytic in S◦, Tıt and T1+ıt take values in F0 and F1 respectively

for all t ∈ R and there are constants M0, M1 such that

sup
t∈R
‖Tıtx‖F0

≤ M0 ‖x‖E0
, sup

t∈R
‖T1+ıtx‖F1

≤ M1 ‖x‖E1
,

for all x ∈D, then for any θ ∈ (0,1) one can extend Tθ to a bounded operator from

(E0,E1)θ to (F0,F1)θ satisfying

‖Tθ‖B((E0,E1)θ ,(F0,F1)θ )
≤ M1−θ

0 Mθ
1 .

Proof. It is known [79] that the finite linear span of the functions F(C,C) ·(E0∩E1)
is dense in F(E0,E1) and hence the same holds for for V(D) = spanF(C,C) ·D. By

replacing Tz by (M1−z
0 Mz

1)
−1Tz one may assume that M0 = M1 = 1 and that Tz is a

contraction. These properties imply that the map T : V(D)→ F(F0,F1) defined by

T
(
( f (z))z∈S

)
= (Tz f (z))z∈S

is well-defined and bounded. Hence it extends to F(E0,E1). Using suitable linear

combinations one can show that Nθ (E0,E1)∩V(D) is dense in Nθ (E0,E1) (com-

pare [79, Remark 2.5]), which implies that T maps Nθ (E0,E1) into Nθ (F0,F1) and

therefore lifts to a contractive map of the equivalence classes

T̃θ : (E0,E1)θ → (F0,F1)θ

that coincides with Tθ on D using the natural identifications. ✷

Let us finally comment on the interpolation of quasi-Banach spaces. The def-

inition of interpolation couples can be extended to quasi-normed spaces and the
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real interpolation methods generalize straightforwardly to that situation. The com-

plex method can be formulated for quasi-Banach spaces with some modifications

(though there are several slightly different versions, e.g. [38, 34, 66]), but due to

the failure of the maximum principle in arbitrary quasi-Banach spaces the inter-

polation spaces (E0,E1)θ obtained are in general only abstract completions of (a

quotient of) E0∩E1 and not always interpolation spaces in the actual sense, namely

E0 ∩E1 ⊂ (E0,E1)θ ⊂ E0 +E1 does in general not hold with continuous embed-

dings. However, as an important special case the non-commutative version of the

Riesz-Thorin theorem also holds for 0 < p < 1:

Theorem A.3.2 ([130]). Let M be a von Neumann algebra with a s.n.f. trace T.

Then, for 0 < p0 < p1 ≤ ∞, (Lp0(M,T),Lp1(M,T)) is an interpolation couple and

(Lp0(M),Lp1(M))θ = Lp(M) , (A.8)

where 1
p
= 1−θ

p0
+ θ

p1
. In particular, if T : Lp0(M)∩Lp1(M)→ Lp0(M)+Lp1(M) is

a bounded operator w.r.t. the ‖·‖p j→p j
-quasi-norms, then T extends from Lp0(M)∩

Lp1(M) to a bounded operator

T : Lpθ (M) → Lpθ (M)

with operator norm

‖T‖pθ→pθ
≤ ‖T‖1−θ

p0→p0
‖T‖θ

p1→p1
.

A.4 Compact and Breuer-Fredholm operators

This appendix outlines the theory of Breuer-Fredholm operators w.r.t. a semi-finite

von Neumann algebra (M,T). It originated from [25] and was extended to real-

valued indices by [94]. More recent reviews can be found in [13, 27, 28]. A pro-

jection e ∈M is called finite if it is in L1(M). Let FT denote the smallest algebraic

ideal of M that contains the finite projections. Its norm-closure KT is the ideal of

the so-called T-compact elements. While KT is always a C∗-algebra, it is not nec-

essarily separable. Another useful characterization of KT is given in [74], namely

for all 1≤ p < ∞ and with a closure in the operator norm,

KT = M∩Lp(M) . (A.9)

There is a basic result concerning projections in KT .

Proposition A.4.1 ([64]). Any projection e∈KT is already finite, that is, in FT . The

algebra FT is closed under the holomorphic functional calculus of its closure KT .

Hence it is a local C∗-algebra and the inclusion into KT induces an isomorphism

i∗ : K0(FT)→ K0(KT) of K-groups.
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Since T defines a 0-cycle on FT , one therefore has an induced homomorphism

T∗ = 〈T, ·〉 : K0(FT)→C that extends to K0(KT)≃ K0(FT). The Calkin-algebra is

defined as QT =M/KT and is also a C∗-algebra. An element T ∈M is called T-

Fredholm (or Breuer-Fredholm w.r.t. KT) if its image T +KT ∈M/KT is invertible

in the Calkin-algebra.

For any a∈M denote by Na the projection onto the kernel of a and by Ra the pro-

jection onto the closure of the range of a. Both of these projections are elements of

M since they can be written as strong limits and there are the convenient expressions

Na = sup{e ∈ P(M) : ae = 0} , Ra = inf{e ∈ P(M) : ea = a} .

where P(M) denotes the set of projections in M. There is the following generaliza-

tion of Atkinson’s theorem:

Theorem A.4.2 ([94]). a ∈M is T-Fredholm if and only if there exists a projection

e ∈KT such that

Na ∈ KT , Ran(1− e) ⊂ Ran(a) .

The second condition implies 1−Ra ≤ e ∈KT and is strictly stronger than this,

as T-Fredholm elements in general need not have a closed range. As a direct conse-

quence one also has Na∗ = 1−Ra ∈ KT . This allows to associate two indices to a

T-Fredholm operator a, namely the K0-index

Ind(a) = [Na]0 − [Na∗ ]0 ∈ K0(KT)

and the numerical index

T-Ind(a) = T(Na) − T(Na∗) = T∗(Ind(a)) ∈ R .

The K0-index is closely related to the index map Ind : K1(QT)→ K0(KT) corre-

sponding to the Calkin-extension 0→ KT →M→ QT → 0. Indeed, consider the

polar decomposition a = u|a| with u ∈M being the unique partial isometry that sat-

isfies this formula and for which 1−u∗u =Na and 1−uu∗=Na∗ . The image u+KT

is a unitary element of QT and since it lifts to the partial isometry u,

Ind([u+KT]1) = [1− u∗u]0 − [1− uu∗]0 = [Na]0 − [Na∗ ]0 = Ind(a) .

The numerical index is not in general an isomorphism in K-theory unless M is a

factor. It still has the following invariance properties [28, Corollary 3.8]:

Proposition A.4.3. (i) If a ∈M is T-Fredholm, then there is some δ > 0 such that

a+b is also T-Fredholm with T-Ind(a+b)= T-Ind(a) for all b∈M with ‖b‖<
δ . Thus the set of T-Fredholm operators is open in the norm-topology and the

numerical index is constant on each connected component.

(ii) If a is T-Fredholm and k∈KT then a+k is also T-Fredholm and T-Ind(a+k) =
T-Ind(a).
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Let us close this appendix with a useful criterion and formula (see [104] for a

proof, or [74] in the case n = 1, m = 1).

Theorem A.4.4 (Semifinite Calderon-Fedosov formula). Let a∈M such that (1−
aa∗)n ∈ L1(M) and (1−a∗a)n ∈ L1(M) for some n∈N\{0}. Then a is T-Fredholm

and for all m≥ n,

T-Ind(a) = T((1− a∗a)m) − T((1− aa∗)m) . (A.10)
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Acronyms and Notations

ı imaginary unit
√
−1

| · | absolute value

SOT strong operator topology

s.n.f. semi-finite normal and faithful (trace)

T∼= [0,1) torus

G = Tn0 ⊕Rn1 abelian group with n = n0 + n1 parameters

Ĝ = Zn0 ⊕Rn1 dual group

S (Rn) Schwartz functions

E Banach space

x elements in Banach space E

β G-action on Banach space E

F Fourier transform Section 1.1

FA(Ĝ) Fourier algebra FL1(G)

χ characteristic function of a set or event

sgn sign function sgn(x) = χ(x > 0)− χ(x < 0)

χs smooth characteristic function of a set from C0,∗(R) Equation (4.2)

ı imaginary unit
√
−1

γi Clifford generators Equation (3.2)

A C∗-algebra A

a element of A

A∼ unitization of an algebra A

MN(A) N×N matrices with entries in A

diag(A,B) block diagonal matrix built from A and B

Tr standard trace over Hilbert spaces

198
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B(H) bounded operators on Hilbert space H

K(H) compact operators on Hilbert space H

1 identity operator

(A,G,α) C∗-dynamical system Section 1.1

A⋊α G C∗-crossed product Section 1.1

(π ,U) left regular representation Equation (1.8)

D generator in left regular representation (π ,U) Equation (1.9)

(M,G,α) W ∗-dynamical system Section 1.2

N =M⋊α G W ∗-crossed product Section 1.2

1N identity in MN(C) or MN(A)

T s.n.f. trace Section 1.3

(πT,V ) GNS representation (covariant) of (M,G,α) on L2(M) Section 1.3

X generator of V in GNS representation (πT,V ) Equation (1.14)

KT T-compact operators Equation (A.9)

QT Calkin algebra w.r.t. T Appendix A.4

T-Ind Breuer-Fredholm index w.r.t. T Appendix A.4

σα(x) Arveson spectrum of x w.r.t. action α Definition 1.4.1

T̂α dual trace Section 1.5

α̂ dual action of dual group Ĝ on crossed product Section 1.6

iT Takai duality isomorphism Section 1.6

∇v directional derivation of action Section 1.7

Cm(A,α) m times differentiable elements of A Section 1.7

AT,α Fréchet algebra of smooth elements Section 1.7

Lp(M) non-commutative Lp-space w.r.t. T Appendix A.2

W m
p (M) non-commutative Sobolev spaces Equation (1.35)

Mc
T,α space of integrable operators with compact spectrum Equation (2.18)

(Wj) j∈N dyadic decomposition Equation (2.1)

Bs
p,q(M) scale of Besov spaces w.r.t. a G-action Equation (2.7)

Bn(M) short notation for Besov space B
n

n+1

n+1,n+1(M) Equation (3.22)

PI spectral projections of D on I ⊂ Rn Equation (3.3)

Ha Hankel operator with symbol a Definition 3.1.1

Ĥa two-sided Hankel operator with symbol a Equation (3.20)

ChT,α Chern cocycle for G-action α Definition 3.4.2

ξ R-action on M Chapter 4
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ChT,θ Chern cocycle for Rn-action θ Definition 4.3.4

D Dirac operator associated to action Equation (3.1)

P positive spectral (Hardy) projection of D Definition 3.1.1

T(A,G,ξ ) smooth Toeplitz extension Definition 4.1.1

∂
ξ
i Connes-Thom isomorphism Section 4.2

si suspension maps in K-theory Section 4.2
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Acronyms and specific meaning in the applications of Chapter 5

BGH bulk gap hypothesis Definition 5.3.1

CH chiral symmetry hypothesis Definition 5.3.2

MGR mobility gap regime Definition 5.3.4

DOS density of states Definition 5.3.7

BBC bulk-boundary correspondence

(Ω ,Zd ,P) disorder configuration probability space with Zd-action Section 5.1

EF Fermi energy

pF Fermi projection χ(h≤ EF)

sgnε approximate sign function Lemma 5.3.6

uF Fermi unitary operator for chiral system

J chiral symmetry operator Equation (5.21)

A= Td
B,Ω disordered non-commutative torus, C∗-algebra Section 5.1

πω physical representations of bulk on lattice Hilbert space Equation (5.6)

T trace per unit volume Equation (5.4)

M von Neumann algebra L∞(Td
B,Ω ,T) of bulk observables Section 5.1

E C∗-algebra Td
B,Ω ⋊ξ G of edge operators Section 5.2

Â C∗-algebra T(Td
B,Ω ,G,ξ ) of half-space operators Section 5.2

Nξ =M⋊ξ G von Neumann algebra of half-space observables Section 5.2

Xξ = vξ ·X position operator off the surface Section 5.2

ξ R-action induced by vξ perpendicular on half-space Equation (5.8)

ξ R-action shifting perpendicular to surface Equation (5.8)

A⋊ξ G C∗-algebra of edge operators Section 5.2

P half-space projection P = χ(Xξ > 0)

P soft half-space restriction Section 5.4

h Hamiltonian from A

ĥ half-space Hamiltonian Proposition 5.4.1 and Eq. (5.42)

νh density of states measure Definition 5.3.7

θ Rn-action specifying (weak) invariants Equation (5.22)

ChT,θ (pF) even bulk Chern numbers Equations (5.23)

ChT,θ (uF) odd bulk Chern numbers Equation (5.24)

T̂ξ averaged trace per surface area Equation (5.16)

T̂ω,r trace per surface area Propositions 5.2.8 and 5.2.9
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