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Abstract. Given an open hyperbolic Riemannian manifold, we show that various vector spaces
of harmonic functions coincide if and only if they are finite dimensional.

1. Introduction

In what follows, R will always be an open Riemannian manifold that admits
a Green’s function. In other words, R is hyperbolic. Let us begin by defining
the concept of a harmonic Hardy–Orlicz space on R. We consider the class N of
non-negative convex strictly increasing functions Φ on [0, +∞) with Φ(0) = 0 and
limt→∞ t−1Φ(t) = limt→∞ Φ(t) = ∞. Fix Φ ∈ N . Then the harmonic Hardy–Orlicz
space HΦ(R) consists of all harmonic functions u for which there exists α > 0 so that
Φ(α|u|) has a harmonic majorant (i.e. there exist α > 0 and a harmonic function v
such that Φ(α|u|) ≤ v). Notice that the convexity of Φ guarantees that HΦ(R) is a
vector space. The above definition makes perfect sense also without the assumption
that limt→∞ t−1Φ(t) = ∞. However, if this limit, that exists by convexity of Φ, hap-
pened to be bounded, our Hardy–Orlicz space of harmonic functions would simply
consist of differences of positive harmonic functions. We refer to [16] for the basic
properties of harmonic Hardy–Orlicz spaces.

Our first result shows that the spaces HΦ(R) and HΨ(R) may coincide only either
when Φ and Ψ trivially generate the same space or when one (both) of them is finite
dimensional.

Theorem 1. Let R be an open hyperbolic Riemannian manifold. Suppose that
Φ, Ψ ∈ N with limt→+∞

Φ(αt)
Ψ(t)

= +∞ for all positive α. Then the following three
conditions are equivalent:

(i) HΦ(R) = HΨ(R),
(ii) dim(HΦ(R)) < ∞,
(iii) dim(HΨ(R)) < ∞.
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Choosing Φ(t) = tq and Ψ(t) = tp with 1 < p < q in Theorem 1 allows us to
recover the results in [11] for Riemann surfaces.

In the classification theory of Riemann surfaces or Riemannian manifolds, one
considers various classes of harmonic functions. Let HP+(R) and HB+(R) be the
classes of non-negative harmonic functions and non-negative bounded harmonic func-
tions on R, respectively. Denote by MHB+(R) the class of all finite limit functions
of monotone increasing sequences of HB+(R). Set

HX(R) = {h1 − h2 : hj ∈ HX+(R), j = 1, 2}

and define MHB(R) analogously. Then, HB(R) is the class of bounded harmonic
functions on R, and MHB(R) is called the class of quasi-bounded functions on
R. It is well-known that if R does not admit a Green’s function, then HX(R)
(X = P,B) and MHB(R) consist of constant functions (cf. [17]). We always have
that HB(R) ⊂ HΦ(R) ⊂ MHB(R) ⊂ HP (R), and these inclusions can, in gen-
eral, be strict. Our second result shows that finite dimensionality characterizes the
equivalence of a harmonic Hardy–Orlicz space with either of HB(R),MHB(R).

Theorem 2. Let R be an open hyperbolic Riemannian manifold. Suppose that
Φ ∈ N . Then the following conditions are equivalent:

(i) HB(R) ⊃ HΦ(R), and hence, HB(R) = HΦ(R),
(ii) MHB(R) ⊂ HΦ(R), and hence, MHB(R) = HΦ(R),
(iii) one (all) of dim(HB(R)), dim(MHB(R)), or dim(HΦ(R)) is finite.

Notice that we have not included the case HP (R) = HΦ(R) in Theorem 2. The
following corollary to Theorem 2 shows that this can only happen when the two
dimensions in question are equal. We will provide relevant examples elsewhere. We
write N∞ for the collection of those Φ ∈ N with

lim
t→+∞

Φ(t)

t
= +∞.

Corollary 1. Suppose that Φ ∈ N∞. Then the following two conditions are
equivalent:

(i) HP (R) ⊂ HΦ(R), and hence HP (R) = HΦ(R),
(ii) dim HP (R) = dim HΦ(R) < +∞.

In fact, the above results extend to a more general setting that includes suitably
weighted Riemannian manifolds. In order to single out the properties essential for
the above results, we give the proofs below in an axiomatic setting described in
Section 2. This setting allows us to produce rather simple examples where all these
various classes of harmonic functions coincide. In Section 4, we give three such
examples. The crucial tool for us is the concept of minimal Martin boundary that
will be described in Section 2.

The paper is organized as follows. Section 2 contains preliminaries and Section 3
the proofs of the above two theorems. In the final section we give three examples.
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2. Preliminaries

Let us describe the abstract setting. Let Ω be a locally compact, non-compact,
connected and locally connected Hausdorff space. Let H be a class of real valued
continuous functions, called harmonic functions, on open subsets of Ω satisfying the
following three axioms:

Axiom 1. H forms a linear sheaf.

Axiom 2. There is a base for the topology of Ω such that each set in the base
is a regular domain for H.

Axiom 3. For any domain U in Ω any ordered increasing directed family of har-
monic functions defined on U has an upper envelope which is either +∞ everywhere
in U or harmonic in U .

A pair (Ω,H) satisfying the above properties is called a Brelot harmonic space
(cf. [1, 3]). Furthermore, we assume that there exists a positive potential on Ω. Such
a Brelot harmonic space is called (cf. [3]) a P-Brelot harmonic space. For an open
set U ⊂ Ω, set H(U) = {u ∈ H : u is harmonic in U}. Throughout this paper we
further assume that there exists a countable base for the open sets of Ω and that the
constant function h(x) ≡ 1 belongs to H(Ω).

For a P-Brelot harmonic space (Ω,H), we define the various classes of harmonic
functions described in the introduction analogously, replacing harmonic functions by
elements of H.

Let S+ be the set of non-negative superharmonic functions on Ω, defined, as usual,
via a comparison principle. Denote by ∆M

1 = ∆Ω,M
1 the set of extreme harmonic

functions (or minimal harmonic functions after Martin) of a compact and metrizable
base Λ of the cone S+. As usual, we call it the minimal Martin boundary of Ω. We
refer to [2, 3, 5, 7] for a detailed discussion on the minimal Martin boundary and on
the Martin boundary. The intuitive picture to have in mind is to consider points in
the boundary of the unit disk both as points and Poisson kernels (associated to these
points).

The following Martin representation theorem (cf. [3, 7]) is the fundamental result
regarding Martin boundaries. It also explains why we concentrate on the minimal
Martin boundary ∆M

1 .

Theorem M. For each u ∈ HP+(Ω), there exists a unique positive measure µu

on Λ so that µu(Λ \∆M
1 ) = 0 and

u(z) =

ˆ

∆M
1

h(z) dµu(h).

Let ωM(·) be the Martin representing measure of 1, that is,

1 =

ˆ

∆M
1

h(z) dωM(h),

for each z ∈ Ω. In this paper we call ωM the harmonic measure on ∆M
1 . Given

z ∈ Ω, set dωM
z (·) = h(z) dωM(h). We call ωM

z the harmonic measure with respect
to z. Then, for A ⊂ ∆1, ωM(A) > 0 if and only if ωM

z (A) > 0 (z ∈ Ω).
The following proposition gives us a characterization of MHB(Ω).
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Proposition 1. ([16, Theorems 5 and 7], cf. [2, Folgesatz 13.1 and Satz 13.4])
The following conditions are equivalent:

(i) u ∈ MHB(Ω),
(ii) u has the minimal fine limit u∗(h) at almost every point h ∈ ∆M

1 with respect
to the harmonic measure and

u(z) =

ˆ

∆M
1

u∗(h) dωM
z (h).

(iii) there exists a Borel function u∗(h) on ∆M
1 with

u(z) =

ˆ

∆M
1

u∗(h) dωM
z (h).

In the above proposition, by the Martin representation theorem, for any other
representation

´
f ∗dωM

z of u, we have that f ∗ = u∗ on ∆M
1 except possibly for a null

set with respect to the harmonic measure.
Recall that HΦ(Ω) is a linear space and that, if there exist positive constants α, β

and t0 with Φ(t) ≤ αΨ(βt) for all t ≥ t0, then HΨ(Ω) ⊂ HΦ(Ω). Set HΦ+(Ω) :=
HΦ(Ω) ∩HP+(Ω). It is well known that HΦ(Ω) = HΦ+(Ω)−HΦ+(Ω).

Our next proposition provides us with a characterization of HΦ(Ω).

Proposition 2. (cf. [16, Theorem 12]) Let Φ ∈ N∞. The following conditions
are equivalent:

(i) u ∈ HΦ(Ω),
(ii) u has the minimal fine limit u∗(h) at almost every point h ∈ ∆M

1 with respect
to the harmonic measure,

u(z) =

ˆ

∆M
1

u∗(h) dωM
z (h),

and there exists a positive constant α withˆ

∆M
1

Φ(α|u∗|) dωM < ∞.

By the above proposition it is easily seen that HΦ(Ω) ⊂ MHB(Ω) for all Φ ∈ N∞.

3. Proofs of our theorems

We will establish the various equivalences asserted in our theorems via the fol-
lowing property that may or may not hold for a general mimimal Martin boundary.
We say that the mimimal Martin boundary ∆M

1 is finitely atomic if there exists a
null set N of ∆M

1 with respect to the harmonic measure so that ∆M
1 \N consists of

finitely many points, each of positive harmonic measure. Since the harmonic measure
of ∆M

1 is nonzero, being finitely atomic is actually equivalent to the existence of a
null set whose complement has a finite number of elements.

3.1. Proof of Theorem 1. Fix α > 0, and set Hα(t) := Φ(αt)
Ψ(t)

. By assumption
limt→+∞ Hα(t) = ∞. Suppose that (i) holds. Fix a point z0 of Ω. First we prove the
following subclaim.

Subclaim 1. There exists no sequence {An}∞n=1 of pairwise disjoint subsets of
∆M

1 with ωM
z0

(An) > 0 for each n ≥ 1.
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Proof. Suppose on the contrary that there exists a sequence {An}∞n=1 of pairwise
disjoint subsets of ∆M

1 with ωM
z0

(An) > 0 for each n. Since ωM
z0

(∆M
1 ) = 1, by passing

to a subsequence, we may assume that

ωM
z0

(An) ≤ 1

n2 max{t > 0: Hα ◦Ψ−1(t) = 2n} ,

for each n. Set

f ∗α(h) =

{
Ψ−1

(
1

n2ωM
z0

(An)

)
for h ∈ An,

0 for h ∈ ∆M
1 \ ∪+∞

n=1An.

Then, we have
ˆ

∆M
1

Ψ(|f ∗α(h)|) dωM
z0

(h) =
∞∑

n=1

1

n2ωM
z0

(An)
ωM

z0
(An) =

∞∑
n=1

1

n2
=

π2

6
.

On the other hand, we have
ˆ

∆M
1

Φ(α|f ∗α(h)|) dωM
z0

(h) =
∞∑

n=1

Φ

(
αΨ−1

(
1

n2ωM
z0

(An)

))
ωM

z0
(An)

=
∞∑

n=1

ωM
z0

(An)

n2ωM
z0

(An)
Hα

(
Ψ−1

(
1

n2ωM
z0

(An)

))

=
∞∑

n=1

1

n2
Hα

(
Ψ−1

(
1

n2ωM
z0

(An)

))
.

Since
1

n2ωM
z0

(An)
≥ max{t > 0: Hα ◦Ψ−1(t) = 2n},

we conclude that ˆ

∆M
1

Φ(α|f ∗α(h)|) dωM
z0

(h) ≥
∞∑

n=1

2n

n2
= ∞.

Set

f ∗(h) =
∞∑

l=1

1

2l
f ∗1/4l(h) (h ∈ ∆M

1 ) and f(z) =

ˆ

∆M
1

f ∗(h) dωM
z (h).

By convexity,
ˆ

∆M
1

Ψ(|f ∗(h)|) dωM
z0

(h) =

ˆ

∆M
1

Ψ

( ∞∑
n=1

1

2l
f ∗1/4l(h)

)
dωM

z0
(h)

≤
ˆ

∆M
1

[ ∞∑

l=1

1

2l
Ψ(f ∗1/4l(h))

]
dωM

z0
(h)

=
∞∑

l=1

1

2l

ˆ

∆M
1

Ψ(f ∗1/4l(h)) dωM
z0

(h) =
∞∑

l=1

1

2l

π2

6
=

π2

6
< ∞.

Since

lim
t→∞

Ψ(t)

t
= ∞,
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we also have that
´

∆M
1
|f ∗(h)| dωM

z (h) < ∞. By Proposition 1 we conclude that
f ∈ MHB(Ω) and that f has the minimal fine limit f ∗(h) at almost every point
h ∈ ∆M

1 with respect to ωM
z0
. Hence, by Proposition 2, we find that f ∈ HΨ(Ω).

Let β be any positive number. Since Φ is increasing, we may suppose that β < 1.
There exists an integer l0 with 1

2l0
≤ β < 1

2l0−1 . Hence
ˆ

∆M
1

Φ(β|f ∗(h)|) dωM
z0

(h) ≥
ˆ

∆M
1

Φ

(
1

2l0
|f ∗(h)|

)
dωM

z0
(h)

≥
ˆ

∆M
1

Φ

(
1

2l0

1

2l0
f ∗1/4l0 (h)

)
dωM

z0
(h)

=

ˆ

∆M
1

Φ

(
1

4l0
f ∗1/4l0 (h)

)
dωM

z0
(h) = ∞.

By Proposition 2 we find that f ∈ HΨ(Ω) \HΦ(Ω), which contradicts (i), and Sub-
claim 1 follows. ¤

Subclaim 2. Given a point h ∈ ∆M
1 with ωM

z0
(Uρ(h)) > 0 for each positive ρ,

where Uρ(h) is the ball with center h and radius ρ with respect to a metric on Λ,
necessarily ωM

z0
({h}) > 0. (Recall that Λ is metrizable [7].)

Proof. Indeed, otherwise there is a decreasing sequence {ρn}∞n=1 with lim
n→∞

ρn = 0

and ωM
z0

(Uρn(h) \ Uρn+1(h)) > 0, which contradicts Subclaim 1. ¤
Relying on Subclaim 1 and Subclaim 2, we now conclude that ∆M

1 is finitely
atomic. Indeed, define

N = {h ∈ ∆M
1 : there exists a positive ρh with ωM

z0
(Uρh

(h)) = 0}
and set F = ∆M

1 \N . Clearly F ∪N = ∆M
1 , F ∩N = ∅, and, for any h ∈ F , we have

that ωM
z0

({h}) > 0. Furthermore, F must be a finite set by Subclaim 1. Hence it
suffices to prove that ωM

z0
(N) = 0. Set O = ∪h∈NUρh

(h). Clearly O is an open subset
of Λ and O ∩∆M

1 = N . By the Lindelöf theorem there exists a sequence {kn}∞n=1 in
N with O = ∪∞n=1Uρkn

(kn). Hence ωM
z0

(N) ≤ ωM
z0

(O) ≤ ∑∞
n=1 ωM

z0
(Uρkn

(kn)) = 0, and
we deduce that, ωM

z0
(N) = 0.

In conclusion, we can find a nullset N of ∆M
1 with respect to ωM

z0
such that ∆M

1 \N
consists of finitely many points, each of positive harmonic measure. Let n0 be the
cardinal number of ∆M

1 \N and suppose ∆M
1 \N = {h1, · · · , hn0}. Fix u ∈ MHB(Ω).

By Proposition 1, u has the minimal fine limit u∗(h) at almost every point h ∈ ∆M
1

with respect to ωM
z0

and u(z) =
´

∆M
1

u∗(h) dωM
z (h). Hence

u(z) =

n0∑
n=1

u∗(hn) ωM
z ({hn}),

with |u∗(hn)| < ∞, for n = 1, . . . , n0. This easily yields that dim(MHB(Ω)) ≤ n0 <
∞. Since HΦ(Ω) ⊂ MHB(Ω), we conclude that also dim(HΦ(Ω)) < ∞, and this
holds for HΨ(Ω) as well. Thus (ii) and (iii) hold.

Suppose then that (ii) or (iii) holds. Since HB(Ω) ⊂ HΦ(Ω) ⊂ HΨ(Ω) it fol-
lows that dim(HB(Ω)) < ∞. From the definition of MHB(Ω) we conclude that
MHB(Ω) = HB(Ω), which guarantees that also HΦ(Ω) = HΨ(Ω). ¤



Harmonic Hardy–Orlicz spaces 315

3.2. Proof of Theorem 2. Suppose that (i) holds, that is, HB(Ω) = HΦ(Ω).
Fix a point z0 ∈ Ω. We proceed to prove that ∆M

1 is finitely atomic. Recall from the
proof of Theorem 1 that this follows if we can verify Subclaim 1 from that proof.

Towards this end, we pick a pairwise disjoint subcollection of sets An ⊂ ∆M
1 with

0 < ωM
z0

(An) ≤ 1/en and set

f ∗(h) =

{
Φ−1(n), for h ∈ An,

0, for h ∈ ∆M
1 \ ∪∞l=1An.

Then, we have
ˆ

∆M
1

Φ(|f ∗(h)|) dωM
z0

(h) =
∞∑

n=1

nωM
z0

(An) ≤
+∞∑
n=1

n

en
< ∞,

and recalling that lim
t→∞

Φ(t)

t
= ∞, we find that

´
∆M

1
|f ∗(h)| dωM

z (h) < ∞. By
Proposition 1 and Proposition 2, we have thus constructed an unbounded function
f ∈ HΦ(Ω). This contradicts (i).

Suppose then that (ii) holds. Set Hα(t) = Φ(αt)
t

. We again conclude that ∆M
1 is

finitely atomic as above, requiring first that

0 < ωM
z0

(An) ≤ 1

n3 max{t > 0: Hα(t) = 2n} ,

for each n ∈ N, and then defining the boundary function by

f ∗α(h) =

{
1

n2ωM
z0

(An)
, for h ∈ An,

0, for h ∈ ∆M
1 \ ∪+∞

n=1An.

Set f ∗(h) =
∑∞

l=1 1/2lf ∗
1/4l(h) (h ∈ ∆M

1 ) and f(z) =
´
∆M

1
f ∗(h) dωM

z (h). By similar
method to that in the proof of Subclaim 1 of Theorem 1, we find that f ∈ MHB(Ω)\
HΦ(Ω), which contradicts (ii).

Combining the cases above, we have shown that each of (i),(ii) force ∆M
1 to be

finitely atomic.
Suppose now that ∆M

1 is finitely atomic. The argument at the end of the proof
of Theorem 1 then guarantees that dim(MHB(Ω)) < ∞, and hence (iii) follows from
the inclusions HB(Ω) ⊂ HΦ(Ω) ⊂ MHB(Ω).

We have proven that either of (i) or (ii) imply (iii). Finally, suppose that (iii)
holds. Again, the string of inclusion relation from the previous paragraph yields
that dim(HB(Ω)) < ∞, and the argument at the very end of the proof of Theorem 1
shows that HB(Ω) = MHB(Ω), and consequently, also that HΦ(Ω) = HB(Ω). Thus
both (i) and (ii) follow from (iii). This completes our proof. ¤

Remark. It is perhaps worth pointing out that we could further require that
the dimensions of our three vector spaces of harmonic functions in Theorem 2 are
equal. In fact, it is not hard to verify that this dimension is exactly the number of
atoms when ∆M

1 is finitely atomic.

3.3. Proof of Corollary 1. Since HΦ(Ω) ⊂ MHB(Ω) ⊂ HP (Ω), (i) is equiva-
lent to HP (Ω) = MHB(Ω) = HΦ(Ω).

First, we prove that each h ∈ ∆M
1 is a bounded harmonic function and ωM({h}) >

0. Indeed, each such an h is a minimal non-negative harmonic function and by the
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first paragraph, h is the limit of an increasing sequence of bounded positive harmonic
functions hi. Now h1 ≤ h and hence the minimality of h ensures that h = αh1 for
some positive α. Thus h is a bounded harmonic function, and, by Proposition 1, we
have the representation

h =

ˆ

∆M
1

h∗(h′)h′ dωM(h′).

On the other hand, we also have the representation h =
´

∆M
1

h′ dδh(h
′), where δh is the

delta function at h. By the uniqueness of the Martin representation, we necessarily
have

h∗(h)ωM({h}) = 1,

whence

ωM({h}) =
1

h∗(h)
> 0.

By Theorem 2 we thus conclude that ∆M
1 consists of a finite number of points, each

of positive harmonic measure.
Given u ∈ HP (Ω), the first paragraph of the proof, Proposition 2 and the second

paragraph ensure that

u(z) =

n0∑
n=1

u∗(hn) ωM
z ({hn}),

for some n0. Hence dim HP (Ω) = dim HΦ(Ω) ≤ n0, and (ii) follows.
Suppose then that (ii) holds. Since HP (Ω) and HΦ(Ω) are linear spaces and

HΦ(Ω) is a subspace of HP (Ω), we conclude that HP (Ω) = HΦ(Ω), as desired.

4. Examples

In this section we give examples of settings where the minimal Martin bound-
ary consists of a finite number of points, each of positive harmonic measure. For
simplicity, we only construct examples, where we have two such points. Our first
construction is based on Riemann surfaces, cf. [12], the second one on R3, and the
last one on the plane, equipped with a suitable measure.

Example 1. Let F be an open hyperbolic Riemann surface whose minimal
Martin boundary is a singleton. A particular case of such a surface is Toki’s example
[19], cf. [14]. Take a (scaled) copy of the interval I = [−1, 1] contained in a chart in
F . For simplicity, we assume that this copy is I. Set D = F \ I. We take two copies
Dj, j = 1, 2 of D. Joining the upper (resp. lower) edge of I in D1 to the lower (resp.
upper) edge of I in D2, we obtain a 2-sheeted unlimited covering surface Ω of D.

Let π be the projection from Ω onto the base space F . We introduce the local
coordinates as follows. Let z be a point of Ω. Denote by B(π(z)) the original
local coordinate disk of π(z) in F . By construction of F (cf. [19]) we remark that
{z ∈ C : |z| < 11/10} is considered as the original local coordinate disk B(0) of 0 in
F . We may suppose that, if π(z) /∈ I, B(π(z) ∩ I = ∅. Set

U(z) =





the component of π−1(B(π(z))) containing z, if z ∈ Ω \ π−1(I),

the component of π−1(Bρ(z)(π(z))) containing z, if z ∈ π−1(I \ {−1, 1}),
π−1(B1/20(π(z))), if z ∈ π−1({−1, 1}),
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where ρ(z) = 1
2
min{|π(z) − 1|, |π(z) + 1|} and Bρ(z)(π(z)) is the usual disk with

center π(z) and radius ρ(z) in B(0). Denote by ϕF
x the original coordinate mapping

in F . We define the coordinate mapping ϕz on U(z) by setting

ϕz(x) =





ϕF
x ◦ π(x)− ϕF

x ◦ π(z), if z ∈ Ω \ π−1(I),

π(x)− π(z), if z ∈ π−1(I \ {−1, 1}),√
π(x)− π(z), if z ∈ π−1({−1, 1}).

The above local coordinates give Ω a conformal structure. Considering the class H of
the usual harmonic functions in open subsets of Ω with respect to the usual Laplacian
on Ω, we easily see that (Ω,H) is a Brelot harmonic space with a countable base.
Moreover, since Ω is a covering surface of F and F admits a Green’s function Gz with
a pole at z ∈ F, we find that Gz ◦ π is a potential on Ω. Hence (Ω,H) is P-Brelot
harmonic space with a countable base.

Let ∆M
1 be the minimal Martin boundary of Ω. Let us check that ∆M

1 consists
of two points. Towards this end, let φ be the sheet exchange on Ω, that is, φ is the
transformation on Ω with π ◦ φ = π on Ω. Then φ ◦ φ is the identity mapping on Ω.

Let h ∈ ∆M
1 and set ĥ = h + h ◦ φ. Since ĥ ◦ φ = ĥ on Ω, ĥ generates a

positive harmonic function on F that we also refer to by ĥ. Since F does not admit
other non-negative harmonic functions than constant functions, there exists a positive
number α with ĥ = α. We remark that there exists a positive constant β such that
βh ◦ φ ∈ ∆M

1 . Thus

1 =
h

α
+

h ◦ φ

α
=

ˆ

∆M
1

h dωM
1 (h),

where ωM
1 = 1

α
δh + 1

αβ
δβh◦φ and δh is the Dirac measure at h ∈ ∆M

1 , gives us a
Martin representation of the constant function 1. It follows that ]∆M

1 ≤ 2. Indeed,
]∆M

1 > 2 would allow us to repeat the above construction with a new choice of h so
as to obtain a different Martin representation of the constant function 1. This would
contradict the uniqueness of Martin representations.

Hence, to prove that ]∆M
1 = 2, it suffices to prove that ]∆M

1 ≥ 2. We will
show that there is a nonconstant, bounded, and positive harmonic function on Ω.
Then Proposition 1 yields that ]∆M

1 ≥ 2. We are thus reduced to finding such a
nonconstant function. Towards this end, recall that F admits a Green’s function.
Hence there exists a continuous function u on D̄1 such that u is harmonic on D1,
u = 0 on ∂D1 ∩ F and u(∞) = 1. Set

v(z) =

{
u(z) for z ∈ D1,

−u(φ(z)) for z ∈ D2.

Then, by the reflection principle, we find that v is a nonconstant bounded harmonic
function on Ω \ {−1, 1} with |v| < 1 on Ω. Since {−1, 1} is a polar set, the function
w = v + 1 is a nonconstant bounded, positive harmonic function on Ω. The desired
result follows.

Example 2. Let F = R3, R = {(x1, x2, 0) : max1≤j≤2 |xj| ≤ 1}, and define
D = F \ R. Take two copies Dj, j = 1, 2 of D. Joining the upper (resp. lower) face
of R in D1 to the lower (resp. upper) face of R in D2, we obtain a 2-sheeted unlimited
covering space Ω of D.
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Let π be the projection from Ω onto the base space F . Set

E1 =
2⋃

j=1

{(x1, x2, 0) : |xj| = 1, |xk| < 1 for k 6= j},

E2 = {(x1, x2, 0) : |x1| = |x2| = 1},
and E = E1 ∪ E2. For z ∈ Ω set

ρ(z) =





1
2
min{|π(z)− x| : x ∈ E}, for z ∈ Ω \ π−1(E),

1
2
min{|π(z)− x| : x ∈ E2}, for z ∈ π−1(E1),

1/2, for z ∈ π−1(E2)

and

U(z) =

{
the component of π−1(Bρ(z)(π(z))) containing z, for z ∈ Ω \ π−1(E),

π−1(Bρ(z)(π(z))), for z ∈ π−1(E),

where Bρ(z)(π(z)) is the usual ball in Rn, with center π(z) and radius ρ(z).
In Appendix, we construct charts ϕz and a uniformly elliptic second order dif-

ferential operator L of divergence form so that L is the usual Laplacian on ϕz(U(z))
for z ∈ Ω \ π−1(E).

Choose H to be the class of solutions in open subsets of Ω for the operator L on
Ω. We claim that (Ω,H) is a P-Brelot harmonic space with a countable base, and
that the minimal Martin boundary ∆M

1 of Ω consists of exactly two points.
First we check that (Ω,H) is a P-Brelot harmonic space. Axiom 1 is clear.

Regarding Axiom 2, recall that outside π−1(E), L is the usual Laplacian. Let
z ∈ π−1(E). Then L is a second order differential operator in divergence form and
uniformly elliptic on ϕz(U(z)). Set U ′(z) = π−1(Bρ(z)/2(π(z))). By [10] (cf. [4, 6]),
for any continuous function f on ∂U ′(z), there exists a weak solution u ∈ W 1,2

loc (U ′(z))
to Lu = 0 on U ′(z) so that u|∂U ′(z) = f . Here the Sobolev space is with respect to the
usual n-dimensional Lebesgue measure. Moreover, if f ≥ 0 on ∂U ′(z), then u ≥ 0

on U ′(z). By the Riesz representation theorem, we obtain a harmonic measure ω
U ′(z)
x

(x ∈ U ′(z)) such that, for f ∈ C(∂U ′(z)) the function v(x) :=
´

∂U ′(z)
f dω

U ′(z)
x is

a weak solution to Lu = 0, continuous up to the boundary of U ′(z), and satisfies
v|∂U ′(z) = f on ∂U ′(z). If z ∈ π−1(E2) and |z1| = |z2| = 1, we may repeat the
argument above. Thus Axiom 2 follows.

By the famous Moser theorem ([15], cf. [4, 6]), the Harnack inequality holds for
non-negative functions in H. Axiom 3 follows from this fact.

Since Ω is a covering surface on F and F admits Green’s function Gz with a pole
z ∈ F \B2(0), we find that Gz ◦π is a non-negative superharmonic function on Ω\E.
We remark that π−1(E) is identified with E. Since ϕz′(E ∩ U(z′)) is a polar set in
ϕz′(U(z′)) for each z′ ∈ E (cf. [6, Theorem 2.26]), by [1, (iv) p. 116] Gz ◦ π ◦ ϕ−1

z′

extends to a superharmonic function on ϕz′(U(z′)) for each z′ ∈ E. Hence Gz ◦ π
extends to a superharmonic function on Ω. Suppose that a non-negative harmonic
function u satisfies u ≤ Gz ◦ π on Ω. Set w = (u + u ◦ φ)/2. Clearly w ≤ Gz ◦ π
on Ω. In order to prove that u = 0 on Ω, it suffices to show that w = 0. Towards
this end, notice that for each z′ ∈ E, E ∩Bρ(z′)(z

′) is a polar set in Bρ(z′)(z
′) (cf. [6,

Theorem 2.26]). Since w is bounded on Bρ(z′)(z
′), by [1, (iv) p. 116], w extends to a

harmonic function on Bρ(z′)(z
′) for every z′ ∈ E. Hence w is a non-negative harmonic
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function on F and w ≤ Gz on F . Since Gz is a potential on F , we conclude that
w = 0. Consequently, u = 0 on Ω. Hence Gz ◦ π is a potential on Ω.

We conclude that (Ω,H) is P-Brelot harmonic space with a countable base.

It remains to be checked that ∆M
1 consists of exactly two points. Since F does

not admit nontrivial non-negative harmonic functions but admits a Green’s function,
and E is a polar set, the argument at the end of Example 1 applies verbatim to verify
that ∆M

1 consists of exactly two points.

Example 3. Let F = R2, and view the interval I = [−1, 1] as a subset of F .
Set D = F \ I, and pick two copies Dj, j = 1, 2 of D. Joining the upper (resp. lower)
edge of I on D1 to the lower (resp. upper) edge of I on D2, we obtain a 2-sheeted
unlimited covering surface Ω of D.

Denote by π the standard projection from Ω onto F . We introduce local coordi-
nates as follows. Let z be a point of Ω. Set

U(z) =

{
the component of π−1(Bρ(z)(π(z))) containing z, for z ∈ Ω \ π−1({−1, 1}),
π−1(B1/2(π(z))), for z ∈ π−1({−1, 1}),

where ρ(z) = 1
2
min{|π(z) − 1|, |π(z) + 1|} and Bρ(z)(π(z)) is the usual disk with

center π(z) and radius ρ(z) in F . We define the coordinate mapping ϕz by setting

ϕz(x) =

{
π(x)− π(z), x ∈ U(z), for z ∈ Ω \ π−1({−1, 1}),√

π(x)− π(z), x ∈ U(z), for z ∈ π−1({−1, 1}).
Fix ε > 0 and set dµ(x) = (1 + |x|)ε dx, for all x ∈ F . On F we define

L = div((1 + | · |ε∇),

and for z ∈ Ω, we define

Lµ = div((1 + |π ◦ ϕ−1
z |)ε∇)

on ϕz(U(z)). Let us check that Lµ is well defined.
Let z ∈ Ω. Fix ζ ∈ U(z) \ {−1, 1}. Set ϕζ,z = ϕζ ◦ ϕ−1

z and Uζz = U(z) ∩ U(ζ).
For ν1 ∈ W 1,2

loc (Uζz) and ν2 ∈ C∞
0 (Uζz), we have that

ˆ

ϕζ(Uζz)

Lµ(ν1 ◦ ϕ−1
ζ )ν2 ◦ ϕ−1

ζ dy

= −
ˆ

ϕζ(Uζz)

(1 + |π ◦ ϕ−1
ζ |)ε〈∇(ν1 ◦ ϕ−1

ζ ),∇(ν2 ◦ ϕ−1
ζ )〉 dy

= −
ˆ

ϕz(Uζz)

(1 + |π ◦ ϕ−1
z |)ε〈∇(ν1 ◦ ϕ−1

ζ ) ◦ ϕζ,z,∇(ν2 ◦ ϕ−1
ζ ) ◦ ϕζ,z〉 Jϕζ,z

dx

= −
ˆ

ϕz(Uζz)

(1 + |π ◦ ϕ−1
z |)ε〈Iζ,z(x)∇(ν1 ◦ ϕ−1

z )(x),∇(ν2 ◦ ϕ−1
z )(x)〉 Jϕζ,z

(x) dx

= −
ˆ

ϕz(Uζz)

(1 + |π ◦ ϕ−1
z |)ε 〈∇(ν1 ◦ ϕ−1

z )(x),∇(ν2 ◦ ϕ−1
z )(x)〉 dx

=

ˆ

ϕz(Uζz)

Lµ(ν1 ◦ ϕ−1
z ) ν2 ◦ ϕ−1

z dy,
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where Iζ,z(x) = (ϕ−1
ζ,z)

′(ϕζ,z(x))(ϕ−1
ζ,z)

′∗(ϕζ,z(x)) and we used the fact that ϕζ,z is an
analytic function.

Hence we find that Lµ is a well-defined second order elliptic differential operator
of divergence form on ϕz(U(z)).

We again choose H to consist of (weak) solutions to Lµu = 0 on open subsets of
Ω, and claim that (Ω,H) is a P-Brelot harmonic space with a countable base, and
that the minimal Martin boundary ∆M

µ,1 consists of exactly two points.
Let us first check that (Ω,H) is a P-Brelot harmonic space. Axiom 1 is clear.

Let us check Axiom 2. Suppose z ∈ Ω \ π−1({−1, 1}). Clearly, Lµ is a second
order differential operator of divergence form and uniformly elliptic on ϕz(U(z)). Set
U ′(z) = π−1(Bρ(z)/2(π(z))). By [10] (cf. [4, 6]), for any Lipschitz continuous function
f ∈ ∂U ′(z), there exists a weak solution u ∈ W 1,2(U ′(z)) to Lµu = 0 on U ′(z), so that
u|∂U ′(z) = f . Moreover, if f ≥ 0 on ∂U ′(z), then u ≥ 0 on U ′(z). The discussion in [9,
pp. 5–6], gives us the existence of a harmonic measure ω

U ′(z)
x (x ∈ U ′(z)) such that,

for f ∈ C(∂U ′(z)), v(x) :=
´

∂U ′(z)
f dω

U ′(z)
x is a weak solution on U ′(z) to Lµu = 0,

continuous up to boundary of U ′(z), and v|∂U ′(z) = f on ∂U ′(z). For z ∈ π−1({−1, 1})
we may repeat the argument above, and we conclude that Axiom 2 is satisfied.

By Moser’s theorem ([15], cf. [4, 6]), for any relatively compact subdomain G ⊂ Ω,
the Harnack inequality holds on G with respect to Lµ. Axiom 3 follows from this
fact and Axiom 1.

Next we prove that there exists a nonconstant positive L-potential on F . For
this, we employ (weighted) nonlinear potential theory [6]. Set w(x) = (1 + |x|)ε and
µ(E) =

´
E

w(x) dx. Fix 1 < p < 2, and set

f(x) =

{
x for |x| ≤ 1,

x|x|γ for |x| > 1,

where γ = ε/(2− p). Then, f : R2 → R2 is a quasiconformal mapping and

J
1−p/2
f (x) ≈

{
1 for |x| ≤ 1

|x|ε for |x| > 1
= max{1, |x|ε}.

By [6], J
1−p/2
f generates a doubling measure that supports a p-Poincaré inequality

and, especially (by Hölder’s inequality) a 2-Poincaré inequality. Since w is compara-
ble to J

1−p/2
f , it easily follows that doubling and a 2-Poincaré inequality hold for w

as well. In the terminology of [6], this means that w is 2-admissible and hence the
full theory of [6] is available for us.

Let B(r) = Br(0) be the disk with center 0 and radius r > 0. In order to
prove the existence of a nonconstant positive L-potential, we first prove that there
exists a non-negative superharmonic function s on F with respect to L such that
s is L-harmonic on F \ B(1), s = 1 on B(r) and limx→∞ s(x) = 0. To see this,
by the statement and proof of [6, Theorem 9.22] (cf. [8]), it suffices to prove that
cap2,µ(B(1),R2) > 0. Here, given an open set G and a compact set E ⊂ G,

cap2,µ(E, G) = inf
v∈W (E,G)

ˆ

G

|∇v|2 dµ,

where W (E, G)) = {v ∈ C∞
0 (G) : u ≥ 1 on E}.
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Set A(r, R) = B(R) \B(r). By [6, Theorem 2.18], for 1 < R,

cap2,µ(B(1), B(R)) ≥ (2π)2

(ˆ

A(1,R)

|x|−2(1 + |x|)−ε dx

)−1

= 2π

(ˆ R

1

r−2(1 + r)−εr dr

)−1

> 2π2−ε

(ˆ ∞

1

r−1−ε dr

)−1

= 21−επε.

Since the lower bound is independent of R, we conclude that

cap2,µ(B(1),R2) ≥ 21−επε > 0,

and the existence of s is shown.
Suppose that u is a non-negative L-harmonic function on F with u ≤ s on F .

Since limx→∞ s(x) = 0, the maximum principle yields that u = 0. Thus s is a L-
potential on F . As in Example 2, one checks that s generates a Lµ-potential on Ω.
Consequently, (Ω,H) is a P-Brelot harmonic space with a countable base.

Next we prove that ∆M
1,µ consists of exactly two points. First we prove that

non-negative L-harmonic functions on R2 are constant functions. For this purpose
we first prove that each non-negative L-harmonic function on R2 is bounded. Fix a
L-harmonic function u on R2. For r > 0, write Cr for the circle of radius r, centered
at the origin 0. By the Harnack inequality we find that there exists a positive γ(> 1)
independent of u and r so that

1

γ
u(x) ≤ u(y) ≤ γu(x), for all x, y ∈ Cr.

Let ω
Br(0)
0 be the L-harmonic measure relative to Br(0) and 0. Then

u(0) =

ˆ

Cr

u dω
Br(0)
0 .

Combining the above two estimates, we have, for any x ∈ Cr,

1

γ
u(x) ≤ u(0) =

ˆ

Cr

u dω
Br(0)
0 ≤ γu(x).

Since r is arbitrary, we have u(0)
γ
≤ u(x) ≤ γu(0), for any x ∈ R2.

Next, let h be a minimal L-harmonic function on R2. By the above, we have
h(0)

γ
≤ h(x), for any x ∈ R2. By minimality, there exists a positive c with h(0)

γ
= ch

on R2. Hence, every minimal L-harmonic function is a constant function on R2.
Hence the minimal Martin boundary ∆M

1,µ(R2) of R2 consists of just one point. Thus
let ∆M

1,µ(R2) = {k}. By the Martin representation theorem (Proposition 1), for
every non-negative L-harmonic function u, u(z) =

´
∆M

1,µ(R2)
u∗(h) dωµ

z (h) = u∗(k), for
z ∈ R2. Hence each non-negative Lµ-harmonic function on R2 is a constant function.

Since F does not admit non-negative L-harmonic functions except for constant
functions, we may repeat the corresponding argument from Example 1 to conclude
that the minimal Martin boundary consists of at most two elements.
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Hence, to prove that ]∆M
1,µ = 2, as in Example 1, it suffices to prove the existence

of a nonconstant, bounded and positive Lµ-harmonic function on Ω. Let x0 be a
point of I. We easily check that, for all 0 < t < 1,

cap2,µ(I ∩B(x0, t), B(x0, 2t))

cap2,µ(B(x0, t), B(x0, 2t))
> c1,

where c1 is independent of x0.
By definition, ([6, p. 114]) I is (2, µ)-thick at every x0 ∈ I. Hence, by [6, The-

orem 9.25], [6, Corollary 6.28] and [6, Theorem 9.20], we find that there exists a
continuous function u on D1 such that u is harmonic on D1 with respect Lµ, u = 0
on ∂D1 ∩ F and limx→∞ u(x) = 1. Setting

v(z) =

{
u(z) for z ∈ D1,

−u(φ(z)) for z ∈ D2,

reflection principle shows that v is a nonconstant bounded harmonic function on
Ω\π−1({−1, 1}) with respect to Lµ with |v| < 1 on Ω. As k := v+1 is a nonconstant
bounded and positive Lµ-harmonic function on Ω, the desired result follows.

Therefore we have the desired result.

Appendix

Construction of charts and L for Example 2. Set

ϕ1(x1, x2, x3) = (x1, r23 cos
1

2
θ23, r23 sin

1

2
θ23),

ϕ2(x1, x2, x3) = (x1, r23 cos(
1

2
θ23 + π), r23 sin(

1

2
θ23 + π)),

where r23 =
√

x2
2 + x2

3 and θ23 (0 ≤ θ23 < 2π) is the argument of the point (x2, x3)
in R2. Then the Jacobian determinant of ϕk takes on the constant value 1/2, the
maximal value of the directional derivatives is 1, and minimal one 1/2, see [20].

Let L[τ ] (τ ∈ R) be the linear mappings on R3 corresponding to the 3 × 3
matrices 


cos τ − sin τ 0
sin τ cos τ 0

0 0 1


 .

Notice that, for z ∈ E, π−1(z) is a singleton. Hence we identify π−1(z) for z ∈ E
with z ∈ F . For z ∈ π−1(E1) with |zi| = 1 (resp. z ∈ π−1(E2) with |z1| = |z2| = 1,
by choosing an appropriate α = α(z) (resp. β = β(z)), we may assume that the
argument of (x1, x2) with x = (x1, x2, 0) ∈ L[α](U(z) ∩ Dk) (resp. of (x1, x2) for
L[β](U(z) ∩Dk)) is between π (resp. π/2) and 2π. We assume this in what follows,
unless otherwise stated.

Set

ψ0(x1, x2, x3) =

{
(r12 cos 2θ12, r12 sin 2θ12, x3), 0 ≤ θ12 < π/2,

(r12 cos 2
3
(θ12 + π), r12 sin 2

3
(θ12 + π), x3), π/2 ≤ θ12 < 2π,

where r12 =
√

x2
1 + x2

2 and θ12 (0 ≤ θ12 < 2π) is the argument of the point (x1, x2)
of R2. Then, for 0 ≤ θ12 < π/2 (resp. π/2 ≤ θ12 < 2π) the Jacobian determinant
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of ψ0 takes on the constant value 2 (resp. 2/3), the maximal value of the directional
derivatives is 2 (resp. 1), and minimal one 1 (resp. 2/3), see [20].

For z /∈ E3, we define the coordinate mapping ϕz by

ϕz(x) =





π(x)− π(z), x ∈ U(z), for z ∈ Ω \ π−1(E),
{

ϕ1 ◦ L[α](π(x)− π(z)), x ∈ U(z) ∩D1,
ϕ2 ◦ L[α](π(x)− π(z)), x ∈ U(z) ∩D2,

for z ∈ π−1(E1)
and |zi| = 1,{

ϕ1 ◦ ψ0 ◦ L[β](π(x)− π(z)), x ∈ U(z) ∩D1,
ϕ2 ◦ ψ0 ◦ L[β](π(x)− π(z)), x ∈ U(z) ∩D2,

for z ∈ π−1(E2)
and |z1| = |z2| = 1,

where D1 is the closure of D1 in the sense of Ω.
We introduce a second order differential operator L = Lz of elliptic type on Ω by

setting
L = div{φzφ

∗
z ∇} on ϕz(U(z)), for z ∈ Ω,

where

φz =





I3, for z ∈ Ω \ π−1(E),



√
2ϕ′1(L[α](π(x)− π(z))), x ∈ U(z) ∩D1,√
2ϕ′2(L[α](π(x)− π(z))), x ∈ U(z) ∩D2,

for z ∈ π−1(E1) and |zi| = 1,



√
3ϕ′1(ψ0 ◦ L[β](π(x)− π(z)))ψ′0(L[β](π(x)− π(z))), x ∈ U(z) ∩D1,√
3ϕ′2(ψ0 ◦ L[β](π(x)− π(z)))ψ′0(L[β](π(x)− π(z))), x ∈ U(z) ∩D2,

for z ∈ π−1(E2) and |z1| = |z2| = 1.

Above, we used the notation ψ′ for the differential matrix of a mapping ψ.
We claim that L is a well-defined second order differential operator of divergence

form and uniformly elliptic on ϕz(U(z)) for z ∈ Ω.
Indeed, for z ∈ Ω\π−1(E), L is the usual Laplacian on ϕz(U(z)). Let z ∈ π−1(E).

First we consider z ∈ π−1(E1). Suppose that |zi| = 1. Set ϕζz = ϕζ ◦ (ϕz)
−1

(ζ ∈ U(z)) and set Uζz = U(z) ∩ U(ζ). Then

ϕζz(y) =

{
(ϕ1 ◦ L[α])−1(y) + π(z)− π(ζ), y ∈ ϕz(Uζz ∩D1),

(ϕ2 ◦ L[α])−1(y) + π(z)− π(ζ), y ∈ ϕz(Uζz ∩D2).

Since the eigenvalues of (ϕ−1
k )′ (k = 1, 2) consist of 1 and 2, the Jacobian determinants

J(ϕk)−1 of (ϕk)
−1 both take on the constant value 2 on ϕz(U(z)∩Dk) (k = 1, 2), and

L[α] is an orthonormal matrix, we find that 1 ≤ |(ϕζz)
′(v)| ≤ 2 when |v| = 1. For

ν1 ∈ C∞(ϕζ(Uζz)) and ν2 ∈ C∞
0 (ϕζ(Uζz)), we have that

ˆ

ϕζ(Uζz)

ν2∆ν1 dy = −
ˆ

ϕζ(Uζz)

〈∇ν1,∇ν2〉 dy

= −
ˆ

ϕz(Uζz)

〈(∇ν1) ◦ ϕζz, (∇ν2) ◦ ϕζz〉 Jϕζz
dx

= −2

ˆ

ϕz(Uζz)

〈(ϕ−1
ζz )′ ◦ ϕζz(ϕ

−1
ζz )′∗ ◦ ϕζz∇(ν1 ◦ ϕζz),∇(ν2 ◦ ϕζz)〉 dx

= 2

ˆ

ϕz(Uζz)

div{(ϕ−1
ζz )′ ◦ ϕζz(ϕ

−1
ζz )′∗ ◦ ϕζz∇(ν1 ◦ ϕζz)}ν2 ◦ ϕζz dx.
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A simple calculation shows that 2(ϕ−1
ζz )′ ◦ ϕζz (ϕ−1

ζz )′∗ ◦ ϕζz = φzφ
∗
z. Hence L is

well defined. Since 1/2 ≤ |(ϕ−1
ζz )′v| ≤ 1 when |v| = 1, we find that Lz is a second

order differential operator of divergence form and uniformly elliptic on ϕz(U(z)). For
z ∈ π−1(E2), by the similar argument to that for z ∈ π−1(E1) we see that L is well
defined and L is a second order differential operator of divergence form and uniformly
elliptic on ϕz(U(z)).

Proof of Reflection Principle. Let x0 be a point of the open interval (−1, 1).
Take a positive number ρ with x0 − ρ, x0 + ρ ∈ [−1, 1]. Set C = ∂B(x0, ρ), C+ =
C∩{(x1, x2) : x2 ≥ 0} and C− = C∩{(x1, x2) : x2 ≤ 0}. Set γ+ = C+∪ [x0−ρ, x0 +ρ]
and γ− = C− ∪ [x0 − ρ, x0 + ρ].

Set

vb+(z) =

{
u(z), for z ∈ C+,

0, for z ∈ C−,

and

vb−(z) =

{
0, for z ∈ C+,

−u(z), for z ∈ C−.

Let v+ (resp. v−) be the generalized Dirichlet solution of vb+ (resp. vb−). Then
v+ + v− = 0 on [x0 − ρ, x0 + ρ]. Denote by F+ (resp. F−) the bounded domain
surrounded by γ+ (resp. γ−). By this fact and the minimum principle u = v+ + v−
on F+ and −u = v+ + v− on F−. Hence v = v+ + v−.

Therefore we have the desired result. ¤
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