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## Part I

One-dimensional integrable systems

## Chapter 1: Lie Groups

## I. Definitions and examples.

We assume that the reader is familiar with the idea of a (smooth) manifold. For our purposes, it will be enough to think of a manifold which is embedded (as a submanifold) in some $\mathbf{R}^{n}$. For example, the sphere $S^{n-1}=\left\{x \in \mathbf{R}^{n} \mid\|x\|=1\right\}$ is embedded in $\mathbf{R}^{n}$.

We assume also that the reader understands the concept of tangent bundle. If $X$ is a submanifold of $\mathbf{R}^{n}$, the tangent space to $X$ at a point $x \in X$ is the space of "tangent vectors to curves in $X$ through $x$ ", i.e.,

$$
T_{x} X=\left\{\gamma^{\prime}(0) \mid \gamma:(-\epsilon, \epsilon) \rightarrow \mathbf{R}^{n}, \gamma(-\epsilon, \epsilon) \subseteq X, \gamma(0)=x\right\} .
$$

Here, $\gamma^{\prime}(0)=\left.\frac{d}{d t} \gamma(t)\right|_{0}=D \gamma_{0}\left(\frac{d}{d t}\right)$. (In the case of $S^{n-1}$, it is easy to verify the usual description of $T_{x} S^{n-1}$ as the set of all vectors which are orthogonal to $x$.) The tangent bundle of $X$ can then be defined as

$$
T X=\left\{(x, U) \in X \times \mathbf{R}^{n} \mid U \in T_{x} X\right\}
$$

This is a submanifold of $X \times \mathbf{R}^{n}$, and there is a natural projection map $\pi: T X \rightarrow X$. If $f: X \rightarrow Y$ is a (smooth) map, then the derivative of $f$ is a map $D f: T X \rightarrow T Y$.

Using the tangent bundle, one can define another basic object: A vector field on $X$ is a (smooth) map $V: X \rightarrow T X$ such that $\pi \circ V$ is the identity map of $X$. The value of $V$ at $x$ will be denoted by $V_{x} ; V_{x}$ is an element of $T_{x} X$. An important property of vector fields is that they act on (smooth) functions "by differentiation": If $V$ is a vector field, and $f: X \rightarrow \mathbf{R}$, then we obtain a function $V f$ by means of the formula $(V f)(x)=(D f)_{x}\left(V_{x}\right)$. Here we use the standard convention that $T_{u} \mathbf{R}$ is identified canonically with $\mathbf{R}$, for any $u \in \mathbf{R}$.

Definition. Let $X$ be a (smooth) manifold. We say that $X$ is a (real) Lie group if
(1) $X$ has a group structure, $\circ$, and
(2) the map $X \times X \rightarrow X,(x, y) \mapsto x \circ y^{-1}$ is smooth.

A complex Lie group may be defined in a similar way: It is a complex manifold $X$, with a group structure, such that the map $X \times X \rightarrow X,(x, y) \mapsto x \circ y^{-1}$ is complex analytic (holomorphic).

The main examples of Lie groups are matrix groups.

## Examples:

(1) $M_{n} \mathbf{R}=\{$ real $n \times n$ matrices $\}, \circ=$ matrix addition. Similarly for $M_{n} \mathbf{C}, M_{n} \mathbf{H}$. More generally, any real (or complex) vector space is a real (or complex) Lie group.
(2) $G L_{n} \mathbf{R}=\left\{A \in M_{n} \mathbf{R} \mid A\right.$ is invertible $\}, \circ=$ matrix multiplication. Similarly for $G L_{n} \mathbf{C}$.
(3) $S L_{n} \mathbf{R}=\left\{A \in G L_{n} \mathbf{R} \mid \operatorname{det} A=1\right\}, \circ=$ matrix multiplication. Similarly for $S L_{n} \mathbf{C}$.
(4) $O_{n}=\left\{A \in M_{n} \mathbf{R} \mid A^{t}=A^{-1}\right\}, \circ=$ matrix multiplication. Similarly we have $U_{n}=\left\{A \in M_{n} \mathbf{C} \mid A^{*}=\right.$ $\left.A^{-1}\right\}, S p_{n}=\left\{A \in M_{n} \mathbf{H} \mid A^{*}=A^{-1}\right\}$.
(5) $S O_{n}=\left\{A \in O_{n} \mid \operatorname{det} A=1\right\}, \circ=$ matrix multiplication. Similarly for $S U_{n}$.

Exercises:
(1.1) In the above list of examples, which are real Lie groups? Which are complex Lie groups?
(1.2) Why are $G L_{n} \mathbf{H}, S L_{n} \mathbf{H}$ and $S S p_{n}$ omitted from the above list of examples?
(1.3) Show that $G L_{n} \mathbf{C}$ is connected.
(1.4) Show that $S O_{n}$ is compact and connected.
(1.5) Show that $O_{n}$ has two connected components, each of which is diffeomorphic to $S O_{n}$. Is it true that $O_{n}$ is isomorphic (as a group) to $S O_{n} \times\{ \pm I\}$ ?

Definition. Let $G_{1}, G_{2}$ be Lie groups. Let $\Theta: G_{1} \rightarrow G_{2}$ be a (smooth) map. We say that $\Theta$ is a (Lie group) homomorphism if $\Theta(g h)=\Theta(g) \Theta(h)$ for all $g, h \in G$.

Similarly, we define the concepts of monomorphism, epimorphism, isomorphism, etc.

## Example:

The determinant map det : $G L_{n} \mathbf{R} \rightarrow \mathbf{R}^{*}$ is a homomorphism. (Here, $\mathbf{R}^{*}=G L_{1} \mathbf{R}$, the group of non-zero real numbers.)

The concept of "subgroup" requires a little care:

Definition. Let $G_{1}, G_{2}$ be Lie groups, such that $G_{1}$ is an (algebraic) subgroup of $G_{2}$. We say that $G_{1}$ is a Lie subgroup of $G_{2}$ if the inclusion map $G_{1} \rightarrow G_{2}$ is an embedding.

If $G_{1}$ is an (algebraic) subgroup of $G_{2}$, and also a submanifold, then $G_{1}$ is certainly a Lie subgroup of $G_{2}$. However, for reasons which will become clear in the next chapter, we do not insist that a Lie subgroup should also be a submanifold. The standard example of this is given by the (algebraic) subgroup $G_{1}=\{[t a, t b] \mid t \in \mathbf{R}\}$ of the Lie group $G_{2}=\mathbf{R}^{2} / \mathbf{Z}^{2}$ (for a fixed choice of $a, b \in \mathbf{R}$ with $(a, b) \neq(0,0))$. We give $G_{1}$ the structure of a Lie group by using the natural homomorphism $\mathbf{R} \rightarrow G_{1}$, $t \mapsto[t a, t b]$. There are two cases to consider: (1) $G_{1}$ is isomorphic (as a Lie group) to $\mathbf{R} / \mathbf{Z}$ if $b=0$ or if $a / b$ is rational; (2) $G_{1}$ is isomorphic to $\mathbf{R}$ if $a / b$ is irrational. In both cases, $G_{1}$ is a Lie subgroup of $G_{2}$. But only in case (1) is $G_{1}$ a submanifold of $G_{2}$.

It is well known that a Lie subgroup is a submanifold if and only if it is closed (see Varadarajan [1984], Theorem 2.5.4). From Chapter 3 onwards, we shall usually abbreviate the expression "closed Lie subgroup" to "subgroup".

## II. The exponential map.

Let $G$ be a Lie group. We use the following standard notation:
$e=$ the identity element of $G$ ( $=I$ if $G$ is a matrix group)
$\mathbf{g}=T_{e} G=$ the tangent space to $G$ at $e$.
The relationship between $G$ and $\mathbf{g}$ is very important. It is useful, therefore, to have an explicit description of $\mathbf{g}$. Here are some examples, for matrix groups:
Examples:
(1) $T_{e} M_{n} \mathbf{R}=M_{n} \mathbf{R}$ (because $M_{n} \mathbf{R}$ is a vector space).
(2) $T_{e} G L_{n} \mathbf{R}=M_{n} \mathbf{R}$ (because $G L_{n} \mathbf{R}$ is an open subset of a vector space).
(3) $T_{e} O_{n}=\operatorname{skew}_{n} \mathbf{R}=\left\{A \in M_{n} \mathbf{R} \mid A^{t}=-A\right\}$.
(Proof: If $X \subseteq \mathbf{R}^{n}$, we use the description of $T_{x} X$ given earlier, i.e., the space of tangent vectors $\gamma^{\prime}(0)$ with $\gamma:(-\epsilon, \epsilon) \rightarrow X \subseteq \mathbf{R}^{n}$ and $\gamma(0)=x$. In the case of $O_{n} \subseteq M_{n} \mathbf{R}, x=I$, we have $\gamma(t)^{t} \gamma(t)=I$ for all $t \in(-\epsilon, \epsilon)$. By differentiation, we obtain $\gamma^{\prime}(0)^{t} \gamma(0)+\gamma(0)^{t} \gamma^{\prime}(0)=0$, hence $\gamma^{\prime}(0)^{t}=-\gamma^{\prime}(0)$. Thus, $T_{e} O_{n} \subseteq$ skew $_{n} \mathbf{R}$. Conversely, if $A \in \operatorname{skew}_{n} \mathbf{R}$, let $\gamma(t)=\exp t A$. Then we have $\gamma: \mathbf{R} \rightarrow M_{n} \mathbf{R}$, such that $\gamma(\mathbf{R}) \subseteq O_{n}$ and $\gamma(0)=I$. By differentiation, $\gamma^{\prime}(0)=A$. Hence skew ${ }_{n} \mathbf{R} \subseteq T_{e} O_{n}$.)

The (matrix) exponential function

$$
\exp A=\sum_{n \geq 0} \frac{A^{n}}{n!}
$$

which appeared in Example (3), is very useful. (It is easy to show that the series converges for any A.) It has the following properties:

## Proposition.

(1) The exponential map $\exp : M_{n} \mathbf{R} \rightarrow G L_{n} \mathbf{R}$ is a local chart at $I \in G L_{n} \mathbf{R}$.
(2) Let $G$ be a Lie subgroup of $G L_{n} \mathbf{R}$. Then the exponential map restricts to a map $\mathbf{g} \rightarrow G$, and this map is a local chart at $I \in G$.
(This proposition may be proved by calculating the derivative of the exponential map at $0 \in M_{n} \mathbf{R}$. If $f$ is any (smooth) function, then the derivative $D f$ is given by the formula $(D f)_{x}(V)=\left.\frac{d}{d t} f(\gamma(t))\right|_{0}$, where $V=\left.\frac{d}{d t} \gamma(t)\right|_{0}$. Hence, $(D \exp )_{0} A=\left.\frac{d}{d t} \exp t A\right|_{0}=A$. Thus, $(D \exp )_{0}$ is the identity map!)

More generally, it is possible to define $\exp : \mathbf{g} \rightarrow G$ for any Lie group. We shall not need the general definition. However, the following useful property of the exponential map (which is valid also in the general case) should be noted: For any $X \in \mathbf{g}$, the map $\gamma: t \mapsto \exp t X$ provides a curve in $G$ with $\gamma(0)=e$ and $\gamma^{\prime}(0)=X$.
Exercises:
(1.6) Let $\gamma, \delta:(-\epsilon, \epsilon) \rightarrow M_{n} \mathbf{R}$. Show that $(\gamma+\delta)^{\prime}=\gamma^{\prime}+\delta^{\prime}$ and $(\gamma \delta)^{\prime}=\gamma^{\prime} \delta+\gamma \delta^{\prime}$.
(1.7) Let $A, B \in M_{n} \mathbf{R}$. Is it true that $\exp A \exp B=\exp (A+B)$ ?
(1.8) Show that $T_{e} U_{n}=\operatorname{skewHerm}_{n} \mathbf{C}=\left\{A \in M_{n} \mathbf{C} \mid A^{*}=-A\right\}$.
(1.9) Show that $T_{e} S L_{n} \mathbf{R}=\left\{A \in M_{n} \mathbf{R} \mid\right.$ trace $\left.A=0\right\}$.
(1.10) Show that the exponential map exp : skewHerm ${ }_{n} \rightarrow U_{n}$ is surjective.

## Bibliographical comments.

See the comments at the end of Chapter 3.

## Chapter 2: Lie Algebras

## I. Definitions and examples.

Definition. Let $V$ be a vector space (real or complex). We say that $V$ is a Lie algebra (real or complex) if
(1) there is a bilinear map [, ]:V×V $\rightarrow V$, such that
(2) $[X, Y]=-[Y, X]$ and $[[X, Y], Z]+[[Y, Z], X]+[[Z, X], Y]=0$ for all $X, Y, Z \in V$.

Examples:
(1) $V=$ any vector space, $[X, Y]=0$ for all $X, Y \in V$. (In this case, we say that $V$ is abelian.)
(2) $V=$ the vector space consisting of all vector fields on a manifold $M$, [, ] = bracket of vector fields. (Recall that the bracket of vector fields $V_{1}, V_{2}$ on any manifold $M$ is defined by $\left[V_{1}, V_{2}\right] f=$ $V_{1}\left(V_{2} f\right)-V_{2}\left(V_{1} f\right)$, where $f: M \rightarrow \mathbf{R}$ is any function.)
(3) $V=\mathbf{R}^{3},[X, Y]=X \times Y$ (vector cross product).
(4) $V=\operatorname{End}(W)$, the vector space of all endomorphisms of a vector space $W,[X, Y]=X Y-Y X$. (If $V=\mathbf{R}^{n}$ or $\mathbf{C}^{n}, \operatorname{End}(V)=M_{n} \mathbf{R}$ or $M_{n} \mathbf{C}$.)

Let $G$ be a Lie group. Let $\mathbf{g}=T_{e} G$. We can construct a Lie algebra structure for $\mathbf{g}$, as follows. For any $X \in \mathbf{g}$, we define a vector field $X^{*}$ on $G$ by

$$
X_{g}^{*}=D L_{g}(X)=\left.\frac{d}{d t} g \exp t X\right|_{0}
$$

(Here $L_{g}: G \rightarrow G$ is given by $L_{g}(h)=g h$. Later, we shall need the analogous map $R_{g}: G \rightarrow G$, $R_{g}(h)=h g$.) In this way, we can identify $\mathbf{g}$ with a subspace of the Lie algebra of all vector fields on $G$ (see Example (2)). This subspace consists precisely of the left-invariant vector fields on $G$, i.e., the vector fields $V$ such that $V_{g h}=D L_{g}\left(V_{h}\right)$ for all $g, h \in G$.

Lemma. If $U, V$ are left-invariant vector fields on $G$, then so is $[U, V]$.
Proof. For any $f: G \rightarrow \mathbf{R}$ we have

$$
\begin{gathered}
V_{g h} f=V f(g h)=V f \circ L_{g}(h) \\
D L_{g}\left(V_{h}\right) f=D L_{g}(V) f(h)=D f\left(D L_{g}(V)\right)(h)=V\left(f \circ L_{g}\right)(h)
\end{gathered}
$$

so the condition $V_{g h}=D L_{g}\left(V_{h}\right)$ (for all $h \in G$ ) is equivalent to the condition $V f \circ L_{g}(h)=V\left(f \circ L_{g}\right)(h)$ (for all $h \in G, f: G \rightarrow \mathbf{R}$ ). If $U, V$ satisfy this condition, we have

$$
\begin{aligned}
{[U, V]\left(f \circ L_{g}\right) } & =U\left(V\left(f \circ L_{g}\right)\right)-V\left(U\left(f \circ L_{g}\right)\right) \\
& =U\left((V f) \circ L_{g}\right)-V\left((U f) \circ L_{g}\right) \\
& =(U(V f)) \circ L_{g}-(V(U f)) \circ L_{g} \\
& =([U, V] f) \circ L_{g}
\end{aligned}
$$

So $[U, V]$ satisfies the same condition.
It follows that $\mathbf{g}$ inherits the structure of a Lie algebra; it becomes a subalgebra of the Lie algebra of all vector fields. We therefore obtain [, ]: $\mathbf{g} \times \mathbf{g} \rightarrow \mathbf{g}$ (satisfying conditions (1) and (2) above). By definition we have $\left[X^{*}, Y^{*}\right]=[X, Y]^{*}$, for any $X, Y \in \mathbf{g}$. In future, we call $\mathbf{g}$ the Lie algebra of the Lie group $G$.

Proposition. If $G$ is a matrix group, then the Lie algebra structure of $\mathbf{g}$ is given by

$$
[X, Y]=X Y-Y X
$$

(where $X Y$ denotes the product of the matrices $X, Y$ ).
Sketch of the proof. We have $X^{*} f(g)=\left.\frac{d}{d t} f(g \exp t X)\right|_{0}$. Hence,

$$
\left(Y^{*}\left(X^{*} f\right)\right)(e)=\left.\left.\frac{d}{d s} \frac{d}{d t} f(\exp s Y \exp t X)\right|_{0}\right|_{0}
$$

If $f$ is linear, the proposition follows from this. The general case can be deduced from the case where $f$ is linear.

## Exercise:

(2.1) If $G=S O_{3}$ (and if $\mathbf{g}$ is identified with $\mathbf{R}^{3}$ ), show that we obtain Example (3) above.

The main significance of the Lie algebra (of a Lie group) is demonstrated by the next theorem:
Theorem. There is a one to one correspondence between
(1) connected Lie subgroups $G$ of $G L_{n} \mathbf{R}$ (or $G L_{n} \mathbf{C}$ ), and
(2) Lie subalgebras $V$ of $M_{n} \mathbf{R}$ (or $M_{n} \mathbf{C}$ ).

The correspondence assigns to a Lie group $G$ its Lie algebra $\mathbf{g}$. (It follows from the definition of a Lie subgroup in Chapter 1 that this procedure is valid.) A proof of the theorem can be found in Varadarajan [1984], Theorem 2.5.2. There is a more general result, the "Fundamental Theorem of Lie Theory", which establishes a one to one correspondence between arbitrary Lie groups (up to local isomorphism) and Lie algebras. Details of this may also be found in Varadarajan [1984], section 2.8.

## Examples:

(1) $G=S O_{n}, V=\operatorname{skew}_{n} \mathbf{R}$.
(2) For fixed $a, b \in \mathbf{R}$, with $(a, b) \neq(0,0)$, let

$$
\begin{aligned}
G & =\left\{\left.\left(\begin{array}{cc}
\exp \sqrt{-1} a t & 0 \\
0 & \exp \sqrt{-1} b t
\end{array}\right) \right\rvert\, t \in \mathbf{R}\right\} \\
V & =\left\{\left.\left(\begin{array}{cc}
\sqrt{-1} a t & 0 \\
0 & \sqrt{-1} b t
\end{array}\right) \right\rvert\, t \in \mathbf{R}\right\} .
\end{aligned}
$$

Observe that $G$ is isomorphic to $S^{1}=U_{1}$ if $b=0$ or $a / b$ is rational, and $G$ is isomorphic to $\mathbf{R}=M_{1} \mathbf{R}$ otherwise. (For comments on the topology of $G$, see the end of section II of Chapter I.)
(3) Let $G$ be a Lie subgroup of $G L_{n} \mathbf{R}$. Hence, $\mathbf{g}$ is a (real) Lie subalgebra of $M_{n} \mathbf{R}$, and $\mathbf{g} \otimes \mathbf{C}$ is a (complex) Lie subalgebra of $M_{n} \mathbf{C}$. By the theorem, there exists a (complex) Lie subgroup $G^{c}$ of $G L_{n} \mathbf{C}$ whose Lie algebra is $\mathbf{g} \otimes \mathbf{C}$. The complex group $G^{c}$ is called the complexification of $G$. For example, $G L_{n} \mathbf{C}$ is the complexification of $G L_{n} \mathbf{R}$. Warning: It is possible to have $G_{1}^{c}=G_{2}^{c}$ and $G_{1} \neq G_{2}$ ! For example, the complexification of $U_{n}$ is also $G L_{n} \mathbf{C}$.

The correspondence between Lie groups and Lie algebras is extremely important because (very roughly speaking) it reduces the study of Lie groups to linear algebra. The Lie algebra is also a useful tool in the study of the differential geometry of Lie groups. As an example, we mention the following simple result.

A Riemannian metric $\langle$,$\rangle on a manifold X$ is by definition an inner product $\langle,\rangle_{x}$ on each tangent space $T_{x} X$ (and it is assumed that $\langle,\rangle_{x}$ depends smoothly on $x$ ). If $X=G$, a Lie group, then a left-invariant Riemannian metric is a Riemannian metric $\langle$,$\rangle such that \langle X, Y\rangle_{k}=\left\langle D L_{h} X, D L_{h} Y\right\rangle_{h k}$ for all $X, Y \in T_{k} G$, and all $h, k \in G$.

Proposition. There is a one to one correspondence between
(1) left-invariant Riemannian metrics $\langle$,$\rangle on G$, and
(2) inner products $\langle\langle\rangle$,$\rangle on \mathbf{g}$.
(Given $\langle$,$\rangle , we define \langle\langle\rangle\rangle=,\langle,\rangle_{e}$. Conversely, given $\langle\langle\rangle$,$\rangle , we define \langle X, Y\rangle_{g}=\left\langle\left\langle D L_{g^{-1}} X, D L_{g^{-1}} Y\right\rangle\right\rangle$, where $X, Y \in T_{g} G$.)

## II. The adjoint representation.

Definition. Let $G$ be a Lie group. Let $V$ be a vector space. A representation of $G$ on $V$ is a homomorphism $G \rightarrow G L(V)$.
(The notation $G L(V)$ means the group of invertible linear transformations $T: V \rightarrow V$. For example, $G L\left(\mathbf{R}^{n}\right)=G L_{n} \mathbf{R}$.)

Definition. Let $G$ be a Lie group, and let $\mathbf{g}$ be the Lie algebra of $G$. The adjoint representation of $G$ on $\mathbf{g}$ is the homomorphism

$$
\operatorname{Ad}: G \rightarrow G L(\mathbf{g}), \quad g \mapsto D\left(L_{g} \circ R_{g^{-1}}\right)_{e}
$$

Alternatively:

$$
\operatorname{Ad}(g) X=\left.\frac{d}{d t} g \exp t X g^{-1}\right|_{t=0}
$$

Proposition. If $G$ is a matrix group, then $\operatorname{Ad}(A) X=A X A^{-1}$.
Proof. $\operatorname{Ad}(A) X=\left.\frac{d}{d t} A(\exp t X) A^{-1}\right|_{0}=\left.\frac{d}{d t} \exp t A X A^{-1}\right|_{0}=A X A^{-1}$.
There is a version of the adjoint representation for Lie algebras. First, a representation of a Lie algebra $\mathbf{g}$ on a vector space $V$ is defined to be a Lie algebra homomorphism $\mathbf{g} \rightarrow \operatorname{End}(V)$. Next, the adjoint representation of $\mathbf{g}$ on $\mathbf{g}$ is defined to be the homomorphism

$$
\mathrm{ad}=D(\mathrm{Ad})_{e}: \mathbf{g} \rightarrow \operatorname{End}(\mathbf{g})
$$

Proposition. If $G$ is a matrix group, then $\operatorname{ad}(X) Y=X Y-Y X$.
Proof. $D(\operatorname{Ad})_{e}(X) Y=\left.\frac{d}{d t} \operatorname{Ad}(\exp t X) Y\right|_{0}=\left.\frac{d}{d t}(\exp t X) Y(\exp -t X)\right|_{0}=X Y-Y X$.
(More generally, for arbitrary Lie groups, it can be shown that $\operatorname{ad}(X) Y=[X, Y]$.)
From now on, we shall only consider matrix groups! This is not a serious restriction, and it simplifies our calculations.

The adjoint representation is useful in studying the geometry of $G$. For example:
Proposition. There is a one to one correspondence between
(1) bi-invariant Riemannian metrics $\langle$,$\rangle on G$ (bi-invariant means left invariant and right invariant), and
(2) Ad-invariant inner products $\langle\langle\rangle$,$\rangle on \mathbf{g}$ (Ad-invariant means that $\langle\langle\operatorname{Ad}(g) X, \operatorname{Ad}(g) Y\rangle\rangle=\langle\langle X, Y\rangle\rangle$ for all $X, Y \in \mathbf{g}$ and all $g \in G)$.

This is proved in the same way as the proposition at the end of the last section.
By "averaging over $G$ " any inner product on $\mathbf{g}$, and using the above correspondence, it is possible to prove the following existence result:

Proposition. If $G$ is a compact Lie group, then there exists a bi-invariant Riemannian metric on $G$.

For example, if $G=O_{n}$, an Ad-invariant inner product on skew ${ }_{n} \mathbf{R}$ is given by $\langle\langle A, B\rangle\rangle=-\operatorname{trace} A B$. By the proposition, we obtain a bi-invariant Riemannian metric on $O_{n}$.

A deeper property of the adjoint representation is that it measures the non-commutativity of $G$. For example, if $G$ is abelian, then $\operatorname{Ad}(g) X=X$ for all $g \in G, X \in \mathbf{g}$. The next definition helps to clarify this idea.

Definition. Let $G$ be a compact Lie group. A Cartan subalgebra of $\mathbf{g}$ is a maximal abelian Lie subalgebra of $\mathbf{g}$.

For example, let

$$
\mathbf{c}_{n}=\left\{\left.\left(\begin{array}{cccc}
\sqrt{-1} x_{1} & & & \\
& \sqrt{-1} x_{2} & & \\
& & \ldots & \\
& & & \sqrt{-1} x_{n}
\end{array}\right) \right\rvert\, x_{1}, \ldots, x_{n} \in \mathbf{R}\right\}
$$

Then $\mathbf{c}_{n}$ is a Cartan subalgebra of skewHerm ${ }_{n} \mathbf{C}$.
Theorem (Cartan). Let $G$ be a compact Lie group. Let $\mathbf{g}$ be the Lie algebra of $G$. Let $\mathbf{c}_{1}, \mathbf{c}_{2}$ be two Cartan subalgebras of $\mathbf{g}$. Then there exists some $g \in G$ such that $\operatorname{Ad}(g) \mathbf{c}_{1}=\mathbf{c}_{2}$.

Corollary. Let $G$ be a compact Lie group. Let $\mathbf{g}$ be the Lie algebra of $G$. Let $\mathbf{c}$ be a Cartan subalgebra of $\mathbf{g}$. If $X \in \mathbf{g}$, then there exists some $g \in G$ such that $\operatorname{Ad}(g) X \in \mathbf{c}$.

This is a "diagonalization theorem". For example, let us take $G=U_{n}, \mathbf{g}=\operatorname{skewHerm}_{n} \mathbf{C}$, and $\mathbf{c}=\mathbf{c}_{n}$. Then we obtain the following familiar fact from linear algebra: If $X \in \operatorname{skewHerm}_{n} \mathbf{C}$, then there exists some $A \in U_{n}$ such that $A X A^{-1} \in \mathbf{c}_{n}$.

There is a version of Cartan's theorem for (compact, connected) Lie groups, where the concept of "Cartan subalgebra" is replaced by the concept of "maximal torus". As a corollary, we obtain diagonalization theorems for Lie groups. The appropriate definition is:

Definition. Let $G$ be a compact connected Lie group. A maximal torus of $G$ is a maximal connected abelian subgroup of $G$.

The name "torus" comes from the following well known fact:
Proposition. If $T$ is a connected abelian compact Lie group, then $T$ is isomorphic to $S^{1} \times \cdots \times S^{1}$ (r factors), for some integer $r$.

Example:
Let $G=U_{n}$. Let

$$
T_{n}=\left\{\left(\begin{array}{cccc}
z_{1} & & & \\
& z_{2} & & \\
& & \ddots & \\
& & & z_{n}
\end{array}\right)\left|z_{i} \in \mathbf{C},\left|z_{i}\right|=1, i=1, \ldots, n\right\}\right.
$$

Then $T_{n}$ is a maximal torus of $U_{n}$.
Cartan's theorem is:

Theorem (Cartan). Let $G$ be a compact connected Lie group. Let $T_{1}, T_{2}$ be two maximal tori of $G$. Then there exists some $g \in G$ such that $g T_{1} g^{-1}=T_{2}$.

Exercises:
(2.2) Let Ad : $S p_{1} \rightarrow G L_{3} \mathbf{R}$ be the adjoint representation of $S p_{1}$. Show that $\operatorname{Ad}\left(S p_{1}\right) \cong S O_{3}$. Show that the kernel of Ad is $\{ \pm I\}$. (It follows that $\mathrm{SO}_{3}$ is diffeomorphic to three-dimensional real projective space $\mathbf{R} P^{3}$.)
(2.3) Find a Cartan subalgebra of skew $_{n} \mathbf{R}$.
(2.4) Show that $S O_{4}$ is isomorphic to $S p_{1} \times S p_{1} /\{ \pm(1,1)\}$.

## Bibliographical comments.

See the comments at the end of Chapter 3.

## Chapter 3: Factorizations and homogeneous spaces

## I. Decomposition of Lie groups.

If $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis of $\mathbf{R}^{n}$, the Gram-Schmidt procedure gives a new orthonormal basis $\left\{u_{1}, \ldots, u_{n}\right\}$. We may consider the vectors $v_{1}, \ldots, v_{n}$ to be the column vectors of a matrix $A \in G L_{n} \mathbf{R}$, and the vectors $u_{1}, \ldots, u_{n}$ to be the column vectors of a matrix $B \in O_{n}$. In terms of $A$ and $B$, the Gram-Schmidt process gives a factorization $A=B C$, i.e.,

$$
\left(\begin{array}{llll}
\mid & & \mid \\
v_{1} & \ldots & v_{n} \\
\mid & & & \\
& & & \\
& & & \\
u_{1} & \ldots & u_{n} \\
& & & \\
& * & * & * \\
& * & * & * \\
& & & * \\
& & & \\
& & &
\end{array}\right)
$$

where $C$ is an upper triangular matrix.
For example, if $n=2$, then $u_{1}, u_{2}$ are given by

$$
\begin{aligned}
& u_{1}=v_{1} /\left|v_{1}\right|=\alpha v_{1}, \text { say, and } \\
& u_{2}=\left(v_{2}-\left\langle v_{2}, u_{1}\right\rangle u_{1}\right) /\left|v_{2}-\left\langle v_{2}, u_{1}\right\rangle u_{1}\right|=\beta v_{2}+\gamma v_{1}, \text { say. }
\end{aligned}
$$

This may be written

$$
B=A\left(\begin{array}{cc}
\alpha & \gamma \\
0 & \beta
\end{array}\right)
$$

or

$$
A=B\left(\begin{array}{cc}
\alpha^{-1} & -\gamma /(\alpha \beta) \\
0 & \beta^{-1}
\end{array}\right)
$$

It follows that we have a decomposition of Lie groups, namely

$$
G L_{n} \mathbf{R}=O_{n} \Delta_{n}
$$

where $\Delta_{n}$ is the subgroup of upper triangular matrices in $G L_{n} \mathbf{R}$. We have

$$
O_{n} \cap \Delta_{n}=Z_{n}
$$

where $Z_{n}$ is the (finite) group of matrices of the form

$$
\left(\begin{array}{ccccc} 
\pm 1 & & & & \\
& \pm 1 & & & \\
& & \pm 1 & & \\
& & & \pm 1 & \\
& & & & \pm 1
\end{array}\right)
$$

Similarly, using an oriented basis, we obtain the decomposition

$$
S L_{n} \mathbf{R}=S O_{n} \Delta_{n}, \quad S O_{n} \cap \Delta_{n}=Z_{n}
$$

Here we are using the (rather dangerous, but convenient) convention that $\Delta_{n}$ denotes the group of upper triangular matrices in $S L_{n} \mathbf{R}$ (not $G L_{n} \mathbf{R}!$ ), and similarly for $Z_{n}$.

If we use complex vectors instead of real vectors, we obtain the decomposition

$$
G L_{n} \mathbf{C}=U_{n} \Delta_{n}, \quad U_{n} \cap \Delta_{n}=T_{n}
$$

where $\Delta_{n}$ is the group of upper triangular matrices in $G L_{n} \mathbf{C}$, and $T_{n}$ is the group of diagonal matrices in $U_{n}$.

We also have a decomposition

$$
S L_{n} \mathbf{C}=S U_{n} \Delta_{n}, \quad S U_{n} \cap \Delta_{n}=T_{n}
$$

where $\Delta_{n}$ and $T_{n}$ denote the upper triangular and diagonal subgroups of $S L_{n} \mathbf{C}$ and $S U_{n}$, respectively.
There is a general decomposition theorem for Lie groups, called the Iwasawa decomposition (see Helgason [1978]):

Theorem (Iwasawa decomposition). Let $G$ be a compact connected Lie group. Then there is a decomposition

$$
G^{c}=G A N, \quad G \cap A=A \cap N=G \cap N=\{e\}
$$

where $A$ is abelian and $N$ is nilpotent.
Let us examine how this applies to the examples $G=U_{n}, S U_{n}$ above. (For the examples $O_{n}, S O_{n}$, a slightly different theorem is available - see section I of Chapter 7.) In the case $G=U_{n}$, we have seen that $G L_{n} \mathbf{C}=U_{n} \Delta_{n}$. It is easy to see that $\Delta_{n}=T_{n} A_{n} N_{n}$, where $A_{n}$ is the group of real diagonal matrices with positive entries, and where $N_{n}$ is the group of matrices in $\Delta_{n}$ of the form

$$
\left(\begin{array}{lllll}
1 & * & * & * & * \\
& 1 & * & * & * \\
& & 1 & * & * \\
& & & 1 & * \\
& & & & 1
\end{array}\right) .
$$

Since $T_{n} \subseteq U_{n}$, we have $G L_{n} \mathbf{C}=U_{n} A_{n} N_{n}$, and this gives the Iwasawa decomposition of $G L_{n} \mathbf{C}$.
(A Lie group is said to be nilpotent if its Lie algebra is nilpotent; a (matrix) Lie algebra is said to be nilpotent if each element $X$ is a nilpotent matrix, i.e., $X^{k}=0$ for some $k$. The Lie algebra of the group $N_{n}$ consists of all strictly upper triangular matrices.)
Exercise:
(3.1) Find the Iwasawa decomposition explicitly, in the case of the group $G L_{2} \mathbf{C}$.

Next we describe a geometrical version of the decomposition $G L_{n} \mathbf{C}=U_{n} \Delta_{n}$.

## Definition.

(1) $\mathrm{F}=\mathrm{F}_{1,2, \ldots, n-1}\left(\mathbf{C}^{n}\right)=$

$$
\left\{\{0\} \subseteq E_{1} \subseteq E_{2} \subseteq \ldots \subseteq E_{n-1} \subseteq \mathbf{C}^{n} \mid E_{i} \text { a subspace of } \mathbf{C}^{n} \text { of dimension } i\right\}
$$

(2) $\mathrm{F}^{\prime}=\left\{\left(L_{1}, \ldots, L_{n}\right) \mid L_{1}, \ldots, L_{n}\right.$ are orthogonal lines in $\left.\mathbf{C}^{n}\right\}$.

## Proposition.

(1) $\mathrm{F} \cong G L_{n} \mathbf{C} / \Delta_{n}$.
(2) $\mathrm{F}^{\prime} \cong U_{n} / T_{n}$.

Proof. (1) The group $G L_{n} \mathbf{C}$ acts naturally on F . The isotropy subgroup at the point

$$
\{0\} \subseteq \mathbf{C} \subseteq \mathbf{C}^{2} \subseteq \ldots \subseteq \mathbf{C}^{n-1} \subseteq \mathbf{C}^{n} \quad(\in \mathrm{~F})
$$

is $\Delta_{n}$. We claim that the action is transitive. To see this, let $v_{1}, \ldots, v_{n}$ be a basis of $\mathbf{C}^{n}$ such that $E_{i}=\operatorname{Span}\left\{v_{1}, \ldots, v_{i}\right\}$. Then the matrix

$$
\left(\begin{array}{ccc}
\mid & & \mid \\
v_{1} & \ldots & v_{n} \\
\mid & & \mid
\end{array}\right)
$$

defines an element of $G L_{n} \mathbf{C}$ which maps $\{0\} \subseteq \mathbf{C} \subseteq \mathbf{C}^{2} \subseteq \ldots \subseteq \mathbf{C}^{n-1} \subseteq \mathbf{C}^{n}$ to $\{0\} \subseteq E_{1} \subseteq E_{2} \subseteq \ldots \subseteq$ $E_{n-1} \subseteq \mathbf{C}^{n}$. (2) The group $U_{n}$ acts naturally on $\mathrm{F}^{\prime}$. Let $e_{1}, \ldots, e_{n}$ be an orthonormal basis of $\mathbf{C}^{n}$. The isotropy subgroup at the point

$$
\left(\mathbf{C} e_{1}, \ldots, \mathbf{C} e_{n}\right) \quad\left(\in \mathrm{F}^{\prime}\right)
$$

is $T_{n}$. The action is transitive, by an argument similar to the argument for (1).
Corollary. $G L_{n} \mathbf{C}=U_{n} \Delta_{n}$.
Proof. The map $\mathrm{F}^{\prime} \rightarrow \mathrm{F}$, given by

$$
\left(L_{1}, \ldots, L_{n}\right) \mapsto\{0\} \subseteq E_{1} \subseteq E_{2} \subseteq \ldots \subseteq E_{n-1} \subseteq \mathbf{C}^{n}, \quad E_{i}=L_{1} \oplus \cdots \oplus L_{i}
$$

is bijective. (In fact, it is a diffeomorphism.) This can be identified with the natural map

$$
U_{n} / T_{n} \rightarrow G L_{n} \mathbf{C} / \Delta_{n}
$$

From the surjectivity of this map, we obtain $G L_{n} \mathbf{C}=U_{n} \Delta_{n}$.
The manifold F ( or $\mathrm{F}^{\prime}$ ) is called a flag manifold.
More generally, the following theorem holds:
Theorem. Let $G$ be a compact connected Lie group. Let $T$ be a maximal torus of $G$. Then there is a subgroup $B$ of $G^{c}$ such that $G / T \cong G^{c} / B$.

The group $B$ is called a Borel subgroup of $G^{c}$. The manifold $G^{c} / B($ or $G / T)$ is called a generalized flag manifold. This theorem is a consequence of the proof of the general Iwasawa decomposition (esssentially, we have $B=T A N)$.

## II. Homogeneous spaces.

The following result is elementary.

Proposition. Let $G$ be a Lie group. Let $H$ be a closed Lie subgroup of $G$. Then the coset space $G / H=\{g H \mid g \in G\}$ has the structure of a (smooth) manifold.

We call $G / H$ a homogeneous space. If $g \in G$, we sometimes write $[g]=g H$, and $o=[e]=e H$. We have $\mathbf{h} \subseteq \mathbf{g}$.
Examples:
(1) The flag manifolds F (or $\mathrm{F}^{\prime}$ ). The generalized flag manifolds $G^{c} / B$ (or $G / T$ ).
(2) The spheres $S^{n}$.
(3) The Grassmannians $\operatorname{Gr}_{m}\left(\mathbf{R}^{n}\right), \operatorname{Gr}_{m}\left(\mathbf{C}^{n}\right), \operatorname{Gr}_{m}\left(\mathbf{H}^{n}\right)$.

## Exercise:

(3.2) Find suitable groups $G, H$, for Examples (2) and (3) above.

Homogeneous spaces are more general than Lie groups, but they have some similar properties. For example, there is a close relationship between a homogeneous space $G / H$ and its tangent space $T_{o} G / H$ at $o$. We have an isomorphism

$$
\mathbf{g} / \mathbf{h} \cong T_{o} G / H
$$

given by

$$
\left.[X] \mapsto \frac{d}{d t}[\exp t X]\right|_{0}
$$

For any $X \in \mathbf{g}$, we can define a vector field $X^{*}$ on $G / H$ by:

$$
X_{g H}^{*}=\left.\frac{d}{d t}(\exp t X) g H\right|_{0}=\left.\frac{d}{d t}[(\exp t X) g]\right|_{0}
$$

(Beware: This differs from the formula for Lie groups in Chapter 2!)
The adjoint representation $\mathrm{Ad}=\mathrm{Ad}^{G}$ of a Lie group $G$ is related to the isotropy representation of a homogeneous space:

Definition. Let $G / H$ be a homogeneous space. The isotropy representation of $H$ on $T_{o} G / H$ is the homomorphism

$$
\operatorname{Ad}^{G / H}: H \rightarrow G L\left(T_{o} G / H\right), \quad \operatorname{Ad}^{G / H}(h) X=D L_{h}(X)
$$

where $L_{h}: G / H \rightarrow G / H$ is the $\operatorname{map} L_{h}([g])=[h g]$.

## Exercise:

(3.3) Check that $\mathrm{Ad}^{G / H}$ is well defined.

Next, we explain the precise relationship between $\mathrm{Ad}^{G}$ and $\mathrm{Ad}^{G / H}$.
Definition. The homogeneous space $G / H$ is reductive if there exists a subspace $\mathbf{m} \subseteq \mathbf{g}$ such that $\mathbf{g}=\mathbf{h} \oplus \mathbf{m}$ and $\operatorname{Ad}(h) \mathbf{m} \subseteq \mathbf{m}$ for all $h \in H$.
(If $G$ is compact, then $G / H$ is reductive, because we can take $\mathbf{m}=\mathbf{h}^{\perp}$, with respect to an Ad-invariant inner product on $\mathbf{g}$.)

Proposition. Assume that $G / H$ is reductive. Let $h \in H$, and let $X \in \mathbf{h}, Y \in \mathbf{m}$. Then we have

$$
\operatorname{Ad}^{G}(h)(X, Y)=\left(\operatorname{Ad}^{H}(h) X, \operatorname{Ad}^{G / H}(h) Y\right)
$$

Proof. It suffices to prove this for (i) $X=0$, and (ii) $Y=0$. The result is obvious for case (ii). For case (i), we use the fact that $Y$ (in m) corresponds to $\left.\frac{d}{d t}[\exp t Y]\right|_{0}$ (in $T_{o}(G / H)$ ). Hence, we must show that $\left.\frac{d}{d t}\left[\exp t \operatorname{Ad}^{G}(h) Y\right]\right|_{0}$ is equal to $\left.\operatorname{Ad}^{G / H}(h) \frac{d}{d t}[\exp t Y]\right|_{0}$. We have:

$$
\begin{aligned}
\left.\operatorname{Ad}^{G / H}(h) \frac{d}{d t}[\exp t Y]\right|_{0} & =\left.\frac{d}{d t}[h \exp t Y]\right|_{0} \\
& =\left.\frac{d}{d t}\left[h(\exp t Y) h^{-1}\right]\right|_{0} \\
& =\left.\frac{d}{d t}\left[\exp t \operatorname{Ad}^{G}(h) Y\right]\right|_{0}
\end{aligned}
$$

as required.
In the language of representation theory, we say that the restriction of $\mathrm{Ad}^{G}$ to $H$ splits into the sum $\mathrm{Ad}^{H} \oplus \mathrm{Ad}^{G / H}$.

Exercise: (This exercise assumes some knowledge of representation theory.)
(3.4) Identify $\mathrm{Ad}^{G}, \mathrm{Ad}^{H}, \mathrm{Ad}^{G / H}$ in terms of "standard representations", in Examples (1),(2),(3) above.

Finally, we mention the following description of certain Riemannian metrics on a reductive homogeneous space $G / H$ :

Proposition. There is a one to one correspondence between
(1) invariant Riemannian metrics $\langle$,$\rangle on G / H$ (invariant means that $\langle X, Y\rangle=\left\langle D L_{h} X, D L_{h} Y\right\rangle$ for all $X, Y \in T_{[k]} G$, and all $h, k \in G$ ), and
(2) $\operatorname{Ad}^{G / H}{ }_{-}$-invariant inner products $\langle\langle\rangle$,$\rangle on \mathbf{m}\left(\operatorname{Ad}^{G / H}{ }_{-}\right.$-invariant means that $\left\langle\left\langle\operatorname{Ad}^{G / H}(h) X, \operatorname{Ad}^{G / H}(h) Y\right\rangle\right\rangle=$ $\langle\langle X, Y\rangle\rangle$ for all $X, Y \in \mathbf{m}$ and all $h \in H)$.

This is similar to the propositions in Chapter 2, concerning Riemannian metrics on $G$.

## Bibliographical comments for Chapters 1-3.

The literature on Lie groups and Lie algebras is very well developed, and the reader will experience no difficulty in finding books on the subject. We just mention some particularly useful sources for the topics of Chapters 1-3. Accessible introductions are given in Warner [1984], the first chapter of Bröcker and tom Dieck [1985], and the first two chapters of Adams [1969]. An excellent reference for all the material of Chapters 1-3 is the book by Carter et al. [1995]. (There is a concise discussion of the Fundamental Theorem of Lie Theory on pages 75-81.) For a more detailed study see Helgason [1978]; Postnikov [1986]; Varadarajan [1984].

## Chapter 4: Hamilton's equations and Hamiltonian systems

## I. Hamilton's equations.

Newton's equations for the motion of a particle of mass $m$, in a field with potential $V=V(q)$, are

$$
\begin{equation*}
m \ddot{q}_{j}=-\frac{\partial V}{\partial q_{j}}, \tag{*}
\end{equation*}
$$

where $q=\left(q_{1}, \ldots, q_{n}\right) \in \mathbf{R}^{n}$ denotes the position of the particle. Let us introduce

$$
p_{j}=m \dot{q}_{j} \quad \text { and } \quad H(p, q)=\frac{1}{2 m} \sum_{j=1}^{n} p_{j}^{2}+V(q)
$$

the "momentum" and "total energy", respectively. Then we obtain Hamilton's equations for $(p, q)$ :

$$
\begin{equation*}
\dot{q}_{j}=\frac{\partial H}{\partial p_{j}}, \quad \dot{p}_{j}=-\frac{\partial H}{\partial q_{j}} . \tag{**}
\end{equation*}
$$

Equations $(*),(* *)$ are equivalent, but $(* *)$ has various advantages. For example, $(* *)$ contains only first order derivatives, whereas $(*)$ contains second order derivatives. Equation $(* *)$ is "more symmetrical" than (*), perhaps.

If we introduce

$$
x=\binom{p^{t}}{q^{t}} \quad \text { and } \quad J=\left(\begin{array}{cc}
0 & -I \\
I & 0
\end{array}\right)
$$

then $(* *)$ becomes:
$(* * *) \quad \dot{x}=J(\nabla H)_{x}$.
In this equation, the gradient $\nabla H$ of $H: \mathbf{R}^{n} \times \mathbf{R}^{n} \rightarrow \mathbf{R}$ is defined (as usual) in the following way: $\left\langle\left\langle(\nabla H)_{V}, W\right\rangle\right\rangle=D H_{V}(W)$ for all $V, W \in \mathbf{R}^{n} \times \mathbf{R}^{n}$, where $\langle\langle\rangle$,$\rangle is the standard inner product on$ $\mathbf{R}^{n} \times \mathbf{R}^{n}$.

Equation $(* * *)$ has the following generalization:
(1) Let $M$ be a (smooth) manifold.
(2a) Let $\langle$,$\rangle be a Riemannian metric on M$ (i.e., a smoothly varying inner product $\langle,\rangle_{m}$ on each tangent space $T_{m} M$ ).
(2b) Let $J$ be an almost complex structure on $M$ (i.e., a smoothly varying automorphism $J_{m}$ of each tangent space $T_{m} M$, such that $\left.\left(J_{m}\right)^{2}=-I\right)$.
(3) Let $H: M \rightarrow \mathbf{R}$ be any (smooth) function.

Then we may consider equation $(* * *)$, in this situation. It is a first order differential equation for a path $x: \mathbf{R} \rightarrow M$.

More generally still, we may replace (2a) and (2b) by:
(2) Let $\omega$ be a non-degenerate 2-form on $M$ (non-degenerate means that if $\omega(X, Y)=0$ for all $Y$, then $X=0$ ).

Given (1), (2) and (3), we may consider the equation

$$
\dot{x}=V_{x}
$$

where $V$ is the vector field such that $\omega(V)=,d H$. This equation is called a Hamiltonian system; $H$ is called the Hamiltonian function (of the system), and $V$ is called the Hamiltonian vector field (of the system). Of course, this equation is simply the equation for an integral curve of the vector field $V$. If we define $\omega$ by $\omega(X, Y)=\langle X, J Y\rangle$ in the previous situation (with (2a) and (2b)), then we have $V=J \nabla H$.

It is usual in the definition of a Hamiltonian system to insist that $\omega$ is closed, i.e., that $d \omega=0$. (This is the case in the above example.) A non-degenerate closed 2 -form is called a symplectic form, or a symplectic structure (on $M$ ).

## II. Example: A height function on an Ad-orbit.

We discuss an important example of a Hamiltonian system. First we must define $M, \omega$, and $H$.
(1) Definition of $M$.

Let $G$ be a compact Lie group. Let $P \in \mathbf{g}$.
Definition. $M_{P}=\operatorname{Ad}(G) P=\{\operatorname{Ad}(g) P \mid g \in G\} \subseteq \mathbf{g}$.
This $M_{P}$ is called an "adjoint orbit" (or "Ad-orbit"). If $H_{P}=\{g \in G \mid \operatorname{Ad}(g) P=P\}$, i.e., the isotropy subgroup at $P$, then $M_{P} \cong G / H_{P}$, so $M_{P}$ is an example of a homogeneous space. The point $P \in M_{P}$ corresponds to the point $o=[e] \in G / H_{P}$.
Examples:
(1) $G=U_{n}, P=\left(\begin{array}{cccc}\sqrt{-1} x_{1} & & & \\ & \sqrt{-1} x_{2} & & \\ & & \ldots & \\ & & & \sqrt{-1} x_{n}\end{array}\right)$,
with $x_{1}, \ldots, x_{n}$ distinct real numbers. In this case, $H_{P}=T_{n}$ and so $M_{P}=\mathrm{F}_{1,2, \ldots, n-1}\left(\mathbf{C}^{n}\right)$.
(2) $G=U_{n}, P=\left(\begin{array}{cccc}\sqrt{-1} x_{1} & & & \\ & \sqrt{-1} x_{2} & & \\ & & \ldots & \\ & & & \sqrt{-1} x_{n}\end{array}\right)$,
with $x_{1}=\cdots=x_{k}=x, x_{k+1}=\cdots=x_{n}=y$, where $x, y$ are distinct real numbers. In this case, $H_{P}=U_{k} \times U_{n-k}$ and so $M_{P}=\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$.
Exercise:
(4.1) Find some more examples!

As in the case of a flag manifold (see Chapter 3), it can be shown that $G / H_{P} \cong G^{c} / G_{P}$, for a suitable subgroup $G_{P}$ of $G^{c}$.

The next proposition gives us a description of the "abstract" tangent space of $M_{P}$ :
Proposition. The isotropy subgroup $H_{P}$ is equal to

$$
C\left(S_{P}\right)=\left\{g \in G \mid g h g^{-1}=h \text { for all } h \in S_{P}\right\}
$$

where $S_{P}=\overline{\exp \mathbf{R} P}$. The Lie algebra of $H_{P}$ is given by $\mathbf{h}_{P}=\{X \in \mathbf{g} \mid[P, X]=0\}$.
We have the decomposition $\mathbf{g}=\mathbf{h}_{P} \oplus \mathbf{m}_{P}$, where $\mathbf{m}_{P}=\left(\mathbf{h}_{P}\right)^{\perp}$. (The orthogonal complement is taken with respect to an Ad-invariant inner product (, ) on $\mathbf{g}$.) Thus, the tangent space (at $P$ ) of $M_{P}$ is $T_{P}\left(M_{P}\right) \cong \mathbf{m}_{P}=\{X \in \mathbf{g} \mid[P, X]=0\}^{\perp}$.

On the other hand, we can use the embedding $M_{P} \subseteq \mathbf{g}$ to give another description of the tangent space to $M_{P}$ :

$$
\begin{aligned}
T_{P}\left(M_{P}\right) & =\left\{\left.\left.\frac{d}{d t} \operatorname{Ad}(\exp t X) P\right|_{0} \right\rvert\, X \in \mathbf{g}\right\} \\
& =\left\{\left.\left.\frac{d}{d t}(\exp t X) P(\exp -t X)\right|_{0} \right\rvert\, X \in \mathbf{g}\right\} \\
& =\{X P-P X \mid X \in \mathbf{g}\} \\
& =\{[X, P] \mid X \in \mathbf{g}\}
\end{aligned}
$$

Let $A_{P}: \mathbf{g} \rightarrow \mathbf{g}$ be defined by $A_{P}(X)=[P, X]$. Then we have two descriptions of $T_{P}\left(M_{P}\right)$, namely (i) $\left(\operatorname{Ker} A_{P}\right)^{\perp}$, and (ii) $\operatorname{Im} A_{P}$. It turns out that these are the same:

Proposition. $\operatorname{Im} A_{P}=\left(\operatorname{Ker} A_{P}\right)^{\perp}$.
The proof is given in the following exercises.

## Exercises:

(4.2) Show that $([X, Y], Z)=(X,[Y, Z])$ for all $X, Y, Z \in \mathbf{g}$. (Hint: Use
(a) $[X, Y]=\left.\frac{d}{d t} \operatorname{Ad}(\exp t X) Y\right|_{0}$, and
(b) $(\operatorname{Ad}(g) X, \operatorname{Ad}(g) Y)=(X, Y)$.)
(4.3) Show that Ker $A_{P} \perp \operatorname{Im} A_{P}$. (Hint: Use (4.2).)

The embedding $M_{P}=\{\operatorname{Ad}(g) P \mid g \in G\} \subseteq \mathbf{g}$ is often useful for computational purposes. For example, we can obtain a simple formula for the vector field $X^{*}$ on $M_{P}$ :

$$
\begin{aligned}
X_{\operatorname{Ad}(g) P}^{*} & =\left.\frac{d}{d t} \operatorname{Ad}(\exp t X) \operatorname{Ad}(g) P\right|_{0} \\
& =\left.\frac{d}{d t}(\exp t X) \operatorname{Ad}(g) P(\exp -t X)\right|_{0} \\
& =[X, \operatorname{Ad}(g) P]
\end{aligned}
$$

(2) Definition of $\omega$.

For any reductive homogeneous space $G / H$, there is a one to one correspondence between
(1) invariant 2-forms $\omega$ on $G / H$
(2) $\mathrm{Ad}^{G / H_{-}}$-invariant skew-symmetric bilinear forms $\Omega$ on $\mathbf{m}$.

This is similar to the corresponding statement for Riemannian metrics, in Chapter 3. If $G$ is a compact Lie group, and $H=H_{P}$, we shall define $\Omega$ as follows:

Definition. For any $X, Y \in \mathbf{m}, \Omega(X, Y)=(P,[X, Y])$.
(Here, (, ) is an Ad-invariant inner product on $\mathbf{g}$, as usual.)

## Exercises:

(4.4) Show that $\Omega(\operatorname{Ad}(h) X, \operatorname{Ad}(h) Y)=\Omega(X, Y)$ for all $h \in H_{P}$.
(4.5) Let $\omega$ be the 2-form corresponding to $\Omega$. Show that $\omega\left(X_{g H}^{*}, Y_{g H}^{*}\right)=\Omega(X, Y)$ for all $X, Y \in \mathbf{g}$.
(4.6) Show that $\omega$ is non-degenerate.
(4.7) Show that $d \omega=0$.

These exercises show that $\omega$ is indeed a symplectic form on $M_{P}$.
(3) Definition of $H$.

Definition. Let $Q \in \mathbf{g}$. Define $H^{Q}: M_{P} \rightarrow \mathbf{R}$ by $H^{Q}(X)=(X, Q)$.
(Of course, we also have a function $\hat{H}^{Q}: \mathbf{g} \rightarrow \mathbf{R}$ defined by $\hat{H}^{Q}(X)=(X, Q)$, and $H^{Q}=\left.\hat{H}^{Q}\right|_{M_{P}}$.) We call $H^{Q}$ a height function on $M_{P}$.
(Another natural function is the distance function

$$
K^{Q}(\operatorname{Ad}(g) P)=|\operatorname{Ad}(g) P-Q|^{2}
$$

But this is essentially the same as $H^{Q}$, because $K^{Q}=a+b H^{Q}$ for some constants $a, b$.)
This completes the definition of $M, \omega$, and $H$.
We now have a Hamiltonian system $\dot{x}=V_{x}$. In this example it is possible to find a complex structure $J$ and a Riemannian metric $\langle$,$\rangle on M_{P}$, such that $V=J \nabla H^{Q}$. These may be defined explicitly, by using the roots of $G$. We quote the following result without proof:

Proposition. $\nabla H^{Q}=J Q^{*}$.
Our Hamiltonian system is $\dot{x}=J\left(\nabla H^{Q}\right)_{x}$. From the last proposition we have $J\left(\nabla H^{Q}\right)_{x}=-Q_{x}^{*}=$ $[x, Q]$. Hence our differential equation for $x: \mathbf{R} \rightarrow M_{P}$ is

$$
\dot{x}=[x, Q] .
$$

It is easy to find the (unique) solution to this differential equation:
Theorem. The solution of the differential equation

$$
\dot{x}=[x, Q], \quad x(0)=P
$$

is given by $x(t)=\operatorname{Ad}(\exp -t Q) P$.
Proof. It suffices to show that $x(t)=\operatorname{Ad}(\exp -t Q) P$ satisfies the differential equation. We have

$$
\begin{aligned}
\dot{x}(t) & =\left.\frac{d}{d s} x(t+s)\right|_{0} \\
& =\left.\frac{d}{d s} \operatorname{Ad}(\exp -(t+s) Q) P\right|_{0} \\
& =\left.\operatorname{Ad}(\exp -t Q) \frac{d}{d s} \operatorname{Ad}(\exp -s Q) P\right|_{0} \\
& =\operatorname{Ad}(\exp -t Q)[-Q, P] \\
& =\operatorname{Ad}(\exp -t Q)[P, Q] \\
& =[\operatorname{Ad}(\exp -t Q) P, \operatorname{Ad}(\exp -t Q) Q] \\
& =[x(t), Q]
\end{aligned}
$$

Before we leave this example, let us consider the differential equation for the vector field $\nabla H^{Q}$ :

$$
\dot{x}=\left(\nabla H^{Q}\right)_{x} \quad \text { i.e., } \quad \dot{x}=J[x, Q] .
$$

(This is not a Hamiltonian system.) The solutions to this equation are slightly more complicated, but it is possible to find them explicitly by using the Iwasawa decomposition $G^{c}=G A N$ (of Chapter 3). We shall not give the proof, because we have not defined $J$ precisely. In the following statement, we shall write $g=g_{u} g_{a} g_{n}$ for the factorization of $g \in G^{c}$.

Theorem. The solution of the differential equation

$$
\dot{x}=J[x, Q], \quad x(0)=P
$$

is given by $x(t)=\operatorname{Ad}(\exp \sqrt{-1} t Q)_{u} P$.

## Exercises:

(4.8) Let $G=S U_{2}$, and let

$$
P=\left(\begin{array}{cc}
\sqrt{-1} & 0 \\
0 & \sqrt{-1}
\end{array}\right), \quad Q=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) .
$$

Show that $M_{P} \cong S^{2}$. Determine explicitly the embedding $M_{P} \subseteq \mathbf{g} \cong \mathbf{R}^{3}$.
(4.9) Show that $X\left(\right.$ in $\left.M_{P}\right)$ is a critical point of $H^{Q}: M_{P} \rightarrow \mathbf{R}$ if and only if $[Q, X]=0$.

## Bibliographical comments.

The modern theory of classical mechanics (in terms of symplectic manifolds) is discussed in the book by Arnold [1978]. A broader treatment of symplectic manifolds in physics is given in the book by Guillemin and Sternberg [1984].

The example of section II appears infrequently, but in various guises, in the literature. The height function $H^{Q}$ was studied from the point of view of Morse theory in Bott [1956]. It turns out that $H^{Q}$ is a "perfect Morse function"; this allows one to obtain information on the homology of $M_{P}$. (The classical reference for Morse theory is the book by Milnor [1963]. A brief summary of the Morse theory of $H^{Q}$ is given in the Appendix of Guest and Ohnita [1993].) A more general (symplectic) point of view was taken in Frankel [1959], and subsequently in Atiyah [1982].

From the point of view of Morse theory, it is natural to consider the "gradient flow" curve $t \mapsto$ $\operatorname{Ad}(\exp \sqrt{-1} t Q)_{u} P$; its closure is a curve of finite length from a (higher) critical point of $H^{Q}$ to a (lower) critical point. From the Hamiltonian point of view it is natural to consider the "orthogonal" curve $t \mapsto \operatorname{Ad}(\exp t Q) P$; the closure of this is the orbit of $P$ under the torus $S_{Q}$. (We assume here that $P$ is not a critical point of $H^{Q}$, i.e., not a fixed point of the action of $S_{Q}$, otherwise both curves are just the point $P$ itself.) The reader is advised to contemplate these two curves in the situation of Exercise (4.8). There, the critical points of $H^{Q}$ are just the antipodal points $\pm Q$. Thinking of $\pm Q$ as the north and south poles, the first curve is a "line of longitude" between the poles, and the second curve is a "circle of latitude".

## Chapter 5: Lax equations

## I. Flows on adjoint orbits.

An equation of the form

$$
\dot{L}=[L, M]
$$

is called a Lax equation. In the last chapter we considered an example, namely $\dot{x}=[x, Q]$, where $x: \mathbf{R} \rightarrow \mathbf{g}, Q \in \mathbf{g}$, and $G$ is a compact Lie group. In this chapter we shall consider the following more general example:

$$
\begin{equation*}
\dot{x}=[x, y], \quad x(0)=V \tag{*}
\end{equation*}
$$

where $x, y: \mathbf{R} \rightarrow \mathbf{g}$, and $G$ is any Lie group. The key to solving this equation (for certain $y$, at least) is the geometrical property established in the next proposition. We shall denote the adjoint orbit of $V$ by $O_{V}$, i.e., $O_{V}=\{\operatorname{Ad}(g) V \mid g \in G\}=\operatorname{Ad}(G) V$.

Proposition. If $x$ is a solution of $(*)$, then we have $x(t) \in O_{V}$ for all $t$.
Proof. We proved in Chapter 4 that $T_{x} O_{V}=\{[X, x] \mid X \in \mathbf{g}\}$, if $G$ is compact. The same proof is valid if $G$ is non-compact. Therefore, $\dot{x}(=[x, y]) \in T_{x} O_{x}$. It can be deduced from this that $x(t) \in O_{V}$ for all $t$.

Therefore, we may write $x(t)=\operatorname{Ad} u(t) V\left(=u(t) V u(t)^{-1}\right)$, for some $u:(-\epsilon, \epsilon) \rightarrow G$. (This is justified by the fact that the natural map $G \rightarrow G / H=O_{V}$ is a locally trivial fibre bundle.) Differentiating the equation $x=u V u^{-1}$, we obtain

$$
\begin{aligned}
\dot{x} & =\dot{u} V u^{-1}-u V u^{-1} \dot{u} u^{-1} \\
& =\left(\dot{u} u^{-1}\right)\left(u V u^{-1}\right)-\left(u V u^{-1}\right)\left(\dot{u} u^{-1}\right) \\
& =\left[\dot{u} u^{-1}, u V u^{-1}\right] \\
& =\left[x,-\dot{u} u^{-1}\right] .
\end{aligned}
$$

Comparing this with $(*)$, we see that $(*)$ is equivalent to the following equation:

$$
\begin{equation*}
\dot{u} u^{-1}=-y, \quad u(0)=e . \tag{**}
\end{equation*}
$$

Thus, the "change of variable" suggested by the above geometrical property leads to a simplification of the equation.

If $y$ is constant (i.e., independent of $t$ ), then the equation $(* *)$ has the obvious solution $u(t)=\exp -t y$. We therefore obtain the solution $x(t)=\operatorname{Ad} \exp (-t y) V$ of equation $(*)$. This explains the formula given in the last chapter!

A slightly more general example may be obtained by "working backwards". Suppose that we have a decomposition $G=G_{1} G_{2}$, where $G_{1}, G_{2}$ are subgroups of $G$ such that $G_{1} \cap G_{2}=\{e\}$. If $g \in G$, we may write $g=g_{1} g_{2}$, where $g_{1} \in G_{1}, g_{2} \in G_{2}$. Let us consider $u=g_{1}$, where $g(t)=\exp t W$, for some $W \in \mathbf{g}$ ( $W$ is independent of $t$ ). We shall find an equation for which $u$ is a solution. We have ${ }^{1}$ :

$$
\begin{aligned}
W & =\dot{g} g^{-1} \\
& =\left(\dot{g}_{1} g_{2}+g_{1} \dot{g}_{2}\right) g_{2}^{-1} g_{1}^{-1} \\
& =\dot{g}_{1} g_{1}^{-1}+g_{1}\left(\dot{g}_{2} g_{2}^{-1}\right) g_{1}^{-1}
\end{aligned}
$$

[^0]Now, we have $\mathbf{g}=\mathbf{g}_{1} \oplus \mathbf{g}_{2}$, and $\dot{g}_{1} g_{1}^{-1} \in \mathbf{g}_{1}, \dot{g}_{2} g_{2}^{-1} \in \mathbf{g}_{2}$. If we assume that Ad $G_{1}\left(\mathbf{g}_{2}\right) \subseteq \mathbf{g}_{2}$, then $\dot{u} u^{-1}=\dot{g}_{1} g_{1}^{-1}=\pi_{1} W$. (Here $\pi_{1} W$ means $W_{1}$, where $W=\left(W_{1}, W_{2}\right)$.) Bearing in mind the relationship between $(*)$ and $(* *)$, we have just proved the following fact:

Proposition. Let $G=G_{1} G_{2}$, where $G_{1}, G_{2}$ are subgroups of $G$ such that $G_{1} \cap G_{2}=\{e\}$. Assume that $\operatorname{Ad} G_{1}\left(\mathbf{g}_{2}\right) \subseteq \mathbf{g}_{2}$. Let $W \in \mathbf{g}$. Then the solution of the differential equation

$$
\dot{x}=\left[x, \pi_{1} W\right], \quad x(0)=V
$$

is $x(t)=\operatorname{Ad}(\exp -t W)_{1} V$.
This result is closely related to the example of Chapter 4. The latter may be obtained by taking $G_{1}=G, G_{2}=\{e\}$. Alternatively we may regard the proposition as a special case of that example, with $P=V, Q=\pi_{1} W$. The solution given by Chapter 4 is then $x(t)=\operatorname{Ad}\left(\exp -t \pi_{1} W\right) V-$ which appears to be different from the formula of the proposition. However, the two formulae are in fact the same, as $(\exp -t W)_{1}=\exp -t \pi_{1} W$ here. This follows from the condition Ad $G_{1}\left(\mathbf{g}_{2}\right) \subseteq \mathbf{g}_{2}$ and the Baker-Campbell-Hausdorff formula.

If we consider $u(t)=(\exp t W)_{1}^{-1}$, then we obtain another, less trivial, example:
Proposition. Let $G=G_{1} G_{2}$, where $G_{1}, G_{2}$ are subgroups of $G$ such that $G_{1} \cap G_{2}=\{e\}$. Then the solution of the differential equation

$$
\dot{x}=\left[x, \pi_{1} x\right], \quad x(0)=V
$$

is $x(t)=\operatorname{Ad}(\exp t V)_{1}^{-1} V$.
Proof. The calculation is similar to that in the previous case, but we shall give it in full in order to emphasize how elementary it is. To simplify notation, we write $g(t)=\exp t W, u=g_{1}$ and $x=u^{-1} V u$. Differentiating the last equation, we obtain:

$$
\dot{x}=\left[x, u^{-1} \dot{u}\right] .
$$

As in the previous proposition, we have

$$
W=\dot{g}_{1} g_{1}^{-1}+g_{1}\left(\dot{g}_{2} g_{2}^{-1}\right) g_{1}^{-1}
$$

hence

$$
g_{1}^{-1} W g_{1}=g_{1}^{-1} \dot{g}_{1}+\dot{g}_{2} g_{2}^{-1}
$$

and so $g_{1}^{-1} \dot{g}_{1}=\pi_{1}\left(g_{1}^{-1} W g_{1}\right)$. If we take $W=V$ now, then we have

$$
g_{1}^{-1} \dot{g}_{1}=\pi_{1} x .
$$

Comparing $(\dagger)$ and $(\dagger \dagger)$, we see that $x$ satisfies the equation $\dot{x}=\left[x, \pi_{1} x\right]$, as required.

## II. Example: The Toda lattice.

We shall consider an important example of the above theory, namely the Toda lattice. It is a Hamiltonian system which describes the motion of $n$ particles ${ }^{2}$ moving in a straight line, with "exponential

[^1]interactions". (Mathematically, this is equivalent to a problem in which a single particle moves in $\mathbf{R}^{n}$, so we may use the framework of Chapter 4.)

Let the positions of the particles at time $t$ (in $\mathbf{R}$ ) be $q_{1}(t), \ldots, q_{n}(t)$, respectively. We assume that each particle has mass 1. The momentum of the $i$-th particle at time $t$ is therefore $p_{i}=\dot{q}_{i}$. The Hamiltonian function is defined to be

$$
H=\frac{1}{2} \sum_{j=1}^{n} p_{j}^{2}+\sum_{j=1}^{n-1} e^{2\left(q_{j}-q_{j+1}\right)}
$$

The Hamiltonian system

$$
\dot{q}_{j}=\frac{\partial H}{\partial p_{j}}, \quad \dot{p}_{j}=-\frac{\partial H}{\partial q_{j}}
$$

is

$$
\begin{aligned}
& \dot{q}_{j}=p_{j} \quad j=1, \ldots, n \\
& \dot{p}_{1}=-2 e^{2\left(q_{1}-q_{2}\right)} \\
& \dot{p}_{j}=-2 e^{2\left(q_{j}-q_{j+1}\right)}+2 e^{2\left(q_{j-1}-q_{j}\right)} \quad j=2, \ldots, n-1 \\
& \dot{p}_{n}=\quad 2 e^{2\left(q_{n-1}-q_{n}\right)} .
\end{aligned}
$$

We shall assume in addition that $\sum_{j=1}^{n} q_{j}=\sum_{j=1}^{n} p_{j}=0$. The coordinates $q_{1}, \ldots, q_{n}$ may be chosen so that this condition is satisfied.
(Strictly speaking, we have defined the finite, open Toda lattice; this is also known as the Toda molecule. We may also consider the infinite Toda lattice, in which there are infinitely many particles, or the periodic Toda lattice, in which the first particle interacts with the last.)

Let us now define two $n \times n$ matrices $L, M$ :

$$
L=\left(\begin{array}{cccccc}
p_{1} & Q_{1,2} & 0 & \ldots & 0 & 0 \\
Q_{1,2} & p_{2} & Q_{2,3} & \ldots & 0 & 0 \\
0 & Q_{2,3} & p_{3} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & p_{n-1} & Q_{n-1, n} \\
0 & 0 & 0 & \ldots & Q_{n-1, n} & p_{n}
\end{array}\right)
$$

where $Q_{i, j}=e^{q_{i}-q_{j}}$, and

$$
M=\left(\begin{array}{cccccc}
0 & Q_{1,2} & 0 & \cdots & 0 & 0 \\
-Q_{1,2} & 0 & Q_{2,3} & \cdots & 0 & 0 \\
0 & -Q_{2,3} & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & Q_{n-1, n} \\
0 & 0 & 0 & \cdots & -Q_{n-1, n} & 0
\end{array}\right)
$$

By direct calculation, we find the following amazing fact:

Proposition. The Hamiltonian system for the Toda lattice is equivalent to the Lax equation $\dot{L}=[L, M]$.

The functions $L, M$ take values in the Lie algebra $\mathbf{s l}_{n} \mathbf{R}$, and the operation $[L, M]=L M-M L$ is the usual Lie bracket operation.

Let us now consider the decomposition $S L_{n} \mathbf{R}=S O_{n} \Delta_{n}$ of Chapter 3. We have a similar decomposition $S L_{n} \mathbf{R}=S O_{n} \Delta_{n}^{\prime}$, where $\Delta_{n}^{\prime}$ denotes the subgroup of lower triangular matrices. Observe that

$$
\Delta_{n}=Z_{n} A_{n} N_{n}, \quad \Delta_{n}^{\prime}=Z_{n} A_{n} N_{n}^{\prime}
$$

where $Z_{n}, A_{n}$ are (respectively) the subgroups consisting of matrices of the form

$$
\left(\begin{array}{cccc} 
\pm 1 & & & \\
& \pm 1 & & \\
& & \ddots & \\
& & & \pm 1
\end{array}\right),\left(\begin{array}{cccc}
d_{1} & & & \\
& d_{2} & & \\
& & \ddots & \\
& & & d_{n}
\end{array}\right)
$$

with $d_{1}, \ldots, d_{n}>0$, and $N_{n}, N_{n}^{\prime}$ are the subgroups consisting of matrices of the form

$$
\left(\begin{array}{cccc}
1 & * & * & * \\
& 1 & * & * \\
& & \ddots & \vdots \\
& & & 1
\end{array}\right),\left(\begin{array}{cccc}
1 & & & \\
* & 1 & & \\
* & * & \ddots & \\
* & * & \ldots & 1
\end{array}\right)
$$

We shall use the decomposition $G=G_{1} G_{2}$ given by

$$
S L_{n} \mathbf{R}=S O_{n} \hat{N}_{n}^{\prime}, \text { where } \hat{N}_{n}^{\prime}=A_{n} N_{n}^{\prime}
$$

The corresponding Lie algebras are

$$
\begin{aligned}
\mathbf{s l}_{n} \mathbf{R} & =\left\{X \in M_{n} \mathbf{R} \mid \text { trace } X=0\right\} \\
\text { skew }_{n} \mathbf{R} & =\left\{X \in \mathbf{s l}_{n} \mathbf{R} \mid X^{t}=-X\right\} \\
\hat{\mathbf{n}}_{n}^{\prime} & =\left\{X \in \mathbf{s l}_{n} \mathbf{R} \mid X=\left(x_{i j}\right), x_{i j}=0 \text { if } i<j\right\} \\
\mathbf{n}_{n}^{\prime} & =\left\{X \in \hat{\mathbf{n}}_{n}^{\prime} \mid X=\left(x_{i j}\right), x_{11}=\cdots=x_{n n}=0\right\} \\
\mathbf{a}_{n} & =\left\{X \in \mathbf{s l}_{n} \mathbf{R} \mid X=\left(x_{i j}\right), x_{i j}=0 \text { if } i \neq j\right\},
\end{aligned}
$$

and the corresponding Lie algebra decomposition is

$$
\mathbf{s l}_{n} \mathbf{R}=\operatorname{skew}_{n} \mathbf{R} \oplus \hat{\mathbf{n}}_{n}^{\prime}, \text { where } \hat{\mathbf{n}}_{n}^{\prime}=\mathbf{a}_{n} \oplus \mathbf{n}_{n}^{\prime} .
$$

The resulting decomposition of an element $X \in \mathbf{s l}_{n} \mathbf{R}$ may be found explicitly, as follows. First, we consider the decomposition

$$
\mathbf{s l}_{n} \mathbf{R}=\mathbf{n}_{n} \oplus \mathbf{a}_{n} \oplus \mathbf{n}_{n}^{\prime}
$$

For any $X \in \mathbf{s l}_{n} \mathbf{R}$, we write $X=X_{+}+X_{0}+X_{-}$. Hence our decomposition of $X$ is

$$
X=\left(X_{+}-X_{+}^{t}\right)+\left(X_{-}+X_{0}+X_{+}^{t}\right)
$$

where $X_{+}-X_{+}^{t} \in$ skew $_{n} \mathbf{R}$ and $X_{-}+X_{0}+X_{+}^{t} \in \hat{\mathbf{n}}_{n}^{\prime}$.
It follows from this explicit formula that $M=\pi_{1} L$. Our Hamiltonian system can now be written

$$
\dot{L}=\left[L, \pi_{1} L\right],
$$

which is the equation considered (and solved) in section I! Therefore, we arrive at the following conclusion:

Theorem. The solution of the Hamiltonian system for the Toda lattice is given by $L(t)=\operatorname{Ad}(\exp t V)_{1}^{-1} V$, where $V=L(0)$.

Let us write down the solution explicitly, in the case $n=2$. Writing $q_{1}=-q, q_{2}=q$ and $p_{1}=-p$, $p_{2}=p$, we have

$$
L=\left(\begin{array}{cc}
p & Q \\
Q & -p
\end{array}\right), \quad M=\left(\begin{array}{cc}
0 & Q \\
-Q & 0
\end{array}\right)
$$

where $Q=e^{-2 q}$. The solution of $\dot{L}=[L, M]$ with

$$
L(0)=\left(\begin{array}{ll}
0 & v \\
v & 0
\end{array}\right)
$$

is

$$
L(t)=\operatorname{Ad}\left[\exp t\left(\begin{array}{ll}
0 & v \\
v & 0
\end{array}\right)\right]_{1}^{-1}\left(\begin{array}{ll}
0 & v \\
v & 0
\end{array}\right)
$$

In this expression, we have

$$
\exp t\left(\begin{array}{ll}
0 & v \\
v & 0
\end{array}\right)=\left(\begin{array}{ll}
\cosh t v & \sinh t v \\
\sinh t v & \cosh t v
\end{array}\right)
$$

The decomposition $S L_{2} \mathbf{R}=S O_{2} \hat{N}_{2}^{\prime}$ is given by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left[\frac{1}{\sqrt{b^{2}+d^{2}}}\left(\begin{array}{cc}
d & b \\
-b & d
\end{array}\right)\right]\left[\frac{1}{\sqrt{b^{2}+d^{2}}}\left(\begin{array}{cc}
1 & 0 \\
a b+c d & b^{2}+d^{2}
\end{array}\right)\right]
$$

Hence

$$
\left[\exp t\left(\begin{array}{ll}
0 & v \\
v & 0
\end{array}\right)\right]_{1}=\frac{1}{\sqrt{\sinh ^{2} t v+\cosh ^{2} t v}}\left(\begin{array}{cc}
\cosh t v & \sinh t v \\
-\sinh t v & \cosh t v
\end{array}\right)
$$

We conclude that

$$
L(t)=\frac{v}{\sinh ^{2} t v+\cosh ^{2} t v}\left(\begin{array}{cc}
-2 \sinh t v \cosh t v & 1 \\
1 & 2 \sinh t v \cosh t v
\end{array}\right)
$$

This means that

$$
p(t)=-v \frac{\sinh 2 t v}{\cosh 2 t v}, \quad Q(t)=\frac{v}{\cosh 2 t v}
$$

The original problem concerns the motion of a single particle on the real line, and the position of the particle is given by $q(t)$, where $Q(t)=e^{-2 q(t)}$. It follows that

$$
\begin{aligned}
q(t) & =-\frac{1}{2} \log \left(\frac{v}{\cosh 2 v t}\right) \\
& =-\frac{1}{2} \log v+\frac{1}{2} \log \cosh 2 v t
\end{aligned}
$$

In Chapter 14, we show how to find such an explicit formula for any $n$, by using " $\tau$-functions".

## Bibliographical comments.

See the comments at the end of Chapter 8.

## Chapter 6: Adler-Kostant-Symes

Let us look at the Toda lattice again. We shall try to express everything in terms of the Lie group $S L_{n} \mathbf{R}$.

1. Lie algebraic coordinates

Let $E_{i, j}$ be the matrix $\left(x_{k l}\right)$, where $x_{k l}=\delta_{i k} \delta_{j l}$. We shall need the following elements of the Lie algebra $\mathbf{s l}_{n} \mathbf{R}$ :

$$
\begin{aligned}
E_{j} & =E_{j, j+1}, \quad 1 \leq j \leq n-1 \\
E_{-j} & =E_{j+1, j}, \quad 1 \leq j \leq n-1 \\
H_{j} & =E_{j, j}-E_{j+1, j+1}, \quad 1 \leq j \leq n-1 .
\end{aligned}
$$

(The vectors $E_{j}, E_{-j}$ are the "simple root vectors" of $\mathbf{s l}{ }_{n} \mathbf{R}$, and the vectors $H_{j}$ are the "simple co-root vectors".)

It is easy to verify the following formulae:

$$
\begin{aligned}
& {\left[H_{j}, H_{k}\right]=0} \\
& {\left[E_{j}, E_{-k}\right]=\delta_{j k} H_{k}} \\
& {\left[H_{j}, E_{k}\right]=c_{j k} E_{k}}
\end{aligned}
$$

where $C=\left(c_{i j}\right)$ is the matrix

$$
\left(\begin{array}{cccccc}
2 & -1 & 0 & \ldots & 0 & 0 \\
-1 & 2 & -1 & \cdots & 0 & 0 \\
0 & -1 & 2 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 2 & -1 \\
0 & 0 & 0 & \ldots & -1 & 2
\end{array}\right)
$$

(This matrix is called the "Cartan matrix" of $\mathbf{s l}_{n} \mathbf{R}$.)
If we introduce the variables

$$
\begin{aligned}
a_{k} & =e^{q_{k}-q_{k+1}}=Q_{k, k+1} \quad k=1, \ldots, n-1 \\
b_{k} & =\frac{1}{n}\left[(n-k)\left(p_{1}+\cdots+p_{k}\right)-k\left(p_{k+1}+\cdots+p_{n}\right)\right] \quad k=1, \ldots, n-1
\end{aligned}
$$

then the matrices $L, M$ of the Toda lattice may be expressed as follows:

$$
\begin{aligned}
L & =\sum_{j=1}^{n-1} b_{j} H_{j}+\sum_{j=1}^{n-1} a_{j}\left(E_{j}+E_{-j}\right) \\
M & =\sum_{j=1}^{n-1} a_{j}\left(E_{j}-E_{-j}\right) .
\end{aligned}
$$

2. The Hamiltonian function

The Lie algebra $\mathbf{s l}_{n} \mathbf{R}$ has a natural Ad-invariant non-degenerate bilinear form

$$
(A, B)=\operatorname{trace} A B
$$

(This is - up to a constant multiple - the "Killing form" of $\mathbf{s l}_{n} \mathbf{R}$.) Our Hamiltonian function may be expressed very simply in terms of this form:

$$
H(p, q)=\frac{1}{2}(L, L)
$$

## 3. The phase space $M$

For the solution of the Hamiltonian system we need the Lie algebra decomposition

$$
\mathbf{s l}_{n} \mathbf{R}(=\mathbf{g}) \quad=\quad \operatorname{skew}_{n} \mathbf{R}\left(=\mathbf{g}_{1}\right) \quad \oplus \quad \hat{\mathbf{n}}_{n}^{\prime}\left(=\mathbf{g}_{2}\right)
$$

(which comes from a decomposition $G=G_{1} G_{2}$ of Lie groups - see Chapter 5). Using the bilinear form, we have an identification

$$
\left(\mathbf{s l}_{n} \mathbf{R}\right)^{*} \cong \mathbf{s l}_{n} \mathbf{R}
$$

## Exercise:

(6.1) Show that (via the above identification) we have

$$
\begin{gathered}
\left(\operatorname{skew}_{n} \mathbf{R}\right)^{*} \cong\left(\hat{\mathbf{n}}_{n}^{\prime}\right)^{\perp}=\mathbf{n}_{n}^{\prime} \\
\left(\hat{\mathbf{n}}_{n}^{\prime}\right)^{*} \cong\left(\operatorname{skew}_{n} \mathbf{R}\right)^{\perp}=\operatorname{symm}_{n} \mathbf{R}
\end{gathered}
$$

(Hint: If $($,$) is a non-degenerate bilinear form on a vector space V \oplus W$, then we have an identification $(V \oplus W)^{*} \rightarrow V^{*} \oplus W^{*}$ given by $f \mapsto\left(\left.f\right|_{V},\left.f\right|_{W}\right)$. Next, observe that the image of the natural composition $W^{\perp} \subseteq V \oplus W \rightarrow(V \oplus W)^{*}$ is contained in the subspace $V^{*}$ of $(V \oplus W)^{*}$. Similarly, the image of $V^{\perp} \subseteq V \oplus W \rightarrow(V \oplus W)^{*}$ is contained in $\left.W^{*}.\right)$

We have already discussed the adjoint action of $S L_{n} \mathbf{R}$ on $\mathbf{s l}_{n} \mathbf{R}$. It is given by conjugation:

$$
\operatorname{Ad}(A) X=A X A^{-1}
$$

We also have the co-adjoint action of $S L_{n} \mathbf{R}$ on $\left(\mathbf{s l}_{n} \mathbf{R}\right)^{*}$. It is given by

$$
\operatorname{Ad}^{*}(A) f=g \quad \text { where } \quad g(X)=f\left(A^{-1} X A\right)
$$

Since we have an Ad-invariant bilinear form on $\mathbf{s l}_{n} \mathbf{R}$, we obtain an equivariant identification $\mathbf{s l}_{n} \mathbf{R} \rightarrow$ $\left(\mathbf{s l}_{n} \mathbf{R}\right)^{*}$, and the adjoint action on $\mathbf{s l}_{n} \mathbf{R}$ is thereby identified with the co-adjoint action on $\left(\mathbf{s l}_{n} \mathbf{R}\right)^{*}$. However, not every ${ }^{3}$ Lie algebra $\mathbf{g}$ admits an Ad-invariant bilinear form, and so the co-adjoint action may differ in an essential way from the adjoint action. This is illustrated by the next example.

## Exercise:

(6.2) Show that the co-adjoint action of $\hat{N}_{n}^{\prime}$ on $\left(\hat{\mathbf{n}}_{n}^{\prime}\right)^{*} \cong\left(\operatorname{skew}_{n} \mathbf{R}\right)^{\perp}=\operatorname{symm}_{n} \mathbf{R}$ is given explicitly by

$$
\operatorname{Ad}^{*}(A) X=\pi_{\text {symm }}\left(A X A^{-1}\right)
$$

[^2]where $\pi_{\text {symm }}$ denotes the projection on the first summand of the decomposition $\mathbf{s l}_{n} \mathbf{R}=\operatorname{symm}_{n} \mathbf{R} \oplus \mathbf{n}_{n}^{\prime}$.
The phase space of our Hamiltonian system may be taken as the subspace of symm ${ }_{n} \mathbf{R}$ consisting of matrices of the form
\[

\left($$
\begin{array}{cccccc}
d_{1} & s_{1} & 0 & \ldots & 0 & 0 \\
s_{1} & d_{2} & s_{2} & \ldots & 0 & 0 \\
0 & s_{2} & d_{3} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & d_{n-1} & s_{n-1} \\
0 & 0 & 0 & \ldots & s_{n-1} & d_{n}
\end{array}
$$\right)
\]

where $d_{i}, s_{i} \in \mathbf{R}, s_{i}>0$. In other words, it is the manifold

$$
M=\left\{\sum b_{j} H_{j}+\sum a_{j}\left(E_{j}+E_{-j}\right) \mid a_{j}, b_{j} \in \mathbf{R} \text { and } a_{j}>0\right\}
$$

The Lie algebraic significance of this manifold is explained by the next proposition:
Proposition. Let $m=\sum\left(E_{j}+E_{-j}\right) \in \operatorname{symm}_{n} \mathbf{R}$. Then $M=\operatorname{Ad}^{*}\left(\hat{N}_{n}^{\prime}\right) m$, i.e., $M$ is a co-adjoint orbit of the group $\hat{N}_{n}^{\prime}$.

Sketch of the proof. Let $A \in \hat{N}_{n}^{\prime}$. Then we have

$$
\pi_{s y m m}\left(A\left(\sum E_{j}+E_{-j}\right) A^{-1}\right)=\pi_{s y m m}\left(A\left(\sum E_{j}\right) A^{-1}\right)
$$

If $X=A\left(\sum E_{j}\right) A^{-1}$, then $\pi_{\text {symm }} X=X_{+}+X_{+}^{t}+X_{0}$, where we use the notation $X=X_{+}+X_{0}+X_{-}$ as in Chapter 5.

We claim first that $\pi_{\text {symm }}\left(A\left(\sum E_{j}\right) A^{-1}\right) \in M$. It suffices to show (i) that $X$ is of the form

$$
\left(\begin{array}{cccccc}
* & e_{1} & 0 & \ldots & 0 & 0 \\
* & * & e_{2} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
* & * & * & \ldots & * & e_{n-1} \\
* & * & * & \ldots & * & *
\end{array}\right)
$$

and (ii) that $e_{1}, \ldots, e_{n-1}>0$. It is easy to verify (i) and (ii).
From the same calculation, one can show that every element of $M$ is of the form $\pi_{s y m m}\left(A\left(\sum E_{j}\right) A^{-1}\right)$, for some $A$.

## Exercise:

(6.3) Give a proof of the last proposition for $n=2$ and $n=3$.

## 4. The symplectic structure

Let us recall the main example of Chapter 4, namely the symplectic form $\omega$ on an adjoint orbit $M=\operatorname{Ad}(G) P$. For any $X \in \mathbf{g}$, we have a vector field $X^{*}$ on $M$, defined by

$$
X_{R}^{*}=\left.\frac{d}{d t} \operatorname{Ad}(\exp t X) R\right|_{0}=[X, R]
$$

We define $\omega$ by

$$
\omega\left(X_{R}^{*}, Y_{R}^{*}\right)=\langle R,[X, Y]\rangle
$$

where $\langle$,$\rangle denotes an Ad-invariant inner product on \mathbf{g}$. We have $T_{R} M_{P}=\left\{X_{R}^{*} \mid X \in \mathbf{g}\right\}$, so $\omega$ is completely determined by the given formula.

This example is a special case of a more general construction, due to Kirillov, Kostant, and Souriau. Let $M$ be a co-adjoint orbit, i.e., $M=\operatorname{Ad}^{*}(G) f$, where $f \in \mathbf{g}^{*}$. For any $X \in \mathbf{g}$, we have a vector field $X^{*}$ on $M$, defined this time by

$$
X_{h}^{*}=\left.\frac{d}{d t} \operatorname{Ad}^{*}(\exp t X) h\right|_{0}
$$

Then there is a symplectic form $\omega$ on $M$, defined by

$$
\omega\left(X_{h}^{*}, Y_{h}^{*}\right)=h([X, Y])
$$

## Exercises:

(6.4) Verify that $\omega$ is indeed a symplectic form.
(6.5) Let (, ) be an Ad-invariant non-degenerate bilinear form on $\mathbf{g}$. Show that any co-adjoint orbit may be identified with an adjoint orbit, and that the Kirillov-Kostant-Souriau form $\omega$ may be identified with the symplectic form of Chapter 4.

It follows from the last proposition that our phase space

$$
M=\operatorname{Ad}^{*}\left(\hat{N}_{n}^{\prime}\right) m \subseteq\left(\hat{\mathbf{n}}_{n}^{\prime}\right)^{*}
$$

acquires a symplectic form $\omega$. We aim to show that the Hamiltonian system $(M, \omega, H)$ is exactly the same as the Toda lattice. This follows from the next proposition:

Proposition. Let $M, \omega, H$ be as above, where

$$
M \subseteq \operatorname{symm}_{n} \mathbf{R} \subseteq \operatorname{sl}_{n} \mathbf{R}
$$

Then the Hamiltonian vector field $V$ is given by

$$
V_{X}=\left[X, \pi_{1} X\right], \quad X \in M
$$

where $\pi_{1}$ is the projection $\mathbf{s l}_{n} \mathbf{R}=\operatorname{skew}_{n} \mathbf{R} \oplus \hat{\mathbf{n}}_{n}^{\prime} \rightarrow \operatorname{skew}_{n} \mathbf{R}$. (Hence, the differential equation of the Hamiltonian system is $\dot{X}=\left[X, \pi_{1} X\right]$.)

Proof. From the definition of $V$, we have $d H(Z)=\omega\left(V_{m}, Z\right)$ for all $Z \in T_{m} M, m \in M$. We shall use the embedding $M \subseteq \operatorname{symm}_{n} \mathbf{R}$ given by Exercise (6.2) and the previous proposition, i.e.,

$$
M=\left\{\pi_{s y m m} A\left(\sum E_{j}+E_{-j}\right) A^{-1} \mid A \in \hat{N}_{n}^{\prime}\right\}
$$

For any $X \in M$, we have the identification

$$
\begin{aligned}
T_{X} M & =\left\{U_{X}^{*} \mid U \in \hat{\mathbf{n}}_{n}^{\prime}\right\} \\
& =\left\{\left.\left.\frac{d}{d t} \pi_{\text {symm }}(\exp t U) X(\exp t U)^{-1}\right|_{0} \right\rvert\, U \in \hat{\mathbf{n}}_{n}^{\prime}\right\} \\
& =\left\{\pi_{\text {symm }}[U, X] \mid U \in \hat{\mathbf{n}}_{n}^{\prime}\right\}
\end{aligned}
$$

We must now interpret the formula $d H\left(U_{X}^{*}\right)=\omega\left(V_{X}, U_{X}^{*}\right)$. The left hand side is:

$$
\begin{aligned}
d H\left(U_{X}^{*}\right) & =\frac{d}{d t} H\left(\left.\pi_{\text {symm }}(\exp t U) X(\exp t U)^{-1}\right|_{0}\right) \\
& =\left.\frac{d}{d t} \frac{1}{2}\left(\pi_{\text {symm }}(\exp t U) X(\exp t U)^{-1}, \pi_{\text {symm }}(\exp t U) X(\exp t U)^{-1}\right)\right|_{0} \\
& =\left(\pi_{\text {symm }} X, \pi_{\text {symm }}[U, X]\right) \\
& =\left(X, \pi_{\text {symm }}[U, X]\right)\left(\text { as } X \in \operatorname{symm}_{n} \mathbf{R}\right) \\
& =\left(\pi_{2} X, \pi_{\text {symm }}[U, X]\right)\left(\text { as } X=\pi_{1} X+\pi_{2} X, \operatorname{skew}_{n} \mathbf{R} \perp \operatorname{symm}_{n} \mathbf{R}\right) \\
& =\left(\pi_{2} X,[U, X]\right)\left(\operatorname{using} \hat{\mathbf{n}}_{n}^{\prime} \perp \mathbf{n}_{n}^{\prime}\right) \\
& =(X,[U, X])-\left(\pi_{1} X,[U, X]\right) \\
& =\left(\pi_{1} X,[X, U]\right)(\operatorname{as}(X,[U, X])=0, \text { by Exercise }(4.2)) \\
& =\left(\left[\pi_{1} X, X\right], U\right)(\text { by Exercise }(4.2))
\end{aligned}
$$

For each $X$, there exists some $W \in \hat{\mathbf{n}}_{n}^{\prime}$ such that $V_{X}=W_{X}^{*}$. Using this, the right hand side is:
(ii)

$$
\begin{aligned}
\omega\left(W_{X}^{*}, U_{X}^{*}\right) & =(X,[W, U]) \\
& =([X, W], U)(\text { by Exercise }(4.2)) \\
& =-\left(W_{X}^{*}, U\right) \\
& =-\left(V_{X}, U\right)
\end{aligned}
$$

Equations (i) and (ii) hold for all $U \in \hat{\mathbf{n}}_{n}^{\prime}$. In addition, they hold for all $U \in \operatorname{skew}_{n} \mathbf{R}$, because $V_{X},\left[\pi_{1} X, X\right] \in \operatorname{symm}_{n} \mathbf{R}$ and $\operatorname{symm}_{n} \mathbf{R} \perp \operatorname{skew}_{n} \mathbf{R}$. Since (,) is non-degenerate, we deduce that $V_{X}=-\left[\pi_{1} X, X\right]=\left[X, \pi_{1} X\right]$, as required.

Summary: Lie algebraic version of the Toda lattice
(1) The phase space is $M=\operatorname{Ad}^{*}\left(\hat{N}_{n}^{\prime}\right) m$, where $m=\sum\left(E_{j}+E_{-j}\right)$. We have $M \subseteq\left(\hat{\mathbf{n}}_{n}^{\prime}\right)^{*} \cong$ $\left(\text { skew }_{n} \mathbf{R}\right)^{\perp}=\operatorname{symm}_{n} \mathbf{R}$.
(2) The symplectic form $\omega$ is the Kirillov-Kostant-Souriau form.
(3) The Hamiltonian function $H$ is given by $H(X)=\frac{1}{2}(X, X)$.

The differential equation of the Hamiltonian system is $\dot{X}=\left[X, \pi_{1} X\right]$, where $\pi_{1}$ denotes projection on the first summand of $\mathbf{s l}_{n} \mathbf{R}=\operatorname{skew}_{n} \mathbf{R} \oplus \hat{N}_{n}^{\prime}$. The solution of this differential equation is $X(t)=$ $\operatorname{Ad}(\exp t V)_{1}^{-1} V$, where $V=X(0)$.

At this point we may feel that we know all there is to know about the Toda lattice. However, two further questions will be addressed in Chapters 7 and 14:
(1) What is the advantage (if any) of the purely Lie algebraic version of the Toda lattice?
(2) Can the formula for $X(t)$ be made even more explicit? (The original functions $q_{1}, \ldots, q_{n}$ cannot yet be read off very easily, if $n>2$.)

## Bibliographical comments.

See the comments at the end of Chapter 8.

## Chapter 7: Adler-Kostant-Symes (continued)

## I. The generalized Toda lattice.

From Chapter 6, we can see how to generalize the Toda lattice. Let's summarize this briefly, following section 4.5 of Perelomov [1990]. We shall use some terminology and results from Lie theory in this section, which can safely be ignored by the reader who is unconcerned with such abstraction.

The main new ingredient is the real version of the Iwasawa decomposition (see Appendix C of Perelomov [1990], or Helgason [1978]).

Theorem (Iwasawa decomposition). Let $G$ be a semisimple connected Lie group, which is not compact. Then there is a decomposition

$$
G=K A N, \quad K \cap A=A \cap N=K \cap N=\{e\}
$$

where $K$ is compact, $A$ is abelian and $N$ is nilpotent. (In fact, $K$ is a maximal compact subgroup of G.)

We shall need the decompositions

$$
G=G_{1} G_{2}=K \hat{N}, \quad \text { where } \hat{N}=A N
$$

and

$$
\mathbf{g}=\mathbf{g}_{1} \oplus \mathbf{g}_{2}=\mathbf{k} \oplus \hat{\mathbf{n}} .
$$

Let (, ) be the Killing form of $\mathbf{g}$. Using (, ), we have an isomorphism $\mathbf{g}^{*} \cong \mathbf{g}$. Via this isomorphism, the decomposition $\mathbf{g}^{*}=\mathbf{k}^{*} \oplus \hat{\mathbf{n}}^{*}$ corresponds to a decomposition

$$
\mathbf{g}=\hat{\mathbf{n}}^{\perp} \oplus \mathbf{k}^{\perp}=\hat{\mathbf{n}}^{\perp} \oplus \mathbf{p}
$$

Let $\theta$ be the "Cartan involution" of $\mathbf{g}$, i.e., the automorphism given by multiplication by 1 on $\mathbf{k}$, and multiplication by -1 on $\mathbf{p}$. Let $\left\{E_{\alpha}\right\}_{\alpha \in R^{+}}$be a set of positive root vectors (in $\mathbf{g}$ ), with $\theta\left(E_{\alpha}\right)=-E_{-\alpha}$. Let

$$
m=\sum E_{\alpha}+E_{-\alpha}
$$

where the sum is over the simple roots $\alpha$. Observe that $m \in \mathbf{p}$.
Now we have all the necessary ingredients for the generalized Toda lattice, which is the Hamiltonian system $(M, \omega, H)$ defined as follows:

1. The phase space $M$
$M=\operatorname{Ad}^{*}(\hat{N}) m$
(Recall that $\hat{N}$ acts on $\hat{\mathbf{n}}^{*}$, and that $\hat{\mathbf{n}}^{*}$ is identified with $\mathbf{p}$.)
2. The symplectic form $\omega$

For any $X, Y \in \mathbf{g}$, and any $h \in \hat{\mathbf{n}}^{*}, \omega\left(X_{h}^{*}, Y_{h}^{*}\right)=h([X, Y])$.
(This is the Kirillov-Kostant-Souriau symplectic form.)
3. The Hamiltonian function $H$

$$
H(X)=\frac{1}{2}(X, X)
$$

The Hamiltonian system of Chapter 6 (the Toda lattice) is evidently a special case of the above definition. By the same argument as in Chapter 6, we have:

Theorem. The differential equation of the above Hamiltonian system is $\dot{X}=\left[X, \pi_{1} X\right]$, where $\pi_{1}$ denotes projection on the first summand of $\mathbf{g}=\mathbf{k} \oplus \hat{\mathbf{n}}$. The solution of this differential equation is $X(t)=\operatorname{Ad}(\exp t V)_{1}^{-1} V$, where $V=X(0)$.

It is possible to interpret the generalized Toda lattice as a system of particles, where the forces between the particles depend on the (Dynkin diagram of the) Lie group G.

## II. Integrals of motion, commuting Hamiltonians.

Two questions arise from the previous discussion:
(1) What is the significance of the point $m$ ? (Could we could use any $m$ in $\mathbf{p}$ ?)
(2) What is the significance of the function $H(X)=\frac{1}{2}(X, X)$ ? (Could we use other functions?)

We shall now consider these questions.
An important idea in the theory of Hamiltonian systems is the idea of "integrals of motion" or "conserved quantities". An integral of a Hamiltonian system $(M, \omega, H)$ is a function $I: M \rightarrow \mathbf{R}$ such that $I(X(t))$ is constant, for any solution $X$ of the differential equation. If $V_{I}$ is the Hamiltonian vector field associated to $I$, then we have:

$$
\frac{d}{d t} I(X(t))=d I(\dot{X})=d I(V)=\omega\left(V_{I}, V\right)
$$

It is obvious that the function $H$ itself is an integral, because $V=V_{H}$. (This corresponds to "conservation of energy" in mechanics.) If $I$ is an integral, then (under suitable conditions) we can obtain a new Hamiltonian system on a smaller phase space

$$
M^{\prime}=I^{-1}(c) / \mathbf{R}, \quad \operatorname{dim} M^{\prime}=\operatorname{dim} M-2
$$

(The action of $\mathbf{R}$ on $I^{-1}(c)$ is given by the "flow" of the vector field $V_{I}$.) The new system is a "reduction" of the old system.

We shall not explain the details of this procedure, which is called symplectic reduction (see Arnold [1978]; Perelomov [1990]). However, we remark that we have already seen an example of this procedure, for the Toda lattice. Namely, if we impose the condition $\sum q_{i}=0$, it follows that $\sum p_{i}=0$, and so we reduce the phase space from $\mathbf{R}^{2 n}$ to $\mathbf{R}^{2 n-2}$. (This corresponds to "conservation of momentum".)

If $I_{1}, \ldots, I_{m}$ are independent integrals, and if they are in involution, then (under suitable conditions) we obtain a new Hamiltonian system on a phase space $M^{\prime}$, with $\operatorname{dim} M^{\prime}=\operatorname{dim} M-2 m$. (We say that $I_{1}, \ldots, I_{m}$ are independent if $d I_{1}, \ldots, d I_{m}$ are linearly independent at each point, and that $I_{1}, \ldots, I_{m}$ are in involution if $\omega\left(V_{i}, V_{j}\right)=0$ for $1 \leq i, j \leq m$, where $V_{i}$ is the Hamiltonian vector field associated to $I_{i}$.)

In general, integrals (apart from $H$ ) do not exist (and even if they exist, they are not easy to find). If there exist $n$ independent integrals in involution, where $\operatorname{dim} M=2 n$, then we say that the Hamiltonian system $(M, \omega, H)$ is completely integrable. This is a very special situation. For further explanation of this, and for many examples from mechanics, we refer again to Arnold [1978]; Perelomov [1990].

It turns out that the Toda lattice (and the generalized Toda lattice) is completely integrable! This important theoretical property provides an answer to questions (1) and (2) above. Therefore, we shall now describe some integrals of the (generalized) Toda lattice.

We say that a function $f: \mathbf{g} \rightarrow \mathbf{R}$ is invariant if it is invariant under the adjoint action, i.e.,

$$
f(\operatorname{Ad} g X)=f(X) \quad \text { for all } g \in G, X \in \mathbf{g}
$$

Lemma 1. Let $f: \mathbf{g} \rightarrow \mathbf{R}$ be an invariant function. Then:
(1) $(d f)_{X}[X, Y]=0$ for all $X, Y \in \mathbf{g}$, and
(2) $(d f)_{\operatorname{Ad} g X} \operatorname{Ad} g Y=(d f)_{X}(Y)$ for all $X, Y \in \mathbf{g}$.

## Exercises

(7.1) Prove Lemma 1. (Differentiate the equation $f(\operatorname{Ad} g X)=f(X)$. For (1), put $g=\exp t Y$. For (2) replace $X$ by $X+t Y$.)
(7.2) Let $\nabla f$ be the gradient of $f$ with respect to (, ). Using Lemma 1 , show that (1) $\left[(\nabla f)_{X}, X\right]=0$ for all $X \in \mathbf{g}$, and (2) Ad $g(\nabla f)_{X}=(\nabla f)_{\operatorname{Ad} g X}$ for all $X \in \mathbf{g}, g \in G$. (Here, $f$ is an invariant function on $\mathbf{g}$.)

Using this lemma, we obtain the following theorem:
Theorem. Let $f_{1}, \ldots, f_{m}: \mathbf{g} \rightarrow \mathbf{R}$ be invariant functions. Then
(1) $f_{1}, \ldots, f_{m}$ are integrals of the generalized Toda lattice.
(2) $\omega\left(V_{i}, V_{j}\right)=0$ for $1 \leq i, j \leq m$, where $V_{i}$ denotes the Hamiltonian vector field associated to $f_{i}$.

Proof. (1) Let $X$ be a solution of the generalized Toda lattice, i.e., a solution of the differential equation $\dot{X}=\left[X, \pi_{1} X\right]$. Let $f: \mathbf{g} \rightarrow \mathbf{R}$ be an invariant function. Then

$$
\frac{d}{d t} f(X(t))=(d f)_{X(t)} \dot{X}(t)=(d f)_{X(t)}\left[X(t), \pi_{1} X(t)\right]
$$

and this is zero by Lemma 1. (2) Let $f, g: \mathbf{g} \rightarrow \mathbf{R}$ be invariant functions, and let $V_{f}, V_{g}$ be the corresponding Hamiltonian vector fields. We shall prove later (in Lemma 2) that $\left(V_{g}\right)_{X}=\left[X, \pi_{1}(\nabla g)_{X}\right]$. Hence

$$
\omega\left(\left(V_{f}\right)_{X},\left(V_{g}\right)_{X}\right)=(d f)_{X}\left(\left(V_{g}\right)_{X}\right)=(d f)_{X}\left(\left[X, \pi_{1}(\nabla g)_{X}\right]\right)
$$

and again this is zero by Lemma 1.
For the (original) Toda lattice, we have $n-1$ invariant functions:

$$
f_{i}: \mathbf{s l}_{n} \mathbf{R} \rightarrow \mathbf{R}, \quad f_{i}(X)=\operatorname{trace} X^{i}, \quad i=2, \ldots, n
$$

Since $\operatorname{dim} M=2 n-2$, we see that the Toda lattice is completely integrable. Thus, we can answer question (1): The importance of the point $m$ is that its co-adjoint orbit is "small". If we choose any point of $\operatorname{symm}_{n} \mathbf{R}$, then we obtain a Hamiltonian system, but this Hamiltonian system will not in general be completely integrable. A similar statement applies to the generalized Toda lattice.

It is easy to see directly that the functions $X \mapsto$ trace $X^{i}$ are integrals of the Toda lattice. We know that the explicit solution is given by $X(t)=\operatorname{Ad}(\exp t V)_{1}^{-1} V$, so the eigenvalues of the matrix $X(t)$ are constant (independent of $t$ ). Hence the symmetric functions of the eigenvalues are constant, and hence the functions $f_{i}(X(t))=$ trace $X(t)^{i}$ are constant. This suggests a generalization of the Toda lattice, which is based on the following result:

Lemma 2. Let $f: \mathbf{g} \rightarrow \mathbf{R}$ be an invariant function. Then the associated Hamiltonian vector field $V_{f}$ is given by

$$
\left(V_{f}\right)_{X}=\left[X, \pi_{1}(\nabla f)_{X}\right]
$$

where $\nabla f$ is the gradient of $f$ with respect to the bilinear form (, ).

Proof. In the case $f=H$, we have already proved this in Chapter 6 . The proof in the general case is very similar; it depends on the following calculation of $d f\left(U_{X}^{*}\right)$, for $U \in \mathbf{p}$ :

$$
\begin{aligned}
(d f)_{X}\left(U_{X}^{*}\right) & =\left((\nabla f)_{X}, \pi_{\mathbf{p}}[U, X]\right) \quad \text { by definition of } \nabla f \\
& =\left(\pi_{2}(\nabla f)_{X}, \pi_{\mathbf{p}}[U, X]\right) \\
& =\left(\pi_{2}(\nabla f)_{X},[U, X]\right) \\
& =\left((\nabla f)_{X},[U, X]\right)-\left(\pi_{1}(\nabla f)_{X},[U, X]\right) \\
& =-\left(\pi_{1}(\nabla f)_{X},[U, X]\right)
\end{aligned}
$$

where the last line follows from Lemma 1.
Hence, we have a new Hamiltonian system $(M, \omega, f)$ for every invariant function $f$ ! The differential equation of this Hamiltonian system is

$$
\dot{X}=\left[X, \pi_{1}(\nabla f)_{X}\right]
$$

This is very similar to the Lax equations from Chapter 5. In fact, we can solve the equation explicitly by the same method that we used in Chapter 5:

Theorem. The solution of the differential equation

$$
\dot{X}=\left[X, \pi_{1}(\nabla f)_{X}\right], \quad X(0)=V
$$

is given by $X(t)=\operatorname{Ad}\left(\exp t(\nabla f)_{V}\right)_{1}^{-1} V$.
Proof. Let $g(t)=\exp t W$ and $u(t)=g(t)_{1}$, with $W=(\nabla f)_{V}$. As in Chapter 5, we see that
(a) $X=\operatorname{Ad} u^{-1} V$ is a solution of the equation $\dot{X}=\left[X, u^{-1} \dot{u}\right]$, and
(b) $u^{-1} \dot{u}=\pi_{1} g_{1}^{-1} W g_{1}$.

By Exercise (7.2), we have $g_{1}^{-1} W g_{1}=g_{1}^{-1}(\nabla f)_{V} g_{1}=(\nabla f)_{g_{1}^{-1} V g_{1}}=(\nabla f)_{X}$.
This gives an answer to question (2).
It is well known that

$$
I(\mathbf{g})=\{f: \mathbf{g} \rightarrow \mathbf{R} \mid f \text { is invariant }\}
$$

is a finitely generated algebra. Let $f_{1}, \ldots, f_{m}$ be a set of independent generators. (In the case of $\mathbf{g}=\mathbf{s l}_{n} \mathbf{R}$, we have the functions $f_{i}(X)=$ trace $X^{i}, i=2, \ldots, n$.) Therefore, we have a natural "hierarchy" of Hamiltonian systems, namely $\left(M, \omega, f_{i}\right), i=1, \ldots, m$. This "Toda hierarchy" has the following properties:
(1) The differential equation of the $i$-th Hamiltonian system $\left(M, \omega, f_{i}\right)$ is $\dot{X}=\left[X, \pi_{1}\left(\nabla f_{i}\right)_{X}\right]$.
(2) The explicit solution of this equation is $X(t)=\operatorname{Ad}\left(\exp t\left(\nabla f_{i}\right)_{V}\right)_{1}^{-1} V$, where $V=X(0)$.
(3) The functions $f_{1}, \ldots, \hat{f}_{i}, \ldots, f_{m}$ (with $f_{i}$ omitted) are integrals of the $i$-th Hamiltonian system.
(We have already proved (1) and (2). To prove (3), we must prove that $\omega\left(V_{i}, V_{j}\right)=0$. We have $\omega\left(\left(V_{i}\right)_{X},\left(V_{j}\right)_{X}\right)=\left(d f_{i}\right)_{X}\left(V_{j}\right)_{X}$. By Lemma 2 this is $\left(d f_{i}\right)_{X}\left(\left[X, \pi_{1}\left(\nabla f_{j}\right)_{X}\right]\right.$, which is zero by Lemma 1. It should also be noted that $d f_{1}, \ldots, d f_{m}$ are independent; this follows from Euler's formula for the derivative of a homogeneous polynomial.)

Remark: If $f, g: \mathbf{g} \rightarrow \mathbf{R}$ are (not necessarily invariant) functions, we define the Poisson bracket of $f$ and $g$ to be

$$
\{f, g\}=\omega\left(V_{f}, V_{g}\right)
$$

If $\{f, g\}=0$, we say that $f$ and $g$ Poisson commute. Thus, the invariant functions $f_{1}, \ldots, f_{m}$ are sometimes called "commuting Hamiltonians". The concept of a Poisson structure is more general than the concept of a symplectic structure. Further information on this subject may be found in Perelomov [1990].

## Bibliographical comments.

See the comments at the end of Chapter 8.

## Chapter 8: Concluding remarks on one-dimensional Lax equations

## I. Further generalizations of the Toda lattice.

In Chapter 7, we used the Iwasawa decomposition $G=K A N=K \hat{N}$ of a (real) Lie group to obtain many examples $(M, \omega, f)$ of Hamiltonian systems. Namely, we took
(1) $M=\operatorname{Ad}^{*}(\hat{N}) m$, for some $m \in \mathbf{p}$,
(2) $\omega=$ the Kirillov-Kostant-Souriau symplectic form, and
(3) $f: \mathbf{g} \rightarrow \mathbf{R}$ an invariant function.

It is not surprising that this idea can be generalized even further. In this section we discuss three such generalizations. For more details we refer to section $\S 1.12$ of Perelomov [1990].

Modification of the group decomposition
Let $G$ be a Lie group, with Lie algebra $\mathbf{g}$, and let $\mathbf{g}_{1}, \mathbf{g}_{2}$ be subalgebras of $\mathbf{g}$ such that $\mathbf{g}=\mathbf{g}_{1} \oplus \mathbf{g}_{2}$. Let $G_{1}, G_{2}$ be the corresponding subgroups of $G$. (Warning: $G$ is not necessarily equal to $G_{1} G_{2}$ !) Let (, ) be a non-degenerate bilinear form on $\mathbf{g}$. Then we have

$$
\mathbf{g}=\mathbf{g}_{2}{ }^{\perp} \oplus \mathbf{g}_{1}{ }^{\perp} \quad\left(\text { from } \mathbf{g} \cong \mathbf{g}^{*} \cong \mathbf{g}_{1}{ }^{*} \oplus \mathbf{g}_{2}{ }^{*}\right)
$$

and we can define

$$
M=\operatorname{Ad}^{*}\left(G_{2}\right) m \quad\left(\text { for } m \in \mathbf{g}_{1}^{\perp}\right)
$$

We have the usual Kirillov-Kostant-Souriau symplectic form $\omega$ on $M$. If $f: \mathbf{g} \rightarrow \mathbf{R}$ is an invariant function, then we obtain a Hamiltonian system $(M, \omega, f)$. The differential equation of this system is

$$
\dot{X}=\left[X, \pi_{1}(\nabla f)_{X}\right]
$$

(by the usual calculation).
If $G \neq G_{1} G_{2}$, in general we do not have the usual formula for the solution $X: \mathbf{R} \rightarrow M$ of the above differential equation. However, if we apply the Inverse Function Theorem to the map $G_{1} \times G_{2} \rightarrow G$, $(g, h) \mapsto g h$, then we see locally that $G=G_{1} G_{2}$ (near $e$ ). So we can show that there is a local solution

$$
X(t)=\operatorname{Ad}\left(\exp t(\nabla f)_{V}\right)_{1}^{-1} V, \quad t \in(-\epsilon, \epsilon)
$$

for some $\epsilon>0$.
Example:
Let $G=S L_{n} \mathbf{R}$. We have the decomposition

$$
\mathbf{g}=\mathbf{g}_{1} \oplus \mathbf{g}_{2}=\hat{\mathbf{n}}_{n}^{\prime} \oplus \mathbf{n}_{n}
$$

("lower triangular" and "strictly upper triangular" matrices, respectively). Here, $S L_{n} \mathbf{R} \neq \hat{N}_{n}^{\prime} N_{n}$.

## Exercise:

(8.1) Verify that $S L_{2} \mathbf{R} \neq \hat{N}_{2}^{\prime} N_{2}$.

The decomposition $\mathbf{s l}_{n} \mathbf{R}=\hat{\mathbf{n}}_{n}^{\prime} \oplus \mathbf{n}_{n}$ and the corresponding "partial decomposition" $S L_{n} \mathbf{R} \supseteq \hat{N}_{n}^{\prime} N_{n}$ are called Gauss decompositions. (This name is explained in Chapter 14.)

Modification of the phase space

As a second generalization, let us consider the Lax equation

$$
\dot{X}=\left[X, \pi_{1} X\right] \text { for } X: \mathbf{R} \rightarrow \mathbf{g}
$$

(or more generally $\dot{X}=\left[X, \pi_{1}(\nabla f)_{X}\right]$ ). Here we assume that $\mathbf{g}=\mathbf{g}_{1} \oplus \mathbf{g}_{2}$, but we do not choose a co-adjoint orbit. The argument of Chapter 5 (and the previous paragraph) shows that we have a local solution $X(t)=\operatorname{Ad}(\exp t V)_{1}^{-1} V, t \in(-\epsilon, \epsilon)$, for some $\epsilon>0$. We shall discuss in detail an example of this situation.
Example:
Let $G=S L_{n} \mathbf{R}$, and consider the Gauss decomposition $\mathbf{g}=\hat{\mathbf{n}}_{n}^{\prime} \oplus \mathbf{n}_{n}$ (as in the previous example). Consider the Lax equation

$$
\dot{X}=\left[X, \pi_{\mathbf{n}_{n}} X\right]
$$

where $X$ has the following special form:

$$
X=\left(\begin{array}{cccccc}
b_{1} & a_{1} & 0 & \ldots & 0 & 0 \\
1 & b_{2} & a_{2} & \ldots & 0 & 0 \\
0 & 1 & b_{3} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & b_{n-1} & a_{n-1} \\
0 & 0 & 0 & \ldots & 1 & b_{n}
\end{array}\right)
$$

(Note that the Lax equation becomes $\dot{Y}=\left[Y, \pi_{\hat{\mathbf{n}}_{n}^{\prime}} Y\right]$, if we put $Y=-X$.) We have

$$
\pi_{\mathbf{n}_{n}} X=\left(\begin{array}{cccccc}
0 & a_{1} & 0 & \ldots & 0 & 0 \\
0 & 0 & a_{2} & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & a_{n-1} \\
0 & 0 & 0 & \ldots & 0 & 0
\end{array}\right)
$$

and so the equation reduces to the following system:

$$
\begin{aligned}
\dot{a}_{i} & =a_{i}\left(b_{i}-b_{i+1}\right) \\
\dot{b}_{i} & =a_{i-1}-a_{i} .
\end{aligned}
$$

If we make the change of variable

$$
a_{i}=4 \alpha_{i}^{2}, \quad b_{i}=2 \beta_{i}
$$

we obtain the system

$$
\begin{aligned}
& \dot{\alpha}_{i}=\alpha_{i}\left(\beta_{i}-\beta_{i+1}\right) \\
& \dot{\beta}_{i}=2\left(\alpha_{i-1}^{2}-\alpha_{i}^{2}\right)
\end{aligned}
$$

This is the same as the Toda lattice system! To see this, recall that the Toda lattice system is

$$
\begin{aligned}
\dot{q}_{i} & =p_{i} \\
\dot{p}_{i} & =2 e^{2\left(q_{i-1}-q_{i}\right)}-2 e^{2\left(q_{i}-q_{i+1}\right)} .
\end{aligned}
$$

If we put $Q_{i}=e^{q_{i}-q_{i+1}}$ then we obtain the system

$$
\begin{aligned}
\dot{Q}_{i} & =Q_{i}\left(p_{i}-p_{i+1}\right) \\
\dot{p}_{i} & =2\left(Q_{i-1}^{2}-Q_{i}^{2}\right) .
\end{aligned}
$$

This is the same as the earlier system. (So, we see that different Lax equations may be equivalent to the same differential equation.) We know from our earlier discussion of the Toda lattice that the solution is defined for all $t$ (i.e., in this case, $\epsilon=\infty$ ).

Let us verify that this agrees with the method of Chapter 5 , in the case $n=2$. We have

$$
X=\left(\begin{array}{cc}
b & a \\
1 & -b
\end{array}\right), \quad \pi_{\mathbf{n}_{2}} X=\left(\begin{array}{cc}
0 & a \\
0 & 0
\end{array}\right)
$$

The solution of $\dot{X}=\left[X, \pi_{\mathbf{n}_{2}} X\right]$ with

$$
X(0)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

is

$$
X(t)=\operatorname{Ad}\left[\exp t\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\right]_{1}^{-1}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

We have

$$
\exp t\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
\cosh t & \sinh t \\
\sinh t & \cosh t
\end{array}\right)
$$

The Gauss factorization is given by

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
1 & b / d \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 / d & 0 \\
c & d
\end{array}\right)
$$

(This is valid only when $d>0$ !) We obtain

$$
X(t)=\left(\begin{array}{cc}
-\tanh t & 1-\tanh ^{2} t \\
1 & \tanh t
\end{array}\right)
$$

Thus

$$
a(t)=\frac{1}{\cosh ^{2} t}, \quad b(t)=-\frac{\sinh t}{\cosh t}
$$

i.e.,

$$
\alpha(t)=\frac{1}{2 \cosh t}, \quad \beta(t)=-\frac{\sinh t}{2 \cosh t}
$$

This agrees with the explicit formula obtained in Chapter 5 , if we take $v=\frac{1}{2}$ in that formula.

## Modification of the Lax equation

The form of the Lax equation itself can be generalized in various ways. We shall discuss two of these.
The analysis of the Lax equation in Chapter 7 depended only on certain properties of the vector field $\nabla f$, where $f: \mathbf{g} \rightarrow \mathbf{R}$ is an invariant function. More generally, we say that a function $J: \mathbf{g} \rightarrow \mathbf{g}$ is an invariant vector field if $\operatorname{Ad}(g) J_{Y}=J_{\operatorname{Ad}(g) Y}$ for all $g \in G, Y \in \mathbf{g}$. (Because we want to think of $J$ as a vector field on $\mathbf{g}$, we use the notation $J_{Y}$ for the value of $J$ at $Y$, instead of $J(Y)$.) The various properties of $\nabla f$ used in Chapter 7 are special cases of the following general results:

## Lemma.

(1) If $J$ is an invariant vector field, then $\left[X, J_{Y}\right]=([X, Y] \cdot J)_{Y}$ and $\left[X, J_{X}\right]=0$ (for any $X, Y \in \mathbf{g}$ ).
(2) If $J_{1}, J_{2}$ are invariant vector fields, then $\left[\left(J_{1}\right)_{Y},\left(J_{2}\right)_{Y}\right]=0$ (for any $Y \in \mathbf{g}$ ), i.e., the pointwise Lie bracket of $J_{1}, J_{2}$ is zero.

Proof. (1) (By $[X, Y] \cdot J$ we mean the result of differentiating the function $J$ in the direction of the vector $[X, Y]$.) The first equation follows from the definition of an invariant vector field, on putting $g=\exp t X$ and then differentiating with respect to $t$. The second equation is obtained by putting $Y=X$ in the first equation. (2) By (1) we have $\left.\left[\left(J_{1}\right)_{Y},\left(J_{2}\right)_{Y}\right]=\left(\left[J_{1}\right)_{Y}, Y\right] \cdot J_{2}\right)_{Y}=0$.

Exactly as in section II of Chapter 7, we obtain:
Theorem. Let $J: \mathbf{g} \rightarrow \mathbf{g}$ be an invariant vector field. The solution of the differential equation

$$
\dot{X}=\left[X, \pi_{1} J_{X}\right], \quad X(0)=V
$$

is given by $X(t)=\operatorname{Ad}\left(\exp t J_{V}\right)_{1}^{-1} V$.
As a final generalization, we mention Lax equations which arise from " $R$-matrices". Let $\mathbf{g}$ be a Lie algebra, and let $R: \mathbf{g} \rightarrow \mathbf{g}$ be a linear transformation. For any $X, Y \in \mathbf{g}$, we define

$$
[X, Y]_{R}=[R X, Y]+[X, R Y]
$$

We say that $R$ is a classical $R$-matrix if the bilinear form $[,]_{R}$ defines a Lie algebra structure on $\mathbf{g}$. (In this case, $\mathbf{g}$ possesses two Lie algebra structures.)

Example:
If $\mathbf{g}=\mathbf{g}_{1} \oplus \mathbf{g}_{2}$, we may define $R: \mathbf{g} \rightarrow \mathbf{g}$ by $R(X)=\frac{1}{2}\left(\pi_{1} X-\pi_{2} X\right)$, where $\pi_{1}, \pi_{2}$ are the projection maps to $\mathbf{g}_{1}, \mathbf{g}_{2}$.

## Exercise:

(8.2) Show that $R$ (in the last example) is a classical $R$-matrix. (The main problem is to verify the Jacobi identity.)

We may consider the Lax equation $\dot{X}=\left[X, R(\nabla f)_{X}\right]$ for any invariant function $f: \mathbf{g} \rightarrow \mathbf{R}$. For the above example, this equation reduces to the usual equation $\dot{X}=\left[X, \pi_{1}(\nabla f)_{X}\right]$. More generally still, we may consider the Lax equation $\dot{X}=\left[X, R J_{X}\right]$, for any invariant vector field $J$.

## II. Group theory.

We shall describe here some elementary group theoretic aspects of Lax equations. Although these give no new information in our simple examples, they are important in the study of more complicated integrable systems. There are two ways in which group actions arise: (a) each solution of the Lax equation is given by the action of a one parameter subgroup, and (b) there is a group action on the space of solutions.

Regarding (a), recall that we have considered two basic examples of Lax equations so far. They are
(i) $\dot{X}=\left[X, \pi_{1} W\right], \quad X(0)=V$
with solution $\left.X(t)=\operatorname{Ad}(\exp -t W)_{1} V\right)$,
(ii) $\dot{X}=\left[X, \pi_{1}(\nabla f)_{X}\right], \quad X(0)=V$
with solution $\left.X(t)=\operatorname{Ad}\left(\exp t(\nabla f)_{V}\right)_{1}^{-1} V\right)$.

In each case, the solution is given by the action of a one parameter subgroup $\{\exp t U \mid t \in \mathbf{R}\}$ on the initial point $V$. It turns out that the two actions arise naturally, and are closely related.

To explain this, we need the following algebraic observation. Let $G$ be (any) group. Assume that $G=G_{1} G_{2}$, where $G_{1}, G_{2}$ are subgroups of $G$, with $G_{1} \cap G_{2}=\{e\}$. Then we obtain two group actions of (the group) $G$ on (the set) $G_{1}$, from the formulae

$$
\begin{align*}
g \cdot h & =(g h)_{1}  \tag{1}\\
g \cdot h & =\left(g h^{-1}\right)_{1}^{-1} \tag{2}
\end{align*}
$$

(As usual, we write $g=g_{1} g_{2}$ for the factorization of $g \in G$.) These two actions are called "dressing actions".

## Exercise:

(8.3) Verify that (1) and (2) define group actions, i.e., that $a b \cdot c=a \cdot(b \cdot c)$ for any $a, b \in G, c \in G_{1}$.

The solution of (i) is given by $\operatorname{Ad}(\exp -t W \cdot e) V$, where $\exp -t W \cdot e$ is defined using (1); the solution of (ii) is given by $\operatorname{Ad}\left(\exp t(\nabla f)_{V} \cdot e\right) V$, where $\exp t(\nabla f)_{V} \cdot e$ is defined using (2).

If $g \in G_{2}$ and $h \in G_{1}$, then the first action $g \cdot h=(g h)_{1}$ has a particularly simple interpretation: It is a measure of the extent to which $G_{1}$ and $G_{2}$ commute.

Regarding (b), let us consider a solution $X=\operatorname{Ad} u^{-1} V$, where $u(t)=\left(\exp t(\nabla f)_{V}\right)_{1}$. Let $g$ be any element of $G_{2}$. We compute $g \cdot u$ :

$$
\begin{aligned}
g \cdot u(t) & =\left(g\left(\exp t(\nabla f)_{V}\right)_{1}\right)_{1} \\
& \left.=\left(g\left(\exp t(\nabla f)_{V}\right)_{1}\left(\exp t(\nabla f)_{V}\right)_{2}\right)\right)_{1} \\
& =\left(g \exp t(\nabla f)_{V}\right)_{1} \\
& =\left(g\left(\exp t(\nabla f)_{V}\right) g^{-1} g\right)_{1} \\
& =\left(g\left(\exp t(\nabla f)_{V}\right) g^{-1}\right)_{1} \quad\left(\text { since } g \in G_{2}\right) \\
& =\left(\exp t g(\nabla f)_{V} g^{-1}\right)_{1} \\
& =\left(\exp t \nabla f_{g V g^{-1}}\right)_{1}
\end{aligned}
$$

Thus, $g \cdot u$ has the same form as $u$, but with $g V g^{-1}$ instead of $V$. We conclude that the action of $G_{2}$ on $G_{1}$ induces an action of $G_{2}$ on solutions of the Lax equation.

## III. The Toda flow and the gradient flow.

In this section we describe a relationship between the Lax equations (i) and (ii) above. This was discovered only recently (see Bloch et al. [1992]).

The Toda lattice (equation (ii)) is defined in terms of the co-adjoint orbit $\operatorname{Ad}^{*}(\hat{N})^{\prime} m$. On the other hand, we know that the explicit solution of the Toda lattice lies in the adjoint orbit $\operatorname{Ad}(K) m$. Therefore, we ask: Is it possible to define the Toda lattice in terms of $\operatorname{Ad}(K) m$ ? It turns out that the answer to this question is "yes". Moreover, it turns out that there is a surprising relationship between equations (i) and (ii) in this case.

To explain this, we shall begin by reviewing the example of equation (i) which was given in Chapter 4. Let $G$ be a compact Lie group, and let $P, Q \in \mathbf{g}$. Then we have a Hamiltonian system $\left(M_{P}, \omega, H^{Q}\right)$. The definitions are as follows:
$M_{P}=\operatorname{Ad}(G) P$
$\omega\left(X_{R}^{*}, Y_{R}^{*}\right)=(R,[X, Y])$ (where (, ) is an Ad-invariant inner product on $\mathbf{g}$, and where $X_{R}^{*}=[X, R] \in$ $T_{R} M_{P}$, for any $\left.R \in M_{P} \subseteq \mathbf{g}\right)$.
$H^{Q}(R)=(R, Q)$.
The differential equation of this Hamiltonian system is $\dot{X}=[X, Q]$, and the solution is $X(t)=$ $\operatorname{Ad}(\exp -t Q) V($ where $V=X(0))$.

We have another differential equation here, namely the equation for the "gradient flow" of $H^{Q}$. This equation is:

$$
\dot{X}=\left(\nabla H^{Q}\right)_{X}=J Q_{X}^{*}=J[Q, X]
$$

This is not a Lax equation. However, its solution is given by the explicit formula $X(t)=\operatorname{Ad}(\exp \sqrt{-1} t Q)_{u} V$. This formula is similar to the formula for the solution of the Lax equation (ii).

Now we come to the main point of this section: If we modify the gradient flow equation, then we get a Lax equation! The gradient of $H^{Q}$ (i.e., $\nabla H^{Q}$ ) depends on the choice of a Riemannian metric $\langle$, on $M_{P}$. So far, we have used the Riemannian metric $\langle$,$\rangle such that$

$$
\omega\left(X_{R}^{*}, Y_{R}^{*}\right)=\left\langle X_{R}^{*}, J Y_{R}^{*}\right\rangle
$$

(where $J$ is a certain complex structure on $M_{P}$ ). From now on we shall use a different Riemannian metric $\langle,\rangle^{\prime}$. This is defined by the formula

$$
\left\langle X_{R}^{*}, Y_{R}^{*}\right\rangle^{\prime}=\left(X_{1}, Y_{1}\right)
$$

where $X=X_{1}+X_{2}$ denotes the expression of $X \in \mathbf{g}$ with respect to the decomposition $\mathbf{g}=\operatorname{Im} A_{R} \oplus$ $\operatorname{Ker} A_{P}$.

## Exercise:

(8.4) Show that $\langle,\rangle^{\prime}$ is well defined.

Proposition. The gradient of $H^{Q}$ with respect to the Riemannian metric $\langle,\rangle^{\prime}$ is given by $\left(\nabla H^{Q}\right)_{R}=$ $[R,[Q, R]]$.

Proof. By definition of $\nabla H^{Q}$, we have (for all $X \in \mathbf{g}$ )

$$
\begin{aligned}
\left\langle\left(\nabla H^{Q}\right)_{R}, X_{R}^{*}\right\rangle^{\prime} & =\left(d H^{Q}\right)_{R}\left(X_{R}^{*}\right) \\
& =\left.\frac{d}{d t} H^{Q}(\operatorname{Ad}(\exp t X) R)\right|_{0} \\
& =([X, R], Q) \\
& =(X,[R, Q])
\end{aligned}
$$

On the other hand, by definition of $\langle,\rangle^{\prime}$, we have

$$
\begin{aligned}
\left\langle\left(\nabla H^{Q}\right)_{R}, X_{R}^{*}\right\rangle^{\prime} & =\left(Y_{1}, X_{1}\right) \quad \text { where we write }\left(\nabla H^{Q}\right)_{R}=Y_{R}^{*} \\
& =\left(Y_{1}, X\right) \quad \text { as Ker } A_{R} \perp \operatorname{Im} A_{R} \\
& =\left(Y-Y_{2}, X\right) .
\end{aligned}
$$

Hence $[R, Q]=Y-Y_{2}$, and on applying $[R$,$] we obtain \left[R,[R, Q]=[R, Y]=-Y_{R}^{*}=\nabla H^{Q}\right)_{R}$, as required.

Thus, the new gradient flow equation is

$$
\dot{X}=[X,[Q, X]],
$$

which is a Lax equation.
Let us consider this equation for $G=S L_{n} \mathbf{R}$. (This $G$ is not compact, but the above discussion is still valid if we take (, ) to be the Ad-invariant bilinear form $(A, B)=$ trace $A B$. The only difference is that $\langle,\rangle^{\prime}$ is not necessarily positive definite in this case.) We take

$$
Q=\left(\begin{array}{cccc}
n & & & \\
& n-1 & & \\
& & \ddots & \\
& & & 1
\end{array}\right) .
$$

If we take

$$
X=\left(\begin{array}{cccccc}
p_{1} & Q_{1,2} & 0 & \ldots & 0 & 0 \\
Q_{1,2} & p_{2} & Q_{2,3} & \cdots & 0 & 0 \\
0 & Q_{2,3} & p_{3} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & p_{n-1} & Q_{n-1, n} \\
0 & 0 & 0 & \ldots & Q_{n-1, n} & p_{n}
\end{array}\right)
$$

then we have

$$
[Q, X]=\left(\begin{array}{cccccc}
0 & Q_{1,2} & 0 & \cdots & 0 & 0 \\
-Q_{1,2} & 0 & Q_{2,3} & \cdots & 0 & 0 \\
0 & -Q_{2,3} & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & Q_{n-1, n} \\
0 & 0 & 0 & \cdots & -Q_{n-1, n} & 0
\end{array}\right)
$$

Hence, the equation $\dot{X}=[X,[Q, X]]$ is the equation of the Toda lattice! This shows that the "Toda flow" can be identified with a "gradient flow".

## Bibliographical comments for Chapters 5-8.

Lax equations are ubiquitous in the modern theory of integrable systems. The Lax form of the Toda lattice was discovered by Flaschka, and the exponential formula for the solution was obtained by Symes. The co-adjoint orbit point of view is due to Adler and Kostant. (The title "Adler-Kostant-Symes" is taken from Burstall and Pedit [1994], which contains a summary of this material.) A general treatment of both the non-periodic and periodic Toda lattices is given in Goodman and Wallach [1984b]. This article also has references to the work of the above authors.

We have mainly followed the exposition of the book by Perelomov [1990], which is an excellent survey of integrable systems from the point of view of Lie groups and Lie algebras. The reader will find a much more comprehensive treatment in Perelomov [1990]; Arnold and Novikov [1990; 1994], as well as many references to the parallel Russian literature.

Atiyah [1979] contains several accessible articles which are related to the material of the preceding chapters. There is a survey of Lie algebras by MacDonald, a survey of compact Lie groups (including height functions on adjoint orbits, as discussed in section II of Chapter 4) by Bott, and an article on the Toda lattice by Kostant.

The idea of "integrals of motion" is at the heart of the relationship between integrable systems and group theory. The most famous classical result is Noether's theorem, which says (roughly) that integrals of motion correspond to symmetries of the system. In modern language, this can be expressed as follows. Assume that a group $G$ acts on a phase space $M$ of a Hamiltonian system, preserving the symplectic form $\omega$. Then (under mild conditions) we have a map $\mu: M \rightarrow \mathbf{g}^{*}$ such that $d \mu_{m}\left(V_{m}\right)(X)=\omega\left(V_{m}, X_{m}^{*}\right)$ for any vector field $V$ on $M$ and any $X \in \mathbf{g}$. This map $\mu$ is called the "moment map" or "momentum map"; it is a vector-valued map whose components are the integrals of motion which arise from $G$. Under further conditions, the space $\mu^{-1}(c) / G$ (for certain $c \in \mathbf{g}^{*}$ ) inherits a symplectic form.

For a completely integrable system, one has such an action of $G=\mathbf{R}^{k}$, with $k=\frac{1}{2} \operatorname{dim} M$. Each level set $\mu^{-1}(c)$ has a linear structure, and in favourable situations this leads to "action-angle coordinates" on $M$, in terms of which the differential equation may be solved "by quadrature". This is (essentially) the content of Liouville's theorem (see Arnold [1978]). (We postpone discussion of this kind of explicit integration of the Toda lattice until Chapter 14.)

The importance of completely integrable systems comes from this possibility of explicit integration. It is in general a hopeless task to find an explicit formula for the integral curves of a vector field, but the special case of a completely integrable system is considerably more tractable. Remarkably, many examples from classical mechanics are of this type.

The concept of an R-matrix is another prominent feature of the theory of integrable systems. As this has no immediate application to our examples, we mention it only briefly, in Chapter 8. The reader will find further information in Perelomov [1990].

The idea of a "dressing action" comes originally from a part of the theory of integrable systems that we consider in Chapter 10. (For references on this subject, see the bibliographical comments for Chapter 10.) Group theoretic aspects of this theory have been developed in Lu and Weinstein [1990].

For the relationship between Toda flows and gradient flows, and its consequences, see Moser [1975]; Deift et al. [1983], and other references in Bloch et al. [1992].

Part II
Two-dimensional integrable systems

## Chapter 9: Zero-curvature equations

## I. Zero-curvature equations.

Let $\mathbf{g}$ be the Lie algebra of a complex Lie group $G$. (For example, $G=G L_{n} \mathbf{C}$.) Let $A, B: \mathbf{C} \rightarrow \mathbf{g}$. An equation of the form

$$
\begin{equation*}
A_{\bar{z}}-B_{z}=[A, B] \tag{*}
\end{equation*}
$$

is called a zero-curvature equation.
This should be compared with the Lax equation (*) of Chapter 5 , i.e., $\dot{x}=[x, y]$. In fact, it is a generalization of that equation, because we obtain the Lax equation $A_{\bar{z}}=[A, B]$ if $B_{z}=0$. (We use complex coordinates $z, \bar{z}$ because of the specific examples which we will introduce later. Some comments on real and complex coordinates appear at the end of this chapter.)

The name "zero-curvature" can be explained as follows. Let $\alpha=A d z+B d \bar{z}$; this is a 1 -form on $\mathbf{C}$ "with values in $\mathbf{g}$ ". Equation $(*)$ can be written

$$
\begin{equation*}
d \alpha+\frac{1}{2}[\alpha \wedge \alpha]=0 \tag{*}
\end{equation*}
$$

This is called the Maurer-Cartan equation. If we interpret $\alpha$ as a connection in the (trivial) $G$-bundle $\mathbf{C} \times G$, then the Maurer-Cartan equation says that the curvature of this connection is zero. This explanation does not play any role in the rest of this book, except in the proof of the next proposition, so the reader who is unfamiliar with the theory of connections should not be unduly disadvantaged.

Proposition. Let $G$ be a complex Lie group. Let $\alpha=A d z+B d \bar{z}$, where $A, B: \mathbf{C} \rightarrow \mathbf{g}$. The following statements are equivalent:
(1) $\alpha$ satisfies the equation $d \alpha+\frac{1}{2}[\alpha \wedge \alpha]=0$, i.e., $A_{\bar{z}}-B_{z}=[A, B]$
(2) There exists a map $F: \mathbf{C} \rightarrow G$ such that $\alpha=F^{-1} d F$.

Sketch of the proof. Given (2), we have $A=F^{-1} F_{z}, B=F^{-1} F_{\bar{z}}$. By direct calculation we obtain $A_{\bar{z}}-B_{z}=[A, B]$. Conversely, if (1) is true, then the horizontal distribution (with respect to the connection $\alpha$ ) is integrable. Let $M$ be an integral manifold. Then it can be shown that $M$ is - locally - the graph of a map F (see Chapter 5, section 2, of Sternberg [1964]). Since C is simply connected, this is true globally.

The function $F$ here is not unique: If $g \in G$, then $(g F)^{-1} d(g F)=F^{-1} d F=\alpha$. However, it is easy to show that $F$ is unique up to left translation by an element of $G$.

As in the proof of the proposition, statement (2) can be written explicitly in terms of $A$ and $B$ as

$$
\begin{equation*}
F^{-1} F_{z}=A, \quad F^{-1} F_{\bar{z}}=B \tag{**}
\end{equation*}
$$

This should be compared with equation $(* *)$ of Chapter 5, i.e., $\dot{u} u^{-1}=-y$. From the point of view of the function $F$, equation $(* *)$ is simpler than equation $(*)$, because it is first order.

The above discussion can also be carried out in the case of a real Lie group. In this case, $\alpha=$ $A d z+B d \bar{z}$ is a 1-form with values in $\mathbf{g} \otimes \mathbf{C}$. It takes values in the subspace $\mathbf{g}=\{X \in \mathbf{g} \otimes \mathbf{C} \mid c(X)=X\}$ if and only if $B=c(A)$, where the map $c: \mathbf{g} \otimes \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ given by $X \otimes z \mapsto X \otimes \bar{z}$ is "conjugation with respect to the real form $\mathbf{g}$ ". (For example, if $G=U_{n}$, then $c(X)=-X^{*}$.) In this case we have:

Proposition. Let $G$ be a real Lie group. Let $\alpha=A d z+B d \bar{z}$, where $A, B: \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ and $B=c(A)$. The following statements are equivalent:
(1) $\alpha$ satisfies the equation $d \alpha+\frac{1}{2}[\alpha \wedge \alpha]=0$, i.e., $A_{\bar{z}}-B_{z}=[A, B]$
(2) There exists a function $F: \mathbf{C} \rightarrow G$ such that $\alpha=F^{-1} d F$.

In Chapter 5 , we studied some examples of the equation $\dot{u} u^{-1}=-y$. For certain $y$, we found the solution explicitly, in terms of an exponential function. It is much more difficult to find all solutions to the above equation $(* *)$. However, we might expect that some solutions can be obtained in terms of exponentials (and we shall see later that this is so).

## II. Example: The two-dimensional Toda lattice.

The two-dimensional Toda lattice (or the 2DTL) is the following system of partial differential equations:

$$
2\left(w_{i}\right)_{z \bar{z}}=e^{2\left(w_{i+1}-w_{i}\right)}-e^{2\left(w_{i}-w_{i-1}\right)} .
$$

Here we have $w_{i}: \mathbf{C} \rightarrow \mathbf{R}$ for $i=0, \ldots, n$, and we put

$$
w_{-1}=w_{n}, \quad w_{n+1}=w_{0}
$$

We also assume that $\sum_{i=0}^{n} w_{i}=0$. (Strictly speaking, this is the elliptic, periodic 2DTL.)
This is an obvious generalization of the Toda lattice. (We shall refer to the latter from now on as the one-dimensional Toda lattice, or the 1DTL.) However, it is not an artificial generalization, as it includes some geometrically important examples. For example, when $n=1$, we have $2\left(w_{1}\right)_{z \bar{z}}=e^{-4 w_{1}}-e^{4 w_{1}}$. Putting $w=2 w_{1}$, we obtain

$$
w_{z \bar{z}}=-2 \sinh 2 w,
$$

which is the "sinh-Gordon equation". This equation is important because its solutions are related to surfaces in $\mathbf{R}^{3}$ of constant mean curvature. A geometrical interpretation of the general 2DTL is given in Chapter 21.

From our experience with the 1DTL, we now ask the question: Can we express the 2DTL as a matrix equation?

Let $W_{i, j}=e^{w_{i}-w_{j}}$. We introduce two matrices $A, B$ as follows:

$$
A=\left(\begin{array}{cccccc}
\left(w_{0}\right)_{z} & 0 & 0 & \cdots & 0 & W_{0, n} \\
W_{1,0} & \left(w_{1}\right)_{z} & 0 & \cdots & 0 & 0 \\
0 & W_{2,1} & \left(w_{2}\right)_{z} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \left(w_{n-1}\right)_{z} & 0 \\
0 & 0 & 0 & \cdots & W_{n, n-1} & \left(w_{n}\right)_{z}
\end{array}\right), \quad B=-A^{*}
$$

A straightforward calculation gives:
Proposition. The 2DTL is equivalent to the equation $A_{\bar{z}}-B_{z}=[A, B]$, where $A, B$ are as defined above.

Furthermore, from section I, we conclude that the 2DTL is equivalent to the system

$$
F^{-1} F_{z}=A, \quad F^{-1} F_{\bar{z}}=B
$$

In other words: If we can find a function $F: \mathbf{C} \rightarrow S U_{n+1}$ such that $F^{-1} F_{z}, F^{-1} F_{\bar{z}}$ have the forms $A, B$ (respectively), then we obtain a solution to the 2DTL. Conversely, any solution of the 2DTL gives rise to such a function $F$.

## III. Example: Harmonic maps from surfaces to Lie groups.

Let $G$ be a compact (real) Lie group. The following discussion is valid for any such $G$, but to simplify the exposition we shall assume as usual that $G$ is a matrix group.

The equation for a harmonic map $\phi: \mathbf{C} \rightarrow G$ is the following partial differential equation:

$$
\left(\phi^{-1} \phi_{\bar{z}}\right)_{z}+\left(\phi^{-1} \phi_{z}\right)_{\bar{z}}=0
$$

It is well known that this equation is the Euler-Lagrange equation for the functional $\phi \mapsto \int_{D}\|d \phi\|^{2}$ (where $D$ is a compact domain in $\mathbf{C}$ ). In other words, $\left.\phi\right|_{D}$ satisfies the harmonic map equation if and only if it is a critical point of this functional. Therefore, harmonic maps are a natural generalization of geodesics.

Various important objects in differential geometry are examples of harmonic maps. Some of the most relevant ones for us are minimal surfaces in symmetric spaces, and Gauss maps of surfaces in $\mathbf{R}^{3}$ of constant mean curvature. We refer the reader to the bibliographical comments at the end of the chapter for further background information on harmonic maps.

If we write $A=\phi^{-1} \phi_{z}, B=\phi^{-1} \phi_{\bar{z}}$, then the harmonic map equation is $A_{\bar{z}}+B_{z}=0$. Here we have $A, B: \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ with $B=c(A)$. It turns out that the harmonic map equation can be expressed entirely in terms of $A$ and $B$, without reference to $\phi$ :

Proposition. The harmonic map equation is equivalent to the system

$$
\begin{aligned}
A_{\bar{z}}-B_{z} & =[A, B] \\
A_{\bar{z}}+B_{z} & =0
\end{aligned}
$$

where $A, B: \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ and $B=c(A)$.
Proof. Let $\phi: \mathbf{C} \rightarrow G$ be a harmonic map (i.e., a solution of the harmonic map equation). Let $\alpha=A d z+B d \bar{z}$, where $A=\phi^{-1} \phi_{z}, B=\phi^{-1} \phi_{\bar{z}}$. Then the first equation follows from section I, and the second equation follows from the harmonic map equation. Conversely, let $A, B$ be solutions of the above system. From the first equation, and section I, there exists $\phi: \mathbf{C} \rightarrow G$ (which is unique up to left translation by an element of $G$ ) such that $A=\phi^{-1} \phi_{z}, B=\phi^{-1} \phi_{\bar{z}}$. From the second equation, this $\phi$ is harmonic.

This situation is slightly different from the situation of section II, as we have a zero-curvature equation together with an extra equation. However, we can re-write the system in two interesting ways:
(i) The harmonic map equation is equivalent to the system

$$
\begin{aligned}
A_{\bar{z}} & =\left[A, \frac{1}{2} B\right] \\
B_{z} & =\left[B, \frac{1}{2} A\right]
\end{aligned}
$$

(Proof: Elementary algebra.) This system consists of two Lax equations.
(ii) The harmonic map equation is equivalent to the equation

$$
\left(A_{\lambda}\right)_{\bar{z}}-\left(B_{\lambda}\right)_{z}=\left[A_{\lambda}, B_{\lambda}\right] \text { for all } \lambda \in \mathbf{C} \text { with }|\lambda|=1
$$

where $A_{\lambda}=\frac{1}{2}\left(1-\lambda^{-1}\right) A, B_{\lambda}=\frac{1}{2}(1-\lambda) B$, and $B=c(A)$. (Proof: Elementary algebra, again!)

This equation is a "zero-curvature equation with parameter". By section I, this equation is equivalent to the following system:

$$
\begin{equation*}
F_{\lambda}^{-1}\left(F_{\lambda}\right)_{z}=\frac{1}{2}\left(1-\frac{1}{\lambda}\right) A, \quad F_{\lambda}^{-1}\left(F_{\lambda}\right)_{\bar{z}}=\frac{1}{2}(1-\lambda) B \tag{**}
\end{equation*}
$$

Observe that it is easy to reconstruct a harmonic map $\phi$ from $F_{\lambda}$. Namely, $\phi(z)=F_{-1}(z)$. On the other hand, it is not always easy to construct $F_{\lambda}$ from $\phi$. The map $F_{\lambda}$ contains "hidden information" about $\phi$.
Note on real and complex derivatives: We are primarily interested in maps $\mathbf{R}^{2} \rightarrow G$, where $G$ is a real Lie group. However, it is very convenient to identify $\mathbf{R}^{2}$ with $\mathbf{C}$, and to introduce the complexification $G^{c}$ of $G$, because holomorphic maps play a fundamental role in some of our examples. To prevent any possible confusion when switching between the real and complex worlds, we state here some basic definitions and conventions.

First, the identification between $\mathbf{C}$ and $\mathbf{R}^{2}$ is accomplished by means of the usual formula $z=$ $x+\sqrt{-1} y$, and we write $\bar{z}=x-\sqrt{-1} y$. The formulae

$$
\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial x}-\sqrt{-1} \frac{\partial}{\partial y}\right), \quad \frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x}+\sqrt{-1} \frac{\partial}{\partial y}\right)
$$

define complex vector fields on $\mathbf{R}^{2}$. (Whereas a vector field on a manifold $X$ is a section of the tangent bundle $T X$, a complex vector field is a section of $T X \otimes \mathbf{C}$.) If $V$ is a real vector space, and $f: \mathbf{C} \rightarrow V$ is a function, then we have $f_{x}, f_{y}: \mathbf{C} \rightarrow V$, but

$$
\begin{aligned}
& f_{z}=\frac{1}{2}\left(f_{x}-\sqrt{-1} f_{y}\right): \mathbf{C} \rightarrow V \otimes \mathbf{C} \\
& f_{\bar{z}}=\frac{1}{2}\left(f_{x}+\sqrt{-1} f_{y}\right): \mathbf{C} \rightarrow V \otimes \mathbf{C}
\end{aligned}
$$

For a function $g: \mathbf{C} \rightarrow V \otimes \mathbf{C}$, similar definitions of $g_{x}, g_{y}, g_{z}, g_{\bar{z}}$ apply. The Cauchy-Riemann equation, $g_{\bar{z}}=0$, is the condition for $g$ to be holomorphic.

The complex vector space $V \otimes \mathbf{C}$ has an involution $c$, namely "conjugation with respect to the real form $V^{\prime \prime}$. A typical element of $V \otimes \mathbf{C}$ may be written in the form $\sum v_{i} \otimes z_{i}$, and by definition $c\left(\sum v_{i} \otimes z_{i}\right)=\sum v_{i} \otimes \bar{z}_{i}$. We have $c\left(f_{z}\right)=f_{\bar{z}}$.

Now suppose that $F: \mathbf{C} \rightarrow G$, where $G$ is a real Lie group. We obtain $F^{-1} F_{x}, F^{-1} F_{y}: \mathbf{C} \rightarrow \mathbf{g}$, and also

$$
\begin{aligned}
& F^{-1} F_{z}=\frac{1}{2}\left(F^{-1} F_{x}-\sqrt{-1} F^{-1} F_{y}\right): \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C} \\
& F^{-1} F_{\bar{z}}=\frac{1}{2}\left(F^{-1} F_{x}+\sqrt{-1} F^{-1} F_{y}\right): \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}
\end{aligned}
$$

If $c: \mathbf{g} \otimes \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ is conjugation with respect to the real form $\mathbf{g}$, we have $c\left(F^{-1} F_{z}\right)=F^{-1} F_{\bar{z}}$.
Warning: When we identify a function $f: \mathbf{R}^{2} \rightarrow V$ with a function $f: \mathbf{C} \rightarrow V$, we usually write $f(z)$ instead of $f(z, \bar{z})$. The notation $f(z)$ does not necessarily imply that $f$ is a holomorphic function, however.

## Bibliographical comments.

See the comments at the end of Chapter 10.

## Chapter 10: Some solutions of zero-curvature equations

It is usually difficult to find the general solution of a zero-curvature equation

$$
\begin{equation*}
A_{\bar{z}}-B_{z}=[A, B] . \tag{*}
\end{equation*}
$$

In this chapter we describe a well known method of finding some non-trivial solutions. The method has two steps:

Step 1: Find a "trivial" solution (e.g., by guessing!).
Step 2: From the trivial solution, construct non-trivial solutions, by using "dressing transformations".

## I. Trivial solutions.

As seen in Chapter 9, equation $(*)$ is equivalent to the following system of equations:

$$
\begin{equation*}
F^{-1} F_{z}=A, \quad F^{-1} F_{\bar{z}}=B \tag{**}
\end{equation*}
$$

From the form of these equations, and from our previous experience with Lax equations, we might expect to find solutions of the form " $F=\exp (\quad)$ ". We shall find some solutions for the two examples of Chapter 9.

## Examples:

(1) The 2DTL.

The 2DTL equation

$$
2\left(w_{i}\right)_{z \bar{z}}=e^{2\left(w_{i+1}-w_{i}\right)}-e^{2\left(w_{i}-w_{i-1}\right)}
$$

obviously admits the constant solution

$$
w_{0}(z)=\cdots=w_{n}(z)=1
$$

The corresponding solution of $(*)$ is given by

$$
A(z)=A_{0}, \quad B(z)=B_{0}
$$

where

$$
A_{0}=\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right), \quad B_{0}=-A_{0}^{*}=\left(\begin{array}{ccccc}
0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 & 0
\end{array}\right)
$$

A corresponding solution of $(* *)$ is given by

$$
F(z)=\exp \left(z A_{0}+\bar{z} B_{0}\right)
$$

Here we use the fact that $\left[A_{0}, B_{0}\right]=0$.
(2) Harmonic maps $\mathbf{C} \rightarrow G$.

We use the following version of the harmonic map equation (see Chapter 9):

$$
\begin{equation*}
\left(A_{\lambda}\right)_{\bar{z}}-\left(B_{\lambda}\right)_{z}=\left[A_{\lambda}, B_{\lambda}\right] \text { for all } \lambda \in \mathbf{C} \text { with }|\lambda|=1 \tag{*}
\end{equation*}
$$

This is equivalent to

$$
\begin{equation*}
F_{\lambda}^{-1}\left(F_{\lambda}\right)_{z}=\frac{1}{2}\left(1-\frac{1}{\lambda}\right) A, \quad F_{\lambda}^{-1}\left(F_{\lambda}\right)_{\bar{z}}=\frac{1}{2}(1-\lambda) B \tag{**}
\end{equation*}
$$

The original harmonic map equation $\left(\phi^{-1} \phi_{\bar{z}}\right)_{z}+\left(\phi^{-1} \phi_{z}\right)_{\bar{z}}=0$ obviously admits any constant function

$$
\phi(z)=g
$$

as a solution (where $g \in G$ ). A corresponding solution of $(*)$ is simply the zero solution: $A_{\lambda}=B_{\lambda}=0$. This corresponds to a constant solution of $(* *)$.

A slightly more interesting solution of $(* *)$ is given by

$$
F_{\lambda}(z)=\exp \left(\frac{1}{2} z\left(1-\frac{1}{\lambda}\right) A_{0}+\frac{1}{2} \bar{z}(1-\lambda) B_{0}\right)
$$

where $A_{0}, B_{0} \in \mathbf{g} \otimes \mathbf{C}$ and $B_{0}=c\left(A_{0}\right),\left[A_{0}, B_{0}\right]=0$. This is similar to the formula of Example (1) - but in the present case the corresponding harmonic map $\phi$ is not constant (it is given by $\phi(z)=F_{-1}(z)=$ $\left.\exp \left(z A_{0}+\bar{z} B_{0}\right)\right)$.

## II. Dressing transformations.

The purpose of the "dressing method" is to construct a new solution from an old solution.
We have seen a simple example of such a procedure in Chapter 8 , in the case of a Lax equation. Starting with a solution $u: \mathbf{R} \rightarrow G_{1}$ and an element $g \in G_{2}$, we obtained a new solution $g \cdot u=(g u)_{1}$. This can be written in a slightly different way, namely $g \cdot u=g u(g u)_{2}^{-1}$. Since $g u$ is obviously a solution of the same equation as $u$, we have

$$
\text { new solution }(g \cdot u)=\text { old solution }(g u) \quad \times \quad \text { function }\left((g u)_{2}^{-1}\right)
$$

We shall examine the harmonic map equation from the same point of view. If $F_{\lambda}$ is a solution, we try to obtain a new solution of the form $\tilde{F}_{\lambda}=F_{\lambda} G_{\lambda}$, for some function $G_{\lambda}$. Following the previous example, we try to define $\tilde{F}_{\lambda}$ by

$$
\tilde{F}_{\lambda}=\left(g_{\lambda} F_{\lambda}\right)_{1}=g_{\lambda} F_{\lambda}\left(g_{\lambda} F_{\lambda}\right)_{2}^{-1}
$$

where $g_{\lambda}$ is independent of $z$. (Thus, we take $G_{\lambda}=\left(g_{\lambda} F_{\lambda}\right)_{2}^{-1}$, essentially.) However, there are two difficulties with this procedure. First, we have not explained the meaning of ()$_{1}$. Second, it is certainly not obvious that $\tilde{F}_{\lambda}$ is a solution. We need a new idea!

We shall make the following (non-trivial) assumption:
Assumption. There exist $H_{\lambda}, K_{\lambda}: \mathbf{C} \rightarrow G^{c}$ such that $g_{\lambda} F_{\lambda}=H_{\lambda} K_{\lambda}$, and
(i) $H_{\lambda}, F_{\lambda}$ are meromorphic in $\lambda$ on $\mathbf{C} \cup \infty$, and holomorphic in $\lambda$ on a region $R_{1} \subseteq \mathbf{C} \cup \infty$,
(ii) $K_{\lambda}, g_{\lambda}$ are meromorphic in $\lambda$ on $\mathbf{C} \cup \infty$, and holomorphic in $\lambda$ on a region $R_{2} \subseteq \mathbf{C} \cup \infty$, where $R_{1} \cup R_{2}=\mathbf{C} \cup \infty$ and $0, \infty \in R_{2}$. In addition, $H_{1}(z)=F_{1}(z)=e$ for all $z$.

We write $H_{\lambda}=\left(g_{\lambda} F_{\lambda}\right)_{1}, K_{\lambda}=\left(g_{\lambda} F_{\lambda}\right)_{2}$. This kind of factorization is called a Riemann-Hilbert factorization.

Proposition. Let $F_{\lambda}$ be a solution of
(**)

$$
F_{\lambda}^{-1}\left(F_{\lambda}\right)_{z}=\frac{1}{2}\left(1-\frac{1}{\lambda}\right) A, \quad F_{\lambda}^{-1}\left(F_{\lambda}\right)_{\bar{z}}=\frac{1}{2}(1-\lambda) B .
$$

Then, under the above Assumption, $\tilde{F}_{\lambda}=\left(g_{\lambda} F_{\lambda}\right)_{1}=g_{\lambda} F_{\lambda}\left(g_{\lambda} F_{\lambda}\right)_{2}^{-1}$ is also a solution.
Sketch of the proof. We must calculate $\tilde{F}_{\lambda}^{-1}\left(\tilde{F}_{\lambda}\right)_{z}$ and $\tilde{F}_{\lambda}^{-1}\left(\tilde{F}_{\lambda}\right)_{\bar{z}}$, and show that they have the correct form. We shall just calculate the first one; the calculation of the second is similar. From $\tilde{F}_{\lambda}=g_{\lambda} F_{\lambda} J_{\lambda}^{-1}$ (where $J_{\lambda}=\left(g_{\lambda} F_{\lambda}\right)_{2}$ ), we have:

$$
\begin{aligned}
\tilde{F}_{\lambda}^{-1}\left(\tilde{F}_{\lambda}\right)_{z} & =J_{\lambda} F_{\lambda}^{-1} g_{\lambda}^{-1}\left(g_{\lambda}\left(F_{\lambda}\right)_{z} J_{\lambda}^{-1}+g_{\lambda} F_{\lambda}\left(-J_{\lambda}^{-1}\left(J_{\lambda}\right)_{z} J_{\lambda}^{-1}\right)\right) \\
& =J_{\lambda}\left(F_{\lambda}^{-1}\left(F_{\lambda}\right)_{z}\right) J_{\lambda}^{-1}-\left(J_{\lambda}\right)_{z} J_{\lambda}^{-1} \\
& =\frac{1}{2}\left(1-\frac{1}{\lambda}\right) J_{\lambda} A J_{\lambda}^{-1}-\left(J_{\lambda}\right)_{z} J_{\lambda}^{-1}
\end{aligned}
$$

From this formula, we see that $\tilde{F}_{\lambda}^{-1}\left(\tilde{F}_{\lambda}\right)_{z}$ is holomorphic in $\lambda$ on the region $R_{2}$, except for a simple pole at $\lambda=0$. From the formula $\tilde{F}_{\lambda}=\left(g_{\lambda} F_{\lambda}\right)_{1}$, it follows that $\tilde{F}_{\lambda}^{-1}\left(\tilde{F}_{\lambda}\right)_{z}$ is holomorphic in $\lambda$ on the region $R_{1}$. Hence, $\tilde{F}_{\lambda}^{-1}\left(\tilde{F}_{\lambda}\right)_{z}$ is meromorphic on the Riemann sphere $\mathbf{C} \cup \infty$, with a simple pole at $\lambda=0$. It follows that ${ }^{4}$

$$
\tilde{F}_{\lambda}(z)^{-1} \tilde{F}_{\lambda}(z)_{z}=C(z)+\frac{1}{\lambda} D(z)
$$

for some $C, D$. For $\lambda=1$ we obtain 0 (by the last part of the Assumption), hence $C=-D$. We therefore have

$$
\tilde{F}_{\lambda}^{-1}\left(\tilde{F}_{\lambda}\right)_{z}=\frac{1}{2}\left(1-\frac{1}{\lambda}\right)(2 C),
$$

as required.
Although the Assumption may appear strange, such a factorization is often possible. Moreover, it can often be obtained from a group decomposition $\mathcal{G}=\mathcal{G}_{1} \mathcal{G}_{2}$, where $\mathcal{G}, \mathcal{G}_{1}, \mathcal{G}_{2}$ are infinite dimensional Lie groups (as we explain in Chapter 12). Thus, this situation is analogous to the situation of the previous example.

Finally, we remark that the same method applies to the 2DTL. For this, we need a version of the 2DTL equation which involves the parameter $\lambda$. We define $A_{\lambda}, B_{\lambda}$ (for $\lambda \in \mathbf{C}^{*}$ ) by

$$
A_{\lambda}=\left(\begin{array}{cccccc}
\left(w_{0}\right)_{z} & 0 & 0 & \ldots & 0 & \lambda W_{0, n} \\
\lambda W_{1,0} & \left(w_{1}\right)_{z} & 0 & \ldots & 0 & 0 \\
0 & \lambda W_{2,1} & \left(w_{2}\right)_{z} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \left(w_{n-1}\right)_{z} & 0 \\
0 & 0 & 0 & \ldots & \lambda W_{n, n-1} & \left(w_{n}\right)_{z}
\end{array}\right), \quad B_{\lambda}=-A_{\lambda}^{*}
$$

## Exercise:

(10.1) Show that the zero-curvature equation

$$
A_{\bar{z}}-B_{z}=[A, B]
$$

(for the 2DTL) is equivalent to the zero-curvature equation

$$
\left(A_{\lambda}\right)_{\bar{z}}-\left(B_{\lambda}\right)_{z}=\left[A_{\lambda}, B_{\lambda}\right] \text { for all } \lambda \in \mathbf{C}^{*}
$$

(where $A_{\lambda}, B_{\lambda}$ are defined above).
This (rather mysterious) fact puts the 2DTL into the same form as the harmonic map equation, i.e., a "zero-curvature equation with parameter".

[^3]
## Bibliographical comments for Chapters 9-10.

Like Lax equations, zero-curvature equations appear throughout the literature on integrable systems. An introductory survey is given in Semenov-Tian-Shansky [1982].

Our discussion of the periodic 2DTL here (and later in Chapters 13-15) follows McIntosh [1994a; 1994b]; Bolton et al. [1995]. References to earlier work may be found in these articles, and in the article of Fordy in Fordy and Wood [1994], and in Wilson [1981].

The concept of harmonic map makes sense for maps $f: M \rightarrow N$ whenever $M, N$ are Riemannian manifolds. Such a map is said to be harmonic if it is a critical point of the energy functional $f \mapsto$ $\int_{D}\|d f\|^{2}$, for all compact $D$. The form of the Euler-Lagrange equation depends on $M$ and $N$; we obtain the equation of Chapter 9 if we take the standard Riemannian metric on $M=\mathbf{C}$ and a biinvariant Riemannian metric on $N=G$. There are several reasons for studying this special case. The most relevant one for us is the existence of a zero-curvature form for the harmonic map equation, in this situation. Other reasons are the special relationship with classical differential geometry (e.g., minimal surfaces), and with mathematical physics (the non-linear sigma model or chiral model).

Good introductions to the general theory of harmonic maps can be found in the lecture notes of Eells and Lemaire [1983] and the book by Urakawa [1993]. The breadth of the subject can be appreciated from the survey articles of Eells and Lemaire [1978; 1988]. All these sources contain information on the applications of harmonic maps in differential geometry and physics.

The zero-curvature form of the harmonic map equation first appeared in Pohlmeyer [1976]. The method of dressing transformations (also called the vesture method) is a standard technique of the theory of integrable systems. This method appeared in the context of harmonic maps in Zakharov and Mikhailov [1978]; Zakharov and Shabat [1979]; a general survey of the method appears in the book by Faddeev and Takhtajan [1987].

The article of Uhlenbeck [1989] was the first comprehensive treatment in the mathematical literature of the zero-curvature equation and dressing transformations for harmonic maps. We discuss this theory in Chapters 16-22.

## Chapter 11: Loop groups and loop algebras

## I. Loop groups.

Let $G$ be a Lie group. Let $S^{1}=\{\lambda \in \mathbf{C}| | \lambda \mid=1\}$.

## Definition.

(1) $\Lambda G=\left\{\gamma: S^{1} \rightarrow G \mid \gamma\right.$ is smooth $\}$
(2) $\Omega G=\left\{\gamma: S^{1} \rightarrow G \mid \gamma\right.$ is smooth, $\left.\gamma(1)=e\right\}$.

We refer to $\Lambda G, \Omega G$ as loop groups. More precisely, $\Lambda G$ is the free loop group of $G$, and $\Omega G$ is the based loop group of $G$.

It is obvious that $\Lambda G, \Omega G$ are groups. The group $\Lambda G$ is a semi-direct product $G \ltimes \Omega G$ : As a set, $G \ltimes \Omega G$ is equal to $G \times \Omega G$, but the group operation is given by

$$
\left(g_{1}, \gamma_{1}\right)\left(g_{2}, \gamma_{2}\right)=\left(g_{1} g_{2}, \gamma_{1} g_{1} \gamma_{2} g_{1}^{-1}\right)
$$

(The isomorphism $\Lambda G \rightarrow G \ltimes \Omega G$ is given by $\gamma \mapsto\left(\gamma(1), \gamma \gamma(1)^{-1}\right)$.) It can be shown that $\Lambda G, \Omega G$ are (infinite dimensional) Lie groups. The model spaces for the smooth manifold structures are the infinite dimensional vector spaces
$\Lambda \mathbf{g}=\left\{f: S^{1} \rightarrow \mathbf{g} \mid f\right.$ is smooth $\}$
$\Omega \mathbf{g}=\left\{f: S^{1} \rightarrow \mathbf{g} \mid f\right.$ is smooth, $\left.f(1)=0\right\}$.
Indeed, the map $f \mapsto \exp \circ f$ defines a local chart (at the identity loop $e \in \Lambda G$ or $\Omega G$ ), where $\exp : \mathbf{g} \rightarrow G$ is the exponential map for $G$. (For further discussion of the definition of the manifold structure, we refer to Milnor [1984]; Pressley and Segal [1986].) As a manifold, $\Lambda G$ is diffeomorphic to $G \times \Omega G$. The connected components of $\Lambda G$ or $\Omega G$ are indexed by $\pi_{1} G$ (if $G$ is connected).

It is very convenient to represent an element of $\Lambda \mathbf{g}$ by its Fourier series. More generally, any element $f$ of $\Lambda \mathbf{g} \otimes \mathbf{C}$ has a Fourier series representation

$$
f(\lambda)=\sum_{i \in \mathbf{Z}} A_{i} \lambda^{i}
$$

The condition for such an $f$ to belong to $\Lambda \mathbf{g}$ is $A_{i}=c\left(A_{-i}\right)$ for all $i$. We continue to assume that $G$ is a matrix Lie group, so any $\gamma \in \Lambda G$ (or $\Lambda G^{c}$ ) has a Fourier series representation as well.

## II. The role of loop groups in Lie theory.

Let $\mathbf{g}$ be the Lie algebra of $G$. We call $\Lambda \mathbf{g}, \Omega \mathbf{g}$ loop algebras. It is obvious that $\Lambda \mathbf{g}, \Omega \mathbf{g}$ are Lie algebras. Because of this (and the earlier discussion), we consider $\Lambda \mathbf{g}, \Omega \mathrm{g}$ to be the Lie algebras of $\Lambda G, \Omega G$.

Despite this suggestive terminology, infinite dimensional Lie theory is not very well developed (compared with finite dimensional Lie theory). One of the difficulties is that there is no correspondence between Lie groups and Lie algebras, in general. However, loop algebras are related to an important general class of Lie algebras, namely the affine Lie algebras, for which corresponding Lie groups are known to exist.

We shall now give a "concrete" description of affine Lie algebras and their corresponding Lie groups. There are two kinds, un-twisted and twisted. We shall describe each kind separately. In the rest of this
section, we assume that $G$ is a compact semisimple Lie group, with complexification $G^{c}$. (We use the definition of complexification which was given in Chapter 2. Thus, the Lie algebra of $G^{c}$ is $\mathbf{g} \otimes \mathbf{C}$.)
(1) The (un-twisted) affine Lie algebra associated with $\mathbf{g} \otimes \mathbf{C}$ is defined as follows. Consider the vector space

$$
\mathbf{C} \oplus \mathbf{C} \oplus(\mathbf{g} \otimes \mathbf{C}) \otimes \mathbf{C}\left[\lambda, \lambda^{-1}\right]
$$

where $\mathbf{C}\left[\lambda, \lambda^{-1}\right]$ denotes the (infinite dimensional) vector space of polynomials in $\lambda, \lambda^{-1}$. Let us introduce the notation $c=(1,0), d=(0,1)$ for the standard basis of $\mathbf{C} \oplus \mathbf{C}$. Then we define a Lie bracket operation by

$$
\left[A \lambda^{k}, B \lambda^{l}\right]=[A, B] \lambda^{k+l}+k \delta_{k+l, 0}(A, B) c
$$

(where the Lie bracket on the right hand side is the Lie bracket of $\mathbf{g} \otimes \mathbf{C}$, and (, ) is the Killing form), and

$$
[c, d]=0 \quad\left[c, A \lambda^{k}\right]=0, \quad\left[d, A \lambda^{k}\right]=k A \lambda^{k}
$$

This is the required affine Lie algebra.
What is a corresponding Lie group? To find one, we should take a suitable completion of the above Lie algebra, for a start. Another potential difficulty is that the complexification procedure (for Lie groups) does not work very well in infinite dimensions, so we should work with real Lie groups. We shall therefore have to be satisfied with a real Lie group whose complexified Lie algebra contains the above Lie algebra as a dense subspace.

The construction of this Lie group has three steps. First, we have the loop group $\Lambda G$; this "corresponds" to $(\mathbf{g} \otimes \mathbf{C}) \otimes \mathbf{C}\left[\lambda, \lambda^{-1}\right]$. Next, we consider the semi-direct product $S^{1} \ltimes \Lambda G$, where the group structure is given by

$$
\left(\lambda_{1}, \gamma_{1}(\lambda)\right)\left(\lambda_{2}, \gamma_{2}(\lambda)\right)=\left(\lambda_{1} \lambda_{2}, \gamma_{1}\left(\lambda_{2}^{-1} \lambda\right) \gamma_{2}(\lambda)\right)
$$

This corresponds to the Lie algebra $\mathbf{C} d \oplus(\mathbf{g} \otimes \mathbf{C}) \otimes \mathbf{C}\left[\lambda, \lambda^{-1}\right]$. Finally, there is a Lie group with the structure of an $S^{1}$-bundle over $S^{1} \ltimes \Lambda G$, which corresponds to $\left.\mathbf{C} c \oplus \mathbf{C} d \oplus(\mathbf{g} \otimes \mathbf{C}) \otimes \mathbf{C}\left[\lambda, \lambda^{-1}\right]\right)$. The construction of this group is more complicated, and is given in Pressley and Segal [1986].
(2) Let $\alpha$ be an outer automorphism of $\mathbf{g}$, and hence of $\mathbf{g} \otimes \mathbf{C}$. Let $k$ be the order of $\alpha$ (necessarily 1 , 2 , or 3 ). Let $\omega$ be a primitive $k$-th root of unity. Then the twisted affine Lie algebra associated with $\mathbf{g} \otimes \mathbf{C}$ and $\alpha$ is defined to be $\mathbf{C} \oplus \mathbf{C} \oplus\left((\mathbf{g} \otimes \mathbf{C}) \otimes \mathbf{C}\left[\lambda, \lambda^{-1}\right]\right)_{\alpha}$ where

$$
\left((\mathbf{g} \otimes \mathbf{C}) \otimes \mathbf{C}\left[\lambda, \lambda^{-1}\right]\right)_{\alpha}=\left\{f \in(\mathbf{g} \otimes \mathbf{C}) \otimes \mathbf{C}\left[\lambda, \lambda^{-1}\right] \mid \alpha(\gamma(\lambda))=f(\omega \lambda)\right\}
$$

It is possible to construct a corresponding Lie group in this case also. Namely, we replace $\Lambda G$ by the twisted loop group

$$
(\Lambda G)_{\alpha}=\{\gamma \in \Lambda G \mid \alpha(\gamma(\lambda))=\gamma(\omega \lambda)\}
$$

(where $\alpha$ now means the automorphism of $G$ induced by the original $\alpha$ ). Then we perform two extensions by $S^{1}$, as in the un-twisted case.

Affine Lie algebras are important for another reason: They can be characterized "abstractly" in terms of generalized Cartan matrices (or generalized Dynkin diagrams). This is explained in Kac [1990]. The characterization can in fact be extended to a larger class of Lie algebras, the Kac-Moody Lie algebras. For this we refer again to Kac [1990].

The above definition of twisted loop groups (or algebras) makes sense both for real and complex Lie groups (or algebras), and for arbitrary automorphisms (inner or outer). We shall make use of these definitions from now on without further comment. The reason for using only outer automorphisms in the above discussion is the following result (see Kac [1990], Chapter 8):

Proposition. If $\alpha$ is an inner automorphism of $\mathbf{g}$, then the twisted Lie algebra $(\Lambda \mathbf{g})_{\alpha}$ is isomorphic to the un-twisted Lie algebra $\Lambda \mathbf{g}$.

To illustrate all this, we conclude with a simple example.

## Example:

Let $G=S U_{2}$, and let $\alpha$ be the automorphism of $G$ or $\mathbf{g}$ given by conjugation by $\left(\begin{array}{ll}1 & \\ & -1\end{array}\right)$. This $\alpha$ is an (inner) automorphism of order 2 , so we take $\omega=-1$ in the definition of a twisted loop group.

Using the Fourier series representation $\gamma(\lambda)=\sum_{i \in \mathbf{Z}} A_{i} \lambda^{i}$ of an element $\gamma \in \Lambda S U_{2}$, we have

$$
\begin{aligned}
\alpha(\gamma(\lambda))=\gamma(-\lambda) & \Longleftrightarrow \alpha\left(A_{i}\right)=(-1)^{i} A_{i} \text { for all } i \\
& \Longleftrightarrow A_{i}= \begin{cases}\left(\begin{array}{cc}
* & 0 \\
0 & *
\end{array}\right) & \text { for } i \text { even } \\
\left(\begin{array}{ll}
0 & * \\
* & 0
\end{array}\right) & \text { for } i \text { odd. }\end{cases}
\end{aligned}
$$

Exactly the same analysis applies to the Fourier series representation of an element of the Lie group $\left(\Lambda S L_{2} \mathbf{C}\right)_{\alpha}$, or the Lie algebras $\left(\Lambda \mathbf{s u}_{2}\right)_{\alpha},\left(\Lambda \mathbf{s l}_{2} \mathbf{C}\right)_{\alpha}$.

Using this, one can check that the map

$$
\Lambda \mathbf{s u}_{2} \rightarrow\left(\Lambda \mathbf{s u}_{2}\right)_{\alpha}, \quad \gamma(\lambda) \mapsto\left(\begin{array}{ll}
1 & \\
& \lambda
\end{array}\right) \gamma\left(\lambda^{2}\right)\left(\begin{array}{cc}
1 & \\
& \lambda
\end{array}\right)^{-1}
$$

is an isomorphism of Lie algebras. This verifies the last proposition, in this case.

## III. The difference between $\Lambda G$ and $\Omega G$.

For the rest of this chapter, we assume that $G$ is a compact Lie group.
There is a surprising, and important, difference between $\Lambda G$ and $\Omega G$. Roughly speaking, $\Lambda G$ is analogous to a compact Lie group, and $\Omega G$ is analogous to a compact generalized flag manifold (i.e., adjoint orbit of a compact Lie group). (The definitions of these terms are given in section I of Chapter 3 and section II of Chapter 4.)

The Lie algebra $\sqrt{-1} \mathbf{R} \ltimes \Lambda \mathbf{g}$ may be considered as the Lie algebra of $S^{1} \ltimes \Lambda G$. The formula

$$
\operatorname{Ad}(\lambda, \gamma)(\sqrt{-1} x, f)=\left.\frac{d}{d t}(\lambda, \gamma)\left(e^{\sqrt{-1} x t}, \exp t f\right)(\lambda, \gamma)^{-1}\right|_{0} \quad\left(\lambda=e^{\sqrt{-1} t}\right)
$$

defines an action of $S^{1} \ltimes \Lambda G$ on $\sqrt{-1} \mathbf{R} \ltimes \Lambda \mathbf{g}$. This may be considered as the adjoint representation of $S^{1} \ltimes \Lambda G$.

Proposition. The orbit $M_{(\sqrt{-1}, 0)}$ of $(\sqrt{-1}, 0) \in \sqrt{-1} \mathbf{R} \ltimes \Lambda \mathbf{g}$ may be identified with $\Omega G$.
Proof. It is easy to verify that the isotropy subgroup at $(\sqrt{-1}, 0)$ is $S^{1} \times G$. Hence $M_{(\sqrt{-1}, 0)} \cong\left(S^{1} \ltimes\right.$ $\Lambda G) /\left(S^{1} \times G\right) \cong \Lambda G / G \cong \Omega G$, as required.

More generally, for any $X \in \mathbf{g}$, the orbit of $(\sqrt{-1}, X)$ is

$$
M_{(\sqrt{-1}, X)} \cong\left(S^{1} \ltimes \Lambda G\right) /\left(S^{1} \times C\left(S_{X}\right)\right) \cong \Lambda G / C\left(S_{X}\right)
$$

where $C\left(S_{X}\right)$ denotes the centralizer of the torus $S_{X}$ which is generated by $X$ (as in Chapter 4).

## Bibliographical comments.

See the comments at the end of Chapter 12.

## Chapter 12: Factorizations and homogeneous spaces

## I. Decomposition of loop groups, and homogeneous spaces.

The Gram-Schmidt decomposition

$$
G L_{n} \mathbf{C}=U_{n} \Delta_{n}
$$

(where $\Delta_{n}$ denotes the subgroup of $G L_{n} \mathbf{C}$ consisting of upper triangular matrices; see Chapter 3) generalizes to a decomposition of $\Lambda G L_{n} \mathbf{C}$. The decomposition is

$$
\Lambda G L_{n} \mathbf{C}=\Omega U_{n} \Lambda_{+} G L_{n} \mathbf{C}
$$

where

$$
\Lambda_{+} G L_{n} \mathbf{C}=\left\{\gamma \in \Lambda G L_{n} \mathbf{C} \mid \gamma \text { extends holomorphically for }|\lambda| \leq 1\right\}
$$

(The condition on $\gamma$ means that $\gamma=\left.\tilde{\gamma}\right|_{S^{1}}$, where $\tilde{\gamma}:\{\lambda \in \mathbf{C}| | \lambda \mid \leq 1\} \rightarrow G L_{n} \mathbf{C}$ is continuous for $|\lambda| \leq 1$ and holomorphic for $|\lambda|<1$. In terms of the Fourier series representation $\gamma(\lambda)=\sum_{i \in \mathbf{Z}} A_{i} \lambda^{i}$, the condition simply means that $A_{i}=0$ for all $i<0$.)

Let us define

$$
\Lambda_{+}^{\Delta} G L_{n} \mathbf{C}=\left\{\gamma \in \Lambda_{+} G L_{n} \mathbf{C} \mid \gamma(1) \in \Delta_{n}\right\}
$$

Then, using the facts that $\Lambda U_{n}=\Omega U_{n} U_{n}$ and $\Lambda_{+} G L_{n} \mathbf{C}=U_{n} \Lambda_{+}^{\Delta} G L_{n} \mathbf{C}$, we see that ( $\dagger$ ) is equivalent to the following decomposition:

$$
\Lambda G L_{n} \mathbf{C}=\Lambda U_{n} \Lambda_{+}^{\Delta} G L_{n} \mathbf{C}
$$

In principle, $(\dagger)$ can be proved by a generalization of the Gram-Schmidt procedure. However, it is better to take a geometrical approach, as in Chapter 3. Namely, we introduce "flag manifolds" $\mathrm{Gr}^{(n)}, \mathrm{Fl}^{(n)}$ such that

$$
\begin{aligned}
& \mathrm{Gr}^{(n)} \cong \Lambda U_{n} / U_{n} \cong \Lambda G L_{n} \mathbf{C} / \Lambda_{+} G L_{n} \mathbf{C} \\
& \mathrm{Fl}^{(n)} \cong \Lambda U_{n} / T_{n} \cong \Lambda G L_{n} \mathbf{C} / \Lambda_{+}^{\Delta} G L_{n} \mathbf{C}
\end{aligned}
$$

where $T_{n}$ is the subgroup of $U_{n}$ consisting of diagonal matrices. Before we can define these manifolds, we need to introduce some notation.

Let $H^{(n)}$ be the Hilbert space $L^{2}\left(S^{1}, \mathbf{C}^{n}\right)$. If $e_{1}, \ldots, e_{n}$ denote the standard basis vectors for $\mathbf{C}^{n}$, then the functions

$$
\lambda \mapsto \lambda^{i} e_{j}, \quad i \in \mathbf{Z}, \quad j=1, \ldots, n
$$

are a basis for $H^{(n)}$. In other words,

$$
H^{(n)}=\operatorname{Span}\left\{\lambda^{i} e_{j} \mid i \in \mathbf{Z}, j=1, \ldots, n\right\}
$$

where "Span $\{X\}$ " means "the closed subspace generated by $X$ ". Those functions with $i \geq 0$ generate a closed subspace

$$
H_{+}^{(n)}=\operatorname{Span}\left\{\lambda^{i} e_{j} \mid i \geq 0, j=1, \ldots, n\right\}
$$

of $H^{(n)}$. Let $\operatorname{Grass}\left(H^{(n)}\right)$ denote the space of all vector subspaces $W \subseteq H^{(n)}$ such that
a) $W$ is closed,
b) the projection map $W \rightarrow H_{+}^{(n)}$ is Fredholm, and the projection map $W \rightarrow\left(H_{+}^{(n)}\right)^{\perp}$ is HilbertSchmidt,
c) the images of the projection maps $W^{\perp} \rightarrow H_{+}^{(n)}, W \rightarrow\left(H_{+}^{(n)}\right)^{\perp}$ are contained in $C^{\infty}\left(S^{1}, \mathbf{C}^{n}\right)$.

The meaning of "Fredholm" and "Hilbert-Schmidt" can be found in books on functional analysis; we do not use these concepts explicitly, so we omit any further explanation of them.

The definitions of $\mathrm{Gr}^{(n)}, \mathrm{Fl}^{(n)}$ are as follows.

## Definition.

(1) $\mathrm{Gr}^{(n)}=\left\{W \in \operatorname{Grass}\left(H^{(n)}\right) \mid \lambda W \subseteq W\right\}$.
(2) $\mathrm{Fl}^{(n)}=\left\{W_{n} \subseteq W_{n-1} \subseteq \ldots \subseteq W_{1} \subseteq W_{0} \mid W_{0} \in \mathrm{Gr}^{(n)}, \lambda W_{0}=W_{n}, \operatorname{dim} W_{i} / W_{i+1}=1\right\}$.

Note: If $W \in \mathrm{Gr}^{(n)}$, then it is known that $\operatorname{dim} W / \lambda W=n$.
One of the basic results of Pressley and Segal [1986] is:
Theorem 1 (Grassmannian model of $\Omega U_{n}$ ).

$$
\mathrm{Gr}^{(n)} \cong \Lambda U_{n} / U_{n} \cong \Lambda G L_{n} \mathbf{C} / \Lambda_{+} G L_{n} \mathbf{C}
$$

(and hence $\mathrm{Gr}^{(n)} \cong \Omega U_{n}$ ).
The method of proof is to show that $\Lambda G L_{n} \mathbf{C}$ acts on $\mathrm{Gr}^{(n)}$ in a natural way, and that the subgroup $\Lambda U_{n}$ acts transitively. The formula for the action is simply

$$
\gamma . W=\{\gamma f \mid f \in W\} .
$$

By considering Fourier series, it is easy to see that the isotropy subgroup at $H_{+}^{(n)}$ is $\Lambda_{+} G L_{n} \mathbf{C}$ (for the action of $\Lambda G L_{n} \mathbf{C}$ ), or $U_{n}$ (for the action of the subgroup $\Lambda U_{n}$ ).

This theorem is a generalization of the (elementary) identifications

$$
\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \cong U_{n} /\left(U_{k} \times U_{n-k}\right) \cong G L_{n} \mathbf{C} / P
$$

where $P$ denotes the isotropy subgroup of $\operatorname{Span}\left\{e_{1}, \ldots, e_{k}\right\} \in \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ under the natural action of $G L_{n} \mathbf{C}$.

Regarding the space $\mathrm{Fl}^{(n)}$, there is a similar result:
Theorem 2. $\mathrm{Fl}^{(n)} \cong \Lambda U_{n} / T_{n} \cong \Lambda G L_{n} \mathbf{C} / \Lambda_{+}^{\Delta} G L_{n} \mathbf{C}$.
The proof is similar to the proof of Theorem 1. This time, the isotropy groups are calculated at the following element of $\mathrm{Fl}^{(n)}$ :

$$
\begin{aligned}
\lambda H_{+}^{(n)} & \subseteq \operatorname{Span}\left\{e_{1}\right\} \oplus \lambda H_{+}^{(n)} \subseteq \ldots \\
& \ldots \subseteq \operatorname{Span}\left\{e_{1}, \ldots, e_{n-1}\right\} \oplus \lambda H_{+}^{(n)} \subseteq \mathbf{C}^{n} \oplus \lambda H_{+}^{(n)}=H_{+}^{(n)}
\end{aligned}
$$

This theorem is a generalization of the identifications

$$
\mathrm{F}_{1,2, \ldots, n-1}\left(\mathbf{C}^{n}\right) \cong U_{n} / T_{n} \cong G L_{n} \mathbf{C} / \Delta_{n}
$$

(which are discussed in Chapter 3).
From the end of the previous chapter, we see that $\mathrm{Gr}^{(n)} \cong M_{(\sqrt{-1}, 0)}$, and also that $\mathrm{Fl}^{(n)} \cong M_{(\sqrt{-1}, X)}$ if $X$ has distinct eigenvalues. These are generalizations of the corresponding facts for $\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ and $\mathrm{F}_{1,2, \ldots, n-1}\left(\mathbf{C}^{n}\right)$, which we describe in section II of Chapter 4.

The decompositions $(\dagger),(\dagger \dagger)$ follow immediately from Theorem 1 and Theorem 2. (Note that $\Lambda U_{n} \cap$ $\Lambda_{+} G L_{n} \mathbf{C}=U_{n}$ and $\Lambda U_{n} \cap \Lambda_{+}^{\Delta} G L_{n} \mathbf{C}=T_{n}$.) We can refine these decompositions, using the Iwasawa decomposition

$$
G L_{n} \mathbf{C}=U_{n} A_{n} N_{n}
$$

of Chapter 3. (Recall that $A_{n}$ denotes the group of diagonal matrices with positive diagonal entries, and that $N_{n}$ denotes the subgroup of $G L_{n} \mathbf{C}$ consisting of matrices of the form

$$
\left(\begin{array}{lllll}
1 & * & * & * & * \\
& 1 & * & * & * \\
& & 1 & * & * \\
& & & 1 & * \\
& & & & 1
\end{array}\right)
$$

Thus, $\Delta_{n}=T_{n} A_{n} N_{n}$.) We obtain:

$$
\Lambda G L_{n} \mathbf{C}=\Lambda U_{n} A_{n} \Lambda_{+}^{N} G L_{n} \mathbf{C}
$$

where $\Lambda_{+}^{N} G L_{n} \mathbf{C}=\left\{\gamma \in \Lambda_{+} G L_{n} \mathbf{C} \mid \gamma(1) \in N_{n}\right\}$. The three subgroups $\Lambda U_{n}, A_{n}, \Lambda_{+}^{N} G L_{n} \mathbf{C}$ have (pairwise) trivial intersections, and it can be shown that $\Lambda G L_{n} \mathbf{C}$ is diffeomorphic to $\Lambda U_{n} \times A_{n} \times$ $\Lambda_{+}^{N} G L_{n} \mathbf{C}$.

We refer to any of the three decompositions ( $\dagger$ ), ( $\dagger \dagger$ ), ( $\dagger \dagger \dagger$ ) as "the Iwasawa decomposition of $\Lambda G L_{n} \mathbf{C}$ ".

The results of this section can be generalized to arbitrary compact Lie groups $G$ (see Pressley and Segal [1986]).

## II. Riemann-Hilbert problems.

We describe an important analytical interpretation of the Iwasawa decomposition $\Lambda G L_{n} \mathbf{C}=\Omega U_{n} \Lambda_{+} G L_{n} \mathbf{C}$. It depends on another (partial) decomposition, called the Birkhoff decomposition.

We begin by describing the finite dimensional analogue of this new decomposition, which is the Gauss decomposition of Chapter 8. (In Chapter 8, we use the "real" version, i.e., for $\mathbf{s l}_{n} \mathbf{R}, S L_{n} \mathbf{R}$.) The Lie algebra decomposition is

$$
\left(M_{n} \mathbf{C}=\right) \mathbf{g} \mathbf{l}_{n} \mathbf{C}=\mathbf{n}_{n}^{\prime} \oplus \delta_{n},
$$

where

$$
\begin{aligned}
& \mathbf{n}_{n}^{\prime}=\{\text { strictly lower triangular complex } n \times n \text { matrices }\} \\
& \delta_{n}=\{\text { upper triangular complex } n \times n \text { matrices }\}
\end{aligned}
$$

The corresponding partial decomposition of Lie groups is

$$
G L_{n} \mathbf{C} \supseteq N_{n}^{\prime} \Delta_{n}
$$

where $N_{n}^{\prime}$ denotes the subgroup of $G L_{n} \mathbf{C}$ consisting of matrices of the form

$$
\left(\begin{array}{lllll}
1 & & & & \\
* & 1 & & & \\
* & * & 1 & & \\
* & * & * & 1 & \\
* & * & * & * & 1
\end{array}\right)
$$

The space $N_{n}^{\prime} \Delta_{n}$ is an open dense subspace of $G L_{n} \mathbf{C}$.
Next we consider the generalization to loop algebras and loop groups.

First we have a Lie algebra decomposition

$$
\Lambda \mathbf{g l}_{n} \mathbf{C}=\Lambda_{-}^{0} \mathbf{g l}_{n} \mathbf{C} \oplus \Lambda_{+} \mathbf{g l}_{n} \mathbf{C}
$$

where

$$
\begin{aligned}
& \Lambda_{+} \mathbf{g l}_{n} \mathbf{C}=\operatorname{Span}\left\{A \lambda^{i} \mid A \in \mathbf{g l}_{n} \mathbf{C}, i \geq 0\right\} \\
& \Lambda_{-} \mathbf{g l}_{n} \mathbf{C}=\operatorname{Span}\left\{A \lambda^{i} \mid A \in \mathbf{g l}_{n} \mathbf{C}, i \leq 0\right\} \\
& \Lambda_{-}^{0} \mathbf{g l}_{n} \mathbf{C}=\left\{f \in \Lambda_{-} \mathbf{g l}_{n} \mathbf{C} \mid f(1)=0\right\}=\operatorname{Span}\left\{A\left(\lambda^{i}-1\right) \mid A \in \mathbf{g l}_{n} \mathbf{C}, i<0\right\}
\end{aligned}
$$

The above decomposition is quite elementary.
Then, we have a partial decomposition

$$
\Lambda G L_{n} \mathbf{C} \supseteq \Lambda_{-}^{1} G L_{n} \mathbf{C} \Lambda_{+} G L_{n} \mathbf{C}
$$

where

$$
\begin{aligned}
& \Lambda_{-} G L_{n} \mathbf{C}=\left\{\gamma \in \Lambda G L_{n} \mathbf{C} \mid \gamma \text { extends holomorphically for } \infty \geq|\lambda| \geq 1\right\} \\
& \Lambda_{-}^{1} G L_{n} \mathbf{C}=\left\{\gamma \in \Lambda_{-} G L_{n} \mathbf{C} \mid \gamma(1)=I\right\}
\end{aligned}
$$

This is called the Birkhoff decomposition of $\Lambda G L_{n} \mathbf{C}$. It is easy to see that $\Lambda_{-}^{1} G L_{n} \mathbf{C} \cap \Lambda_{+} G L_{n} \mathbf{C}=\{I\}$ (because $\Lambda_{-} G L_{n} \mathbf{C} \cap \Lambda_{+} G L_{n} \mathbf{C}$ consists of the loops which extend holomorphically to the entire Riemann sphere $\mathbf{C} \cup \infty$, i.e., the constant loops). It is known that $\Lambda_{-}^{1} G L_{n} \mathbf{C} \Lambda_{+} G L_{n} \mathbf{C}$ is an open dense subspace of the identity component of $\Lambda G L_{n} \mathbf{C}$. (In fact - see Pressley and Segal [1986], Chapter 8 - any $\gamma \in \Lambda G L_{n} \mathbf{C}$ can be factorized as $\gamma=\gamma_{-} \gamma_{0} \gamma_{+}$with $\gamma_{-} \in \Lambda_{-}^{1} G L_{n} \mathbf{C}, \gamma_{+} \in \Lambda_{+} G L_{n} \mathbf{C}$, and

$$
\gamma_{0}(\lambda)=\left(\begin{array}{lll}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)
$$

for some integers $k_{1}, \ldots, k_{n}$. The case $k_{1}=\cdots=k_{n}=0$ gives all loops in $\Lambda_{-}^{1} G L_{n} \mathbf{C} \Lambda_{+} G L_{n} \mathbf{C}$. We discuss this further in Chapter 17.)

This partial decomposition arises naturally if one considers the following kind of problem:
Riemann-Hilbert Problem. Let $\Gamma$ be a (not necessarily connected) simple closed contour in the Riemann sphere $\mathbf{C} \cup \infty$. Let $F$ be a (smooth) matrix-valued function on $\Gamma$. When can we find matrixvalued functions $F_{+}, F_{-}$such that
(1) $F=\left.\left.F_{-}\right|_{\Gamma} F_{+}\right|_{\Gamma}$
(2) $F_{+}\left(F_{-}\right)$is holomorphic on the interior (exterior) of $\Gamma$ ?

Examples:
(1) Let

$$
\begin{aligned}
& \Gamma=S^{1}=\{\lambda| | \lambda \mid=1\} \\
& F: S^{1} \rightarrow G L_{n} \mathbf{C}, \text { smooth. }
\end{aligned}
$$

We define the interior and exterior of $\Gamma$ by

$$
\begin{aligned}
& \text { interior }=D_{+}=\{\lambda| | \lambda \mid \leq 1\} \\
& \text { exterior }=D_{-}=\{\lambda|1 \leq|\lambda| \leq \infty\}
\end{aligned}
$$

When do there exist

$$
\begin{aligned}
& F_{+}: D_{+} \rightarrow G L_{n} \mathbf{C}, \text { holomorphic } \\
& F_{-}: D_{-} \rightarrow G L_{n} \mathbf{C}, \text { holomorphic }
\end{aligned}
$$

such that $F=\left.\left.F_{-}\right|_{S^{1}} F_{+}\right|_{S^{1}}$ ? The previous discussion tells us that such $F_{+}, F_{-}$exist for "generic" $F$ in the identity component of $\Lambda G L_{n} \mathbf{C}$.
(2) Let

$$
\begin{aligned}
& \Gamma=C^{\epsilon} \cup C^{1 / \epsilon} \\
& F=\left(F^{\epsilon}, F^{1 / \epsilon}\right): C^{\epsilon} \cup C^{1 / \epsilon} \rightarrow G L_{n} \mathbf{C}, \text { smooth }
\end{aligned}
$$

where $C^{r}=\{\lambda| | \lambda \mid=r\}$ for $r=\epsilon, 1 / \epsilon$, and where we assume $0<\epsilon<1$. Thus the contour $\Gamma$ consists of two disjoint "circles of latitude", one in the northern hemisphere and one in the southern hemisphere.

Let

$$
\begin{aligned}
& \text { interior }=I=\{\lambda| | \lambda \mid \leq \epsilon\} \cup\left\{\lambda|1 / \epsilon \leq|\lambda| \leq \infty\}=I^{\epsilon} \cup I^{1 / \epsilon}\right. \\
& \text { exterior }=E=\{\lambda|\epsilon \leq|\lambda| \leq 1 / \epsilon\}
\end{aligned}
$$

When do there exist

$$
\begin{aligned}
& F_{I}=\left(F_{I}^{\epsilon}, F_{I}^{1 / \epsilon}\right): I^{\epsilon} \cup I^{1 / \epsilon} \rightarrow G L_{n} \mathbf{C}, \text { holomorphic } \\
& F_{E}: E \rightarrow G L_{n} \mathbf{C}, \text { holomorphic }
\end{aligned}
$$

such that $F^{\epsilon}=F_{E} F_{I}^{\epsilon}$ on $C^{\epsilon}$ and $F^{1 / \epsilon}=F_{E} F_{I}^{1 / \epsilon}$ on $C^{1 / \epsilon}$ ?
Like Example (1), Example (2) also involves a "partial decomposition", namely

$$
\Lambda^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C} \supseteq \Lambda_{E}^{1} G L_{n} \mathbf{C} \Lambda_{I} G L_{n} \mathbf{C}
$$

where

$$
\Lambda^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}=\left\{\gamma: C^{\epsilon} \cup C^{1 / \epsilon} \rightarrow G L_{n} \mathbf{C} \mid \gamma \text { smooth }\right\} \cong \Lambda G L_{n} \mathbf{C} \times \Lambda G L_{n} \mathbf{C}
$$

and where $\Lambda_{E}^{1} G L_{n} \mathbf{C}, \Lambda_{I} G L_{n} \mathbf{C}$ are defined in the obvious way. It can be shown that the right hand side is an open dense subspace of a component of $\Lambda^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}$ (see Bergvelt and Guest [1991]).

Example (2) is interesting because the above partial decomposition is related to the Iwasawa decomposition, and this leads to a "complete answer" to the corresponding Riemann-Hilbert problem. To see this, we shall consider a special case of Example (2) where we assume equivariance with respect to the involutions

$$
\begin{gathered}
\mathbf{C} \cup \infty \rightarrow \mathbf{C} \cup \infty, \quad \lambda \mapsto 1 / \bar{\lambda} \\
G L_{n} \mathbf{C} \rightarrow G L_{n} \mathbf{C}, \quad A \mapsto A^{-1 *}\left(=\left(A^{-1}\right)^{*}\right) .
\end{gathered}
$$

In other words, we make the following assumption:

Reality Assumption. $F(1 / \bar{\lambda})=F(\lambda)^{-1 *}$.
(For the purposes of later applications, this turns out to be a very natural assumption.) We then have:
Proposition. In Example (2), assume that
(1) $F=\left(F^{\epsilon}, F^{1 / \epsilon}\right)$ satisfies the Reality Assumption, and
(2) $F^{\epsilon}$ extends holomorphically to $\left\{\lambda|\epsilon \leq|\lambda| \leq 1\}\right.$ (i.e., $F^{\epsilon}=\left.G\right|_{C^{\epsilon}}$ for some holomorphic $G:\{\lambda \mid \epsilon \leq$ $\left.|\lambda| \leq 1\} \rightarrow G L_{n} \mathbf{C}\right)$.
Then the required $F_{E}, F_{I}$ exist. Moreover, $F_{E}$ is given by $F_{E}=G_{1}$, where $\left.G\right|_{S^{1}}=G_{1} G_{2}$ is the factorization of $G$ with respect to the Iwasawa decomposition $\Lambda G L_{n} \mathbf{C}=\Omega U_{n} \Lambda_{+} G L_{n} \mathbf{C}$.

Proof. The reality condition is equivalent to the condition

$$
F^{1 / \epsilon}(\lambda)=F^{\epsilon}(1 / \bar{\lambda})^{-1 *}
$$

Since $\left.G\right|_{S^{1}}$ and $G_{2}$ extend holomorphically to $\left\{\lambda|\epsilon \leq|\lambda| \leq 1\}\right.$, the same is true of $G_{1}$. Since $G_{1}(\lambda)^{*}=G_{1}(\lambda)^{-1}$ for $|\lambda|=1$, we can further extend $G$ holomorphically to $\{\lambda|\epsilon \leq|\lambda| \leq 1 / \epsilon\}$, by defining $G_{1}(\lambda)=G_{1}(1 / \bar{\lambda})^{-1 *}$ for $1 \leq|\lambda| \leq 1 / \epsilon$.

We have

$$
\begin{aligned}
& \left(F^{\epsilon}(\lambda), F^{\epsilon}(1 / \bar{\lambda})^{-1 *}\right)= \\
& \quad\left(\left.G_{1}(\lambda)\right|_{C^{\epsilon}},\left.G_{1}(1 / \bar{\lambda})^{-1 *}\right|_{C^{1 / \epsilon}}\right)\left(\left.G_{2}(\lambda)\right|_{C^{\epsilon}},\left.G_{2}(1 / \bar{\lambda})^{-1 *}\right|_{C^{1 / \epsilon}}\right)
\end{aligned}
$$

Hence we can take

$$
F_{E}=G_{1}, \quad F_{I}=\left(\left.G_{2}(\lambda)\right|_{C^{\epsilon}},\left.G_{2}(1 / \bar{\lambda})^{-1 *}\right|_{C^{1 / \epsilon}}\right)
$$

and the proof is complete.
Hypothesis (2) was included in order to simplify the proof of the proposition. It turns out that the proposition remains true if this hypothesis is dropped. This is a consequence of the fact that the partial decomposition $\Lambda^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C} \supseteq \Lambda_{E}^{1} G L_{n} \mathbf{C} \Lambda_{I} G L_{n} \mathbf{C}$ becomes a decomposition, under the Reality Assumption:

Proposition (McIntosh [1994a], Proposition 6.2). We have

$$
\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}=\Lambda_{E, \mathbf{R}}^{1} G L_{n} \mathbf{C} \Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}
$$

where the suffix $\mathbf{R}$ indicates that the Reality Assumption is in force.
Proof. For $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \in \Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}$, we must find $\gamma_{E} \in \Lambda_{E, \mathbf{R}}^{1} G L_{n} \mathbf{C}$ and $\gamma_{I} \in \Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$ such that $\gamma=\gamma_{E} \gamma_{I}$. At the beginning of this section, we mentioned the factorization $\gamma=\gamma_{-} \gamma_{0} \gamma_{+}$of a loop $\gamma \in \Lambda G L_{n} \mathbf{C}$. This is easily modified to give a factorization $\gamma^{\epsilon}=\gamma_{-}^{\epsilon} \gamma_{0}^{\epsilon} \gamma_{+}^{\epsilon}$, where $\gamma_{-}^{\epsilon}$, $\gamma_{+}^{\epsilon}$ are defined (respectively) for $|\lambda| \geq \epsilon,|\lambda| \leq \epsilon$, and $\gamma_{0}^{\epsilon}$ is defined for all $\lambda \in \mathbf{C}^{*}$. In addition, we may assume that $\gamma_{-}^{\epsilon}(1) \gamma_{0}^{\epsilon}(1)=I$.

We seek $\alpha, \beta$ such that

$$
\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right)=\left(\gamma_{-}^{\epsilon} \gamma_{0}^{\epsilon} \alpha\right)\left(\alpha^{-1} \gamma_{+}^{\epsilon}, \beta\right)
$$

where $\alpha, \beta$ are defined for $|\lambda| \leq 1 / \epsilon,|\lambda| \geq 1 / \epsilon$, and $\alpha(1)=I$. This equation is equivalent to $\gamma^{1 / \epsilon}=$ $\gamma_{-}^{\epsilon} \gamma_{0}^{\epsilon} \alpha \beta$, or $\left(\gamma_{0}^{\epsilon}\right)^{-1}\left(\gamma_{-}^{\epsilon}\right)^{-1} \gamma^{1 / \epsilon}=\alpha \beta$, on the circle $|\lambda|=1 / \epsilon$. When we impose the Reality Assumption
$\gamma^{1 / \epsilon}(1 / \bar{\lambda})=\gamma^{\epsilon}(\lambda)^{-1 *}$, we claim that we can find such $\alpha$ and $\beta$. To do this, we re-write the above equation (on $|\lambda|=1 / \epsilon$ ) as

$$
\gamma_{0}^{\epsilon}(\lambda)^{-1} \gamma_{-}^{\epsilon}(\lambda)^{-1} \gamma_{-}^{\epsilon}(1 / \bar{\lambda})^{-1 *} \gamma_{0}^{\epsilon}(1 / \bar{\lambda})^{-1 *}=\alpha(\lambda) \beta(\lambda) \gamma_{+}^{\epsilon}(1 / \bar{\lambda})^{*} .
$$

The left hand side is $\delta(1 / \bar{\lambda})^{*} \delta(\lambda)$, where $\delta(\lambda)=\gamma_{-}^{\epsilon}(1 / \bar{\lambda})^{-1 *} \gamma_{0}^{\epsilon}(1 / \bar{\lambda})^{-1 *}$. Observe that $\delta$ is defined for $\epsilon \leq|\lambda| \leq 1 / \epsilon$. Let $\delta=\delta_{1} \delta_{2}$ be the factorization of $\delta$ with respect to the Iwasawa decomposition $\Lambda G L_{n} \mathbf{C}=\Lambda U_{n} \Lambda_{-}^{1} G L_{n} \mathbf{C}$. We have

$$
\begin{aligned}
\delta(1 / \bar{\lambda})^{*} \delta(\lambda) & =\delta_{2}(1 / \bar{\lambda})^{*} \delta_{1}(1 / \bar{\lambda})^{*} \delta_{1}(\lambda) \delta_{2}(\lambda) \\
& =\delta_{2}(1 / \bar{\lambda})^{*} \delta_{2}(\lambda) .
\end{aligned}
$$

Here, $\delta_{2}$ is defined for $|\lambda| \geq 1$, and in particular for $|\lambda| \geq 1 / \epsilon$. A priori, $\delta_{2}(1 / \bar{\lambda})^{*}$ is defined for $|\lambda| \leq 1$, but it must extend to the region $1 \leq|\lambda| \leq 1 / \epsilon$, because of the above equation (and the fact that $\delta_{2}, \delta$ both extend to $1 \leq|\lambda| \leq 1 / \epsilon)$. We may therefore take $\alpha(\lambda)=\delta_{2}(1 / \bar{\lambda})^{*}, \beta(\lambda) \gamma_{+}^{\epsilon}(1 / \bar{\lambda})^{*}=\delta_{2}(\lambda)$. It is easy to verify that the resulting $\gamma_{E}$ and $\gamma_{I}$ satisfy the Reality Assumption.

## Bibliographical comments for Chapters 11-12.

An introduction to infinite dimensional Lie groups is given in Milnor [1984]. The standard reference for loop groups is the book by Pressley and Segal [1986]; the article of Freed [1988] is also a useful reference. The standard reference for affine Lie algebras (and, more generally, Kac-Moody Lie algebras) is the book by Kac [1990].

The idea of using infinite dimensional Grassmannians in the theory of integrable systems is due to Sato (see Sato [1981]). For the loop group theoretic point of view, see Goodman and Wallach [1984a]; Wilson [1985]; Segal and Wilson [1985]. In the following chapters we are concerned with the application of this theory to the 2DTL and the harmonic map equation.

## Chapter 13: The two-dimensional Toda lattice

## I. The 2DTL, again.

Recall from Chapter 9 that the (elliptic, periodic) two-dimensional Toda lattice (or the 2DTL) is the system of equations

$$
2\left(w_{i}\right)_{z \bar{z}}=e^{2\left(w_{i+1}-w_{i}\right)}-e^{2\left(w_{i}-w_{i-1}\right)}, \quad i=0, \ldots, n
$$

where $w_{i}: \mathbf{C} \rightarrow \mathbf{R}, w_{-1}=w_{n}, w_{n+1}=w_{0}$, and $\sum_{i=0}^{n} w_{i}=0$.
From Chapter 9 we know also that the 2DTL is equivalent to the zero-curvature equation

$$
A_{\bar{z}}-B_{z}=[A, B]
$$

where

$$
A=\left(\begin{array}{cccccc}
\left(w_{0}\right)_{z} & 0 & 0 & \cdots & 0 & W_{0, n} \\
W_{1,0} & \left(w_{1}\right)_{z} & 0 & \cdots & 0 & 0 \\
0 & W_{2,1} & \left(w_{2}\right)_{z} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \left(w_{n-1}\right)_{z} & 0 \\
0 & 0 & 0 & \cdots & W_{n, n-1} & \left(w_{n}\right)_{z}
\end{array}\right)=-B^{*}
$$

and $W_{i, i-1}=e^{w_{i}-w_{i-1}}$.
Moreover, because of the geometrical interpretation of zero-curvature equations, we know that the 2 DTL is equivalent to the system

$$
\begin{aligned}
& F^{-1} F_{z}=A \\
& F^{-1} F_{\bar{z}}=B
\end{aligned}
$$

where $F: \mathbf{C} \rightarrow S U_{n+1}$. The second equation here is equivalent to the first equation: It may be obtained from the first equation by applying the involution $X \mapsto-X^{*}$ of $\mathbf{s l}_{n+1} \mathbf{C}$. It is for this reason that $F$ is $S U_{n+1}$-valued, rather than $S L_{n+1} \mathbf{C}$-valued.

From Chapter 10 we know that the zero-curvature equation

$$
A_{\bar{z}}-B_{z}=[A, B]
$$

is equivalent to the zero-curvature equation

$$
\left(A_{\lambda}\right)_{\bar{z}}-\left(B_{\lambda}\right)_{z}=\left[A_{\lambda}, B_{\lambda}\right] \text { for all } \lambda \in \mathbf{C} \text { with }|\lambda|=1
$$

where $A_{\lambda}, B_{\lambda}$ are defined as follows:

$$
A_{\lambda}=\left(\begin{array}{cccccc}
\left(w_{0}\right)_{z} & 0 & 0 & \cdots & 0 & \lambda W_{0, n} \\
\lambda W_{1,0} & \left(w_{1}\right)_{z} & 0 & \cdots & 0 & 0 \\
0 & \lambda W_{2,1} & \left(w_{2}\right)_{z} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \left(w_{n-1}\right)_{z} & 0 \\
0 & 0 & 0 & \ldots & \lambda W_{n, n-1} & \left(w_{n}\right)_{z}
\end{array}\right)=-B_{\lambda}^{*} .
$$

Thus, the "parameter" $\lambda$ may be inserted, without changing the problem.

Surprisingly, this "unnecessary parameter" is the key to finding solutions of the 2DTL. This is because the 2DTL admits a very large symmetry group - namely a loop group. In the original formulation of the 2DTL (above), this symmetry group is not visible. It is revealed only when we include the parameter $\lambda$.

To explain this, we must
(1) identify the appropriate loop group, and
(2) show that it acts on the space of solutions of the 2DTL.

These are the aims of this chapter.

## II. The loop group formulation of the 2DTL.

From the geometrical interpretation of zero-curvature equations, we know that the 2DTL is equivalent to the system

$$
\begin{aligned}
& F_{\lambda}^{-1}\left(F_{\lambda}\right)_{z}=A_{\lambda} \\
& F_{\lambda}^{-1}\left(F_{\lambda}\right)_{\bar{z}}=B_{\lambda}
\end{aligned}
$$

where $F_{\lambda}: \mathbf{C} \rightarrow S U_{n+1}$. By "equivalent" we mean: If we can find $F_{\lambda}$ such that $F_{\lambda}^{-1}\left(F_{\lambda}\right)_{z}, F_{\lambda}^{-1}\left(F_{\lambda}\right)_{\bar{z}}$ have the forms $A_{\lambda}, B_{\lambda}$ (respectively), then we obtain a solution to the 2DTL. Conversely, any solution of the 2DTL gives rise to such a function $F_{\lambda}$. It is clear how the loop group $\Lambda S U_{n+1}$ enters the picture, because $F_{\lambda}$ corresponds to a map

$$
F: \mathbf{C} \rightarrow \Lambda S U_{n+1}, \quad F(z)(\lambda)=F_{\lambda}(z)
$$

Notation: From now on, $F$ will always denote the $\Lambda S U_{n+1}$-valued map corresponding to $F_{\lambda}$, so there should be no possibility of confusion with the earlier meaning of $F$. Similarly, we shall denote by $A, B$ the $\Lambda \mathbf{s} \mathbf{l}_{n+1} \mathbf{C}$-valued maps corresponding to $A_{\lambda}, B_{\lambda}$. To simplify the notation further, we shall write $F(z, \lambda)$ instead of $F(z)(\lambda)$, and similarly for $A, B$.

In fact, it is better to consider a certain subgroup of $\Lambda S U_{n+1}$. Recall that the twisted loop group $\left(\Lambda S U_{n+1}\right)_{\sigma}$ is defined as follows:

$$
\left(\Lambda S U_{n+1}\right)_{\sigma}=\left\{\gamma \in \Lambda S U_{n+1} \mid \gamma(\omega \lambda)=\sigma(\gamma(\lambda))\right\}
$$

where $\omega=e^{2 \pi \sqrt{-1} / k}$ and $\sigma$ is an automorphism of order $k$. We choose $\sigma$ to be the (inner) automorphism

$$
\sigma=\text { conjugation by }\left(\begin{array}{cccc}
1 & & & \\
& \omega & & \\
& & \ddots & \\
& & & \omega^{n}
\end{array}\right) \quad(=\hat{\omega}, \text { say })
$$

where $\omega=e^{2 \pi \sqrt{-1} /(n+1)}$.
The Lie algebra $\left(\Lambda \mathbf{s u} \mathbf{u}_{n+1}\right)_{\sigma}$ of $\left(\Lambda S U_{n+1}\right)_{\sigma}$ has a simple description. The eigenvalues of $\sigma$ on $\mathbf{g}=$ $\mathbf{s l}_{n+1} \mathbf{C}$ are $1, \omega, \ldots, \omega^{n}$. The $\omega^{r}$-eigenspace, which we denote by $\mathbf{g}_{r}$, is

$$
\mathbf{g}_{r}=\left\{\left(a_{i j}\right)_{0 \leq i, j \leq n} \in \mathbf{s l}_{n+1} \mathbf{C} \mid a_{i j}=0 \text { if } i \neq j+r \bmod n+1\right\}
$$

In other words, the eigenspaces

$$
\mathbf{g}_{0}, \mathbf{g}_{1}, \ldots, \mathbf{g}_{n}
$$

consist (respectively) of matrices like this:

$$
\left(\begin{array}{lllll}
* & 0 & 0 & 0 & 0 \\
0 & * & 0 & 0 & 0 \\
0 & 0 & * & 0 & 0 \\
0 & 0 & 0 & * & 0 \\
0 & 0 & 0 & 0 & *
\end{array}\right),\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & * \\
* & 0 & 0 & 0 & 0 \\
0 & * & 0 & 0 & 0 \\
0 & 0 & * & 0 & 0 \\
0 & 0 & 0 & * & 0
\end{array}\right), \ldots,\left(\begin{array}{ccccc}
0 & * & 0 & 0 & 0 \\
0 & 0 & * & 0 & 0 \\
0 & 0 & 0 & * & 0 \\
0 & 0 & 0 & 0 & * \\
* & 0 & 0 & 0 & 0
\end{array}\right) .
$$

We can extend the notation $\mathbf{g}_{r}$ in a convenient way, by defining $\mathbf{g}_{r+j(n+1)}=\mathbf{g}_{r}$ for any $j \in \mathbf{Z}$.
It follows that the twisted Lie algebra $\left(\Lambda \mathbf{s l}_{n+1} \mathbf{C}\right)_{\sigma}$ is given by the subalgebra

$$
\operatorname{Span}\left\{A_{i} \lambda^{i} \mid A_{i} \in \mathbf{g}_{i}, i \in \mathbf{Z}\right\}
$$

of $\Lambda \mathbf{s} \mathbf{l}_{n+1} \mathbf{C}=\operatorname{Span}\left\{A \lambda^{i} \mid A \in \mathbf{g}, i \in \mathbf{Z}\right\}$. (For the case $n=1$, see section II of Chapter 11.)
The relevance of the twisted loop group to our problem is that the maps

$$
A, B: \mathbf{C} \rightarrow \Lambda \mathbf{s} \mathbf{l}_{n+1} \mathbf{C}
$$

take values in the twisted subalgebra $\left(\Lambda \mathbf{s l}_{n+1} \mathbf{C}\right)_{\sigma}$ (see the formulae for $A_{\lambda}, B_{\lambda}$ at the beginning of this chapter). Hence the map $F$ takes values in the twisted subgroup $\left(\Lambda S U_{n+1}\right)_{\sigma}$.

We are led to consider the following conditions on a map $F: \mathbf{C} \rightarrow\left(\Lambda S U_{n+1}\right)_{\sigma}$
$\left(\Lambda_{\sigma}\right)$

$$
\begin{aligned}
& F^{-1} F_{z}=\text { linear in } \lambda \\
& F^{-1} F_{\bar{z}}=\text { linear in } \frac{1}{\lambda} .
\end{aligned}
$$

Any solution of the 2 DTL gives a solution of $\left(\Lambda_{\sigma}\right)$. Conversely, if $F$ is a solution of $\left(\Lambda_{\sigma}\right)$, then we have

$$
F^{-1} F_{z}=\left(\begin{array}{ccccc}
a_{0} & & & & \\
& a_{1} & & & \\
& & \ldots & & \\
& & & \ldots & \\
& & & & a_{n}
\end{array}\right)+\lambda\left(\begin{array}{ccccc}
0 & & & & b_{0} \\
b_{1} & 0 & & & \\
& \cdots & \ldots & & \\
& & \cdots & \ldots & \\
& & & b_{n} & 0
\end{array}\right)
$$

(and $\left.F^{-1} F_{\bar{z}}=-\left(F^{-1} F_{z}\right)^{*}\right)$, where $a_{0}, \ldots, a_{n}, b_{0}, \ldots, b_{n} \in \mathbf{C}$. In addition, we have various conditions on $a_{i}$ and $b_{i}$ from the identity

$$
\left(F^{-1} F_{z}\right)_{\bar{z}}-\left(F^{-1} F_{\bar{z}}\right)_{z}=\left[F^{-1} F_{z}, F^{-1} F_{\bar{z}}\right] .
$$

These conditions are given by writing down the coefficients of $\lambda, 1, \lambda^{-1}$ :

$$
\left(\lambda^{-1}\right)
$$

$$
\begin{align*}
\left(b_{i}\right)_{\bar{z}} & =b_{i}\left(\bar{a}_{i}-\bar{a}_{i-1}\right) \\
\left(a_{i}\right)_{\bar{z}}+\left(\bar{a}_{i}\right)_{z} & =\left|b_{i+1}\right|^{2}-\left|b_{i}\right|^{2}  \tag{1}\\
\left(\bar{b}_{i}\right)_{z} & =\bar{b}_{i}\left(a_{i}-a_{i-1}\right) .
\end{align*}
$$

Let us now impose the additional conditions

$$
\begin{equation*}
b_{0}, \ldots, b_{n}>0, \quad b_{0} \ldots b_{n}=1 \tag{T}
\end{equation*}
$$

Equation $\left(\lambda^{-1}\right)$ becomes $\left(\log b_{i}\right)_{z}=a_{i}-a_{i-1}$. This may be written in matrix form as $L_{z}=A-\operatorname{Ad}(E) A$, where $L$ is diagonal with diagonal terms $\log b_{0}, \ldots, \log b_{n}, A$ is diagonal with diagonal terms $a_{0}, \ldots, a_{n}$, and

$$
E=\left(\begin{array}{ccccc}
0 & & & & 1 \\
1 & 0 & & & \\
& \cdots & \ldots & & \\
& & \cdots & \cdots & \\
& & & 1 & 0
\end{array}\right)
$$

It is easy to verify that the linear transformation $I-\operatorname{Ad} E$ on $\left(\mathbf{s l}_{n+1} \mathbf{C}\right)_{\sigma}$ is invertible, with inverse $\sum_{i=0}^{n-1}(n-i) \operatorname{Ad} E^{i} /(n+1)$. Hence, $a_{i}=\left(w_{i}\right)_{z}$ for some real function $w_{i}$, and $\left(\log b_{i}\right)_{z}=\left(w_{i}-w_{i-1}\right)_{z}$. Since $b_{i}$ and $w_{i}$ are real, we obtain $b_{i}=u_{i} e^{w_{i}-w_{i-1}}$ for some positive constants $u_{i}$. We can arrange that $u_{i}=1$ for all $i$, by replacing $F$ by

$$
F\left(\begin{array}{lllll}
1 & & & & \\
& e_{1} & & & \\
& & \ldots & & \\
& & & \cdots & \\
& & & & e_{n}
\end{array}\right)
$$

where $e_{i}=\left(u_{1} \ldots u_{i}\right)^{-1}$. We end up with

$$
a_{i}=\left(w_{i}\right)_{z}, \quad b_{i}=e^{w_{i}-w_{i-1}}
$$

which is precisely the form of the 2DTL.
We have therefore arrived at a loop group theoretic form of the 2DTL, which is independent of the original functions $w_{i}$. Symbolically:

$$
2 \mathrm{DTL} \Longleftrightarrow\left(\Lambda_{\sigma}\right)+(\mathrm{T})
$$

Note on the parameter $\lambda$ : It is interesting to compare the zero-curvature equation

$$
\begin{equation*}
A_{\bar{z}}-B_{z}=[A, B] \tag{Z}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{ccccc}
a_{0} & & & & \\
& a_{1} & & & \\
& & \ldots & & \\
& & & \ldots & \\
& & & & a_{n}
\end{array}\right)+\left(\begin{array}{ccccc}
0 & & & & b_{0} \\
b_{1} & 0 & & & \\
& \cdots & \ldots & & \\
& & \cdots & \ldots & \\
& & & b_{n} & 0
\end{array}\right)=-B^{*}
$$

with the "zero-curvature equation with parameter"

$$
\left(A_{\lambda}\right)_{\bar{z}}-\left(B_{\lambda}\right)_{z}=\left[A_{\lambda}, B_{\lambda}\right]
$$

where

$$
A_{\lambda}=\left(\begin{array}{ccccc}
a_{0} & & & & \\
& a_{1} & & & \\
& & \ldots & & \\
& & & \ldots & \\
& & & & a_{n}
\end{array}\right)+\lambda\left(\begin{array}{ccccc}
0 & & & & b_{0} \\
b_{1} & 0 & & & \\
& \cdots & \ldots & & \\
& & \cdots & \ldots & \\
& & & b_{n} & 0
\end{array}\right)=-B_{\lambda}^{*}
$$

As we have seen, $\left(Z_{\lambda}\right)$ is equivalent to equations $(\lambda),(1)$ and $\left(\lambda^{-1}\right)$. Equation (Z) turns out to be equivalent to these three equations as well, when $n>1$. But for $n=1,(\mathrm{Z})$ is equivalent to:

$$
\begin{align*}
\left(a_{i}\right)_{\bar{z}}+\left(\bar{a}_{i}\right)_{z} & =\left|b_{i+1}\right|^{2}-\left|b_{i}\right|^{2}  \tag{1}\\
\left(\bar{b}_{i}\right)_{z}+\left(b_{i+1}\right)_{\bar{z}} & =\bar{b}_{i}\left(a_{i}-a_{i-1}\right)+b_{i+1}\left(\bar{a}_{i+1}-\bar{a}_{i}\right) \tag{2}
\end{align*}
$$

(equation (2) is obtained by adding the $(i+1)$-th equation of $(\lambda)$ to the $i$-th equation of $\left(\lambda^{-1}\right)$ ).
In the special case where $a_{i}=\left(w_{i}\right)_{z}$ and $b_{i}=e^{w_{i}-w_{i-1}}-$ i.e., in the presence of condition ( T ) - then equations $(\lambda)$ and $\left(\lambda^{-1}\right)$ become identities. So in this case we see that $\left(Z_{\lambda}\right)$ is equivalent to ( $Z$ ) for all $n$.

## III. The symmetry group of the 2DTL.

A method of constructing symmetries has already been suggested in Chapter 10. Let us review that method, using the language of loop groups this time. Let $\gamma \in\left(\Lambda S L_{n+1} \mathbf{C}\right)_{\sigma}$ be a loop, and let $F: \mathbf{C} \rightarrow\left(\Lambda S U_{n+1}\right)_{\sigma}$ be a solution of
$\left(\Lambda_{\sigma}\right)$

$$
\begin{aligned}
& F^{-1} F_{z}=\text { linear in } \lambda \\
& F^{-1} F_{\bar{z}}=\text { linear in } \frac{1}{\lambda}
\end{aligned}
$$

(We ignore condition ( T ) in this section.) Then we consider a new map

$$
\tilde{F}=\gamma \cdot F=(\gamma F)_{1}
$$

This means: We assume that $\gamma F$ can be factorized in the form $\gamma F=(\gamma F)_{1}(\gamma F)_{2}$, where $(\gamma F)_{1}$ extends holomorphically (in $\lambda$ ) to a region $R_{1}$, and $(\gamma F)_{2}$ extends holomorphically (in $\lambda$ ) to a region $R_{2}$, where $R_{1}$ and $R_{2}$ are as in Chapter 10.

We claim:
(1) $\gamma \delta \cdot F=\gamma \cdot(\delta \cdot F)$ for all $\gamma, \delta \in\left(\Lambda S L_{n+1} \mathbf{C}\right)_{\sigma}$ (i.e., we have a group action), and
(2) $\gamma \cdot F$ is a solution of $\left(\Lambda_{\sigma}\right)$
(assuming that all relevant factorizations are possible).
The proof of (1) is elementary algebra:

$$
\gamma \delta \cdot F=(\gamma \delta F)_{1}=\left(\gamma(\delta F)_{1}\right)_{1}=\gamma \cdot(\delta F)_{1}=\gamma \cdot(\delta \cdot F)
$$

(as in section II of Chapter 8).
To prove (2), we use the argument of the proposition of Chapter 10. Namely, we observe that (a) $\tilde{F}^{-1} \tilde{F}_{z}$ is holomorphic on $R_{1}$ (by definition of $\tilde{F}$ ), and (b) $\tilde{F}^{-1} \tilde{F}_{z}$ has the same poles as $F^{-1} F_{z}$ on $R_{2}$ (by substituting $\tilde{F}=\gamma F(\gamma F)_{2}^{-1}$ and doing a short calculation). It follows that $\tilde{F}^{-1} \tilde{F}_{z}$ has the same poles as $F^{-1} F_{z}$ on the entire Riemann sphere $\mathbf{C} \cup \infty$. Now, $F^{-1} F_{z}$ has a simple pole at $\lambda=\infty$, and no other poles. Therefore, the same is true of $\tilde{F}^{-1} \tilde{F}_{z}-$ and this means that $\tilde{F}^{-1} \tilde{F}_{z}$ is linear in $\lambda$. A similar argument shows that $\tilde{F}^{-1} \tilde{F}_{\bar{z}}$ is linear in $\lambda^{-1}$.

We have now proved (1) and (2), under the assumption concerning the factorization. Let us now examine this assumption, and in particular the nature of the regions $R_{1}$ and $R_{2}$.

It is tempting to choose $R_{1}=D_{-}$and $R_{2}=D_{+}$, because the domain of our loops is precisely $D_{-} \cap D_{+}=S^{1}$. However, it is much better to choose the regions

$$
\begin{aligned}
& R_{1}=E=\{\lambda|\epsilon \leq|\lambda| \leq 1 / \epsilon\} \\
& R_{2}=I=\{\lambda| | \lambda \mid \leq \epsilon\} \cup\left\{\lambda|1 / \epsilon \leq|\lambda| \leq \infty\}=I^{\epsilon} \cup I^{1 / \epsilon}\right.
\end{aligned}
$$

The factorization problem (or Riemann-Hilbert problem) with respect to these regions has already been discussed in Chapter 12. It is related to the partial decomposition

$$
\Lambda^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C} \supseteq \Lambda_{E}^{1} G L_{n} \mathbf{C} \Lambda_{I} G L_{n} \mathbf{C}
$$

of the group

$$
\Lambda^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}=\left\{\gamma: C^{\epsilon} \cup C^{1 / \epsilon} \rightarrow G L_{n} \mathbf{C} \mid \gamma \text { smooth }\right\}
$$

Because of the nature of the 2DTL, we use the following modification of this partial decomposition:

$$
\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} S L_{n+1} \mathbf{C}\right)_{\sigma} \supseteq\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma}\left(\Lambda_{I, \mathbf{R}}^{A, A} S L_{n+1} \mathbf{C}\right)_{\sigma}
$$

In this (admittedly quite appalling) notation,
(i) $A_{n+1}$ is the subgroup of $S L_{n+1} \mathbf{C}$ consisting of diagonal matrices with positive diagonal entries,
(ii) $\Lambda_{I}^{A, A} S L_{n+1} \mathbf{C}=\left\{\left(\delta^{\epsilon}, \delta^{1 / \epsilon}\right) \in \Lambda_{I} S L_{n+1} \mathbf{C} \mid \delta^{\epsilon}(0) \in A_{n+1}, \delta^{1 / \epsilon}(\infty) \in A_{n+1}\right\}$,
(iii) $\mathbf{R}$ indicates that the Reality Assumption is in force, i.e., $\gamma(1 / \bar{\lambda})=\gamma(\lambda)^{-1 *}$, and
(iv) $\sigma$ indicates that we have twisted loops.

With this terminology, our factorization assumption can be stated clearly. It has two components:
(F1) We assume that $F: \mathbf{C} \rightarrow\left(\Lambda S U_{n+1}\right)_{\sigma}$ is a solution of $\left(\Lambda_{\sigma}\right)$ which extends to a map $F: \mathbf{C} \rightarrow$ $\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma}$.
(F2) Let $\gamma=\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \in\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} S L_{n+1} \mathbf{C}\right)_{\sigma}$, and let $\tilde{F}=\gamma F$. We assume that $\tilde{F}=\tilde{F}_{1} \tilde{F}_{2}$, where $\tilde{F}_{1}, \tilde{F}_{2}$ take values (respectively) in $\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma},\left(\Lambda_{I, \mathbf{R}}^{A, A} S L_{n+1} \mathbf{C}\right)_{\sigma}$.

Remarkably, both (F1) and (F2) are automatically satisfied! This follows from:

## Lemma.

(1) For any solution $w_{0}, \ldots, w_{n}$ of the (original version of the) $2 D T L$, there exists a corresponding solution $F$ which takes values in $\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma}$.
(2) $\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} S L_{n+1} \mathbf{C}\right)_{\sigma}=\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma}\left(\Lambda_{I, \mathbf{R}}^{A, A} S L_{n+1} \mathbf{C}\right)_{\sigma}$, i.e., the above partial decomposition is actually a decomposition.

Proof. (1) This is because $A_{\lambda}, B_{\lambda}$ are well defined for any $\lambda \in \mathbf{C}^{*}$, and in particular for $\lambda \in E$. (2) The result for un-twisted loops is given at the end of Chapter 12. The necessary modification for twisted loops is proved in the same way, using the twisted Birkhoff and Iwasawa decompositions (given in Theorem 2.3 of Dorfmeister et al. [in press]).

We reach the following conclusion:
Theorem. The group $\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} S L_{n+1} \mathbf{C}\right)_{\sigma}$ acts on the set of $\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma}$-valued solutions of $\left(\Lambda_{\sigma}\right)$.

This is the "hidden symmetry group" of the 2DTL.

## IV. A family of solutions of the 2DTL.

In Chapter 9 we found the following "trivial" solution of the 2DTL:

$$
F_{0}(z, \lambda)=\exp \left(z \lambda A_{0}+\bar{z} \frac{1}{\lambda} B_{0}\right)
$$

where

$$
A_{0}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right), \quad B_{0}=\left(\begin{array}{ccccc}
0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 & 0
\end{array}\right)
$$

(By analogy with other differential equations of mathematical physics, such a trivial solution is sometimes called a vacuum solution.) It is easy to verify that $F_{0}$ is a solution (one needs to use the fact that $\left[A_{0}, B_{0}\right]=0$ ), and that $F$ satisfies the Reality Assumption. In fact, $F_{0}$ is a $\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma}$-valued solution.

In the last section we showed that the group $\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} S L_{n+1} \mathbf{C}\right)_{\sigma}$ acts on the set of $\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma^{-}}$ valued solutions of $\left(\Lambda_{\sigma}\right)$. (This group action is called the dressing action.)

Therefore, for every $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \in\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} S L_{n+1} \mathbf{C}\right)_{\sigma}$ we obtain a new $\left(\Lambda_{E, \mathbf{R}} S L_{n+1} \mathbf{C}\right)_{\sigma}$-valued solution

$$
F=\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \cdot F_{0}=\left(\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) F_{0}\right)_{1} .
$$

(The solution $F$ is said to be obtained by dressing the vacuum.) If $F$ also satisfies condition (T), it corresponds to a solution of the 2DTL. This is the family of solutions of the 2DTL that we wish to consider.

We do not claim that all solutions of the 2DTL are of this form, of course. Nevertheless, these solutions are in general non-trivial, and we shall investigate them in more detail.

## Bibliographical comments.

See the comments at the end of Chapter 15.

## Chapter 14: $\tau$-functions and the Bruhat decomposition

## I. Explicit solutions of the 1DTL.

In preparation for a more detailed study of the 2DTL, we return to the 1DTL in this section. In Chapter 5, we saw that the (general) solution of the 1DTL is given in terms of a group decomposition

$$
S L_{n} \mathbf{R}=G=G_{1} G_{2}
$$

by

$$
L(t)=\operatorname{Ad} u(t)^{-1} V
$$

where $u(t)=(\exp t V)_{1}$ and $V=L(0)$. In this chapter we show that there is a more explicit formula for the general solution $L(t)$ of the 1DTL.

The groups $G_{1}, G_{2}$ are

$$
G_{1}=S O_{n}, \quad G_{2}=A_{n} N_{n}^{\prime}=\hat{N}_{n}^{\prime}
$$

and so we have a factorization

$$
\exp t V=S(t) A(t) N(t)
$$

where $S(t), A(t), N(t)$ take values (respectively) in $S O_{n}, A_{n}, N_{n}^{\prime}$. Thus, $(\exp t V)_{1}=S(t),(\exp t V)_{2}=$ $A(t) N(t)$, and $A(t)$ is a diagonal matrix whose diagonal entries $d_{1}(t), \ldots, d_{n}(t)$ are positive. It turns out that, because of the special form of the matrix $L(t)$, the solution of the 1DTL may also be expressed in terms of the "middle factor" $A(t)$ :

Lemma. In terms of the original variables $q_{1}, \ldots, q_{n}$ of the $1 D T L$, we have

$$
q_{i}(t)=q_{i}(0)+\log d_{i}(t), \quad i=1, \ldots, n
$$

Proof. We have $S(t)=\exp t V N(t)^{-1} A(t)^{-1}$, so it follows that $L=S^{-1} V S=A N V N^{-1} A^{-1}$. Now, $L$ is of the form

$$
\left(\begin{array}{ccccc}
* & Q_{1,2} & & & \\
Q_{1,2} & * & Q_{2,3} & & \\
& Q_{2,3} & * & \ldots & \\
& & \cdots & \cdots & Q_{n-1, n} \\
& & & Q_{n-1, n} & *
\end{array}\right)
$$

hence $N V N^{-1}$ is of the form

$$
\left(\begin{array}{ccccc}
* & Q_{1,2}(0) & & & \\
* & * & Q_{2,3}(0) & & \\
* & * & * & \ldots & \\
* & * & * & * & Q_{n-1, n}(0) \\
* & * & * & * & *
\end{array}\right)
$$

and $A N V N^{-1} A^{-1}$ is of the form

$$
\left(\begin{array}{ccccc}
* & d_{1} Q_{1,2}(0) d_{2}^{-1} & & & \\
* & * & d_{2} Q_{2,3}(0) d_{3}^{-1} & & \\
* & * & * & \ldots & \\
* & * & * & * & d_{n-1} Q_{n-1, n}(0) d_{n}^{-1} \\
* & * & * & * & *
\end{array}\right)
$$

Comparing this with $L$, we see that

$$
Q_{i, i+1}=\frac{d_{i}}{d_{i+1}} Q_{i, i+1}(0)
$$

As $Q_{i, i+1}=e^{q_{i}-q_{i+1}}$, we obtain $e^{q_{i}-q_{i}(0)} / d_{i}=e^{q_{i+1}-q_{i+1}(0)} / d_{i+1}$. Since $\prod e^{q_{i}}=\prod d_{i}=1$, we must have $e^{q_{i}-q_{i}(0)}=u d_{i}$, where $u$ is an $n$-th root of unity. Since $d_{i}(0)=1$, we must have $u=1$.

Thanks to this lemma, it suffices to find an explicit formula for $A(t)$. Using elementary matrix theory, we can do this in the following two steps.
Step 1: From Iwasawa to Gauss.
From $\exp t V=S(t) A(t) N(t)$, we have

$$
\begin{aligned}
(\exp t V)^{t}(\exp t V) & =N(t)^{t} A(t)^{t} S(t)^{t} S(t) A(t) N(t) \\
& =N(t)^{t} A(t)^{t} A(t) N(t) \\
& =N(t)^{t} A(t)^{2} N(t)
\end{aligned}
$$

Since $V$ is symmetric, we may re-write this formula as

$$
\exp 2 t V=N(t)^{t} A(t)^{2} N(t)
$$

This is the factorization of $\exp 2 t V$ with respect to the Gauss decomposition (or, more precisely, partial decomposition)

$$
S L_{n} \mathbf{R} \supseteq N_{n} A_{n} N_{n}^{\prime}
$$

Step 2: From Gauss to $\tau$-functions.
Surprisingly, it is very easy to find an explicit formula for the "diagonal factor" $D$ in a Gauss decomposition $X=U D L$, where $X \in S L_{n} \mathbf{R}, U \in N_{n}, L \in N_{n}^{\prime}$. (We do not assume that the diagonal entries of $D$ are positive, here.) This works because the determinant of a triangular matrix is the product of its diagonal entries, as we shall explain.

Let $X_{k}, U_{k}, D_{k}, L_{k}$ denote (respectively) the "lower principal $k \times k$ minors" of $X, U, D, L$. (In other words, $X_{k}$ is the $k \times k$ matrix $\left(x_{i j}\right)_{n-k+1 \leq i, j \leq n}$, if $X=\left(x_{i j}\right)_{1 \leq i, j \leq n}$, etc.) Then we have

$$
X_{k}=U_{k} D_{k} L_{k}
$$

and therefore $d_{n-k+1} \ldots d_{n}=\operatorname{det} X_{k}$. We conclude that the diagonal entries of $D$ are given by

$$
d_{i}=\frac{\operatorname{det} X_{n-i+1}}{\operatorname{det} X_{n-i}}, \quad i=1, \ldots, n
$$

(with the convention that $\operatorname{det} X_{0}=1$ ). We use the notation $\tau_{i}(X)=\operatorname{det} X_{i}$.
Hence we obtain our explicit formula for the solution of the 1DTL.

## Theorem.

$$
q_{i}(t)=q_{i}(0)+\frac{1}{2} \log \frac{\tau_{n-i+1}^{V}(t)}{\tau_{n-i}^{V}(t)}, \quad i=1, \ldots, n
$$

where $\tau_{i}^{V}(t)=\operatorname{det}(\exp 2 t V)_{i}$.
(When $n=2$, this agrees with the explicit formula obtained in Chapter 5.)
The functions $\tau_{i}, \tau_{i}^{V}$ are called $\tau$-functions.
The following proposition illustrates the significance of the $\tau$-functions. (In addition, the proof reveals why we use the term "Gauss decomposition"!)

Proposition. Let $X \in S L_{n} \mathbf{R}$. The Gauss factorization $X=U D L$ is possible if and only if $\tau_{1}(X), \ldots, \tau_{n-1}(X)$ are all non-zero.

Sketch of the proof. It is easy to see that the existence of a Gauss factorization

$$
X=L D U
$$

is equivalent to the solvability of the linear system

$$
X u=v
$$

by "Gaussian elimination, without re-ordering the equations".
For example, consider the following system:

$$
\begin{aligned}
-x+y+z & =1 \\
x & -z=1 \\
x-y+z & =-1 .
\end{aligned}
$$

Let us add the first equation to the second and third equations. We obtain the simpler system

$$
\begin{aligned}
-x+y+z & =1 \\
y & =2 \\
2 z & =0
\end{aligned}
$$

from which we can read off the solution $x=1, y=2, z=0$. By "Gaussian elimination" we mean this method, where the system is transformed (if possible) into triangular form.

In terms of matrices, the transformation can be expressed as

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
-1 & 1 & 1 \\
1 & 0 & -1 \\
1 & -1 & 1
\end{array}\right)=\left(\begin{array}{ccc}
-1 & 1 & 1 \\
0 & 1 & 0 \\
0 & 0 & 2
\end{array}\right)
$$

or

$$
\left(\begin{array}{ccc}
-1 & 1 & 1 \\
1 & 0 & -1 \\
1 & -1 & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
-1 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 2
\end{array}\right)\left(\begin{array}{ccc}
1 & -1 & -1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

In other words, the calculation produces a Gauss factorization of the original matrix.
If we perform this calculation with the general $3 \times 3$ system

$$
\begin{aligned}
& a_{11} x+a_{12} y+a_{13} z=b_{1} \\
& a_{21} x+a_{22} y+a_{23} z=b_{2} \\
& a_{31} x+a_{32} y+a_{33} z=b_{3}
\end{aligned}
$$

then - if $a_{11} \neq 0$ - we obtain the system

$$
\left.\begin{array}{rl}
x+\frac{a_{12}}{a_{11}} y & + \\
\frac{a_{13}}{a_{11}} z & =\frac{b_{1}}{a_{11}} \\
\frac{a_{11} a_{22}-a_{12} a_{21}}{a_{11}} y & +\frac{a_{11} a_{23}-a_{13} a_{21}}{a_{11}} z
\end{array}\right)=\frac{a_{11} b_{2}-a_{21}}{a_{11}} .
$$

We may perform the final step (to reach triangular form) if $a_{11} a_{22}-a_{12} a_{21} \neq 0$. Thus, in this case, Gauss elimination works if and only if $\tau_{1}(X), \tau_{2}(X) \neq 0$.

The above discussion is based on section 4.3 of Perelomov [1990]. The proposition can be found in Chapter 4 of Strang [1976].

## II. $\tau$-functions, representations, and Grassmannians.

We sketch now a Lie theoretic proof of the last proposition. The Lie theoretic significance of the (complex) $\tau$-functions

$$
\tau_{i}: S L_{n} \mathbf{C} \rightarrow \mathbf{C}, X \mapsto \operatorname{det} X_{i}, \quad i=1, \ldots, n-1
$$

is the key to finding explicit solutions of the 2DTL.
First, we observe that

$$
\begin{aligned}
\operatorname{det} X_{i} & =\left\langle X\left(e_{n-i+1} \wedge \ldots \wedge e_{n}\right), e_{n-i+1} \wedge \ldots \wedge e_{n}\right\rangle \\
& =\left\langle X e_{n-i+1} \wedge \ldots \wedge X e_{n}, e_{n-i+1} \wedge \ldots \wedge e_{n}\right\rangle
\end{aligned}
$$

where $e_{1}, \ldots, e_{n}$ is the standard basis of $\mathbf{C}^{n}$, and where $\langle$,$\rangle is the standard Hermitian inner product$ on $\wedge^{i} \mathbf{C}^{n}$. Let $\lambda: S L_{n} \mathbf{C} \rightarrow S L_{n} \mathbf{C}$ be the standard (irreducible) representation of $S L_{n} \mathbf{C}$ (i.e., $\lambda$ is the identity map, considered as a representation). In the terminology of representation theory, $e_{n-i+1} \wedge \ldots \wedge e_{n}$ is a highest weight vector of the (irreducible) representation

$$
\wedge^{i} \lambda: S L_{n} \mathbf{C} \rightarrow S L_{\binom{n}{i}} \mathbf{C} .
$$

Next, consider the map

$$
X \mapsto\left[X\left(e_{n-i+1} \wedge \ldots \wedge e_{n}\right)\right] \in \mathbf{C} P^{\binom{n}{i}-1}
$$

(the "projectivized orbit of the highest weight vector"). The isotropy subgroup at the point $\left[e_{n-i+1} \wedge\right.$ $\left.\ldots \wedge e_{n}\right]$ under this action of $S L_{n} \mathbf{C}$ is

$$
P_{i}=\left\{X \in S L_{n} \mathbf{C} \mid X\left(\mathbf{C}^{n-i}\right)^{\perp} \subseteq\left(\mathbf{C}^{n-i}\right)^{\perp}\right\}
$$

where $\left(\mathbf{C}^{n-i}\right)^{\perp}=\operatorname{Span}\left\{e_{n-i+1}, \ldots, e_{n}\right\}$. Hence the orbit of $\left[e_{n-i+1} \wedge \ldots \wedge e_{n}\right.$ ] (i.e., the image of the above map) is a copy of the Grassmannian $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right) \cong S L_{n} \mathbf{C} / P_{i}$. For $X \in S L_{n} \mathbf{C}$, the element $X\left(\mathbf{C}^{n-i}\right)^{\perp}$ of $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)$ corresponds to the coset $X P_{i}$. We use this notation interchangeably from now on.

Finally, let Det denote the (holomorphic) line bundle on $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)$ whose fibre over the $i$-plane $\operatorname{Span}\left\{v_{1}, \ldots, v_{i}\right\}$ is the line $\operatorname{Span}\left\{v_{1} \wedge \ldots \wedge v_{i}\right\}$. The total space of Det may be identified with

$$
S L_{n} \mathbf{C} \times_{P_{i}} \operatorname{Span}\left\{e_{n-i+1} \wedge \ldots \wedge e_{n}\right\}
$$

where $P_{i}$ acts on $\operatorname{Span}\left\{e_{n-i+1} \wedge \ldots \wedge e_{n}\right\}$ via $\wedge^{i} \lambda$.
We now have all the necessary ingredients for our Lie theoretic description of $\tau_{i}$ :

## Proposition.

(1) $\tau_{i}$ defines a holomorphic section of the dual bundle Det*.
(2) For any element $X\left(\mathbf{C}^{n-i}\right)^{\perp}$ of $S L_{n} \mathbf{C} / P_{i}, \tau_{i}\left(X\left(\mathbf{C}^{n-i}\right)^{\perp}\right)=0$ if and only if $X\left(\mathbf{C}^{n-i}\right)^{\perp} \notin N_{n}\left(\mathbf{C}^{n-i}\right)^{\perp}$.

Sketch of the proof.
(1) Let $G / H$ be any homogeneous space, and let $\theta: H \rightarrow \operatorname{Aut}(V)$ be any representation of $H$. Then there is a one to one correspondence between sections $s$ of the associated bundle

$$
G \times_{H} V \rightarrow G / H
$$

and maps

$$
S: G \rightarrow V
$$

such that $S\left(g h^{-1}\right)=\theta(h) S(g)$ for all $h \in H, g \in G$. The correspondence is given by $s(g H)=[(g, S(g))]$.
In our case, the map $S: S L_{n} \mathbf{C} \rightarrow \operatorname{Span}\left\{e_{n-i+1} \wedge \ldots \wedge e_{n}\right\}^{*}$ is given by

$$
S(X)\left(c e_{n-i+1} \wedge \ldots \wedge e_{n}\right)=c\left\langle X\left(e_{n-i+1} \wedge \ldots \wedge e_{n}\right), e_{n-i+1} \wedge \ldots \wedge e_{n}\right\rangle .
$$

(2) Let $E=X\left(\mathbf{C}^{n-i}\right)^{\perp}$. The condition $E \in N_{n}\left(\mathbf{C}^{n-i}\right)^{\perp}$ corresponds to the "Schubert condition"

$$
\operatorname{dim} \mathbf{C}^{n-i} \cap E=0, \operatorname{dim} \mathbf{C}^{n-i+1} \cap E=1, \ldots, \operatorname{dim} \mathbf{C}^{n} \cap E=i .
$$

This is equivalent to the condition

$$
X\left(e_{n-i+1} \wedge \ldots \wedge e_{n}\right)=\text { non-zero constant } \times e_{n-i+1} \wedge \ldots \wedge e_{n}
$$

(as one sees by writing each $X\left(e_{j}\right)$ in terms of the basis vectors).
To relate this to the proposition of the previous section, we use the fact that

$$
P_{1} \cap \cdots \cap P_{n-1}=\Delta_{n}^{\prime} .
$$

Proposition. Let $X \in S L_{n} \mathbf{C}$. We have $X \in N_{n} P_{1} \cap \cdots \cap N_{n} P_{n-1}$ if and only if $X \in N_{n} \Delta_{n}^{\prime}$.
This can be proved directly.

## III. The Bruhat decomposition.

The theory of the previous section has an important geometrical interpretation. Although this geometrical interpretation is not strictly necessary at this point for our study of the 1DTL (or 2DTL), it is related to the Hamiltonian system of Chapter 4, and it will be very useful in our study of harmonic maps in Chapters 16-20. It has various aspects - algebraic, topological, and analytic - and because of its fundamental nature we give a brief description of it in this section.

The algebraic version is based on the (disjoint) decompositions

$$
\begin{aligned}
& S L_{n} \mathbf{C}=\bigcup_{s \in \Sigma_{n}} N_{n} s \Delta_{n}^{\prime} \\
& S L_{n} \mathbf{C}=\bigcup_{s \in \Sigma_{n}} N_{n} s \Delta_{n}
\end{aligned}
$$

(which may be proved by the well known procedure of reduction of a matrix to "echelon form"). Here, $\Sigma_{n}$ denotes the (finite) group of permutation matrices.

These induce (disjoint) decompositions of the flag manifold

$$
\begin{aligned}
& \mathrm{F}_{1,2, \ldots, n}\left(\mathbf{C}^{n}\right)=\bigcup_{s \in \Sigma_{n}} N_{n} s\left(\left(\mathbf{C}^{n-1}\right)^{\perp} \subseteq\left(\mathbf{C}^{n-2}\right)^{\perp} \subseteq \ldots \subseteq(\mathbf{C})^{\perp} \subseteq \mathbf{C}^{n}\right) \\
& \mathrm{F}_{1,2, \ldots, n}\left(\mathbf{C}^{n}\right)=\bigcup_{s \in \Sigma_{n}} N_{n} s\left(\mathbf{C} \subseteq \mathbf{C}^{2} \subseteq \ldots \subseteq \mathbf{C}^{n-1} \subseteq \mathbf{C}^{n}\right) .
\end{aligned}
$$

Each piece here is a "cell", i.e., homeomorphic to $\mathbf{C}^{N}$ for some $N$. This fact may be seen by elementary matrix considerations; we give an example in a moment.

Let $P_{i}$ be the isotropy subgroup at $\left(\mathbf{C}^{n-i}\right)^{\perp}$ (under the action of $S L_{n} \mathbf{C}$ on $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)$ ), as in the last section. Since $P_{i} \supseteq \Delta_{n}^{\prime}$, we have

$$
S L_{n} \mathbf{C}=\bigcup_{s \in \Sigma_{n}} N_{n} s P_{i} \text { and } \operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)=\bigcup_{s \in \Sigma_{n}} N_{n} s\left(\mathbf{C}^{n-i}\right)^{\perp}
$$

This time, we do not have a disjoint decomposition. However, any two pieces are either disjoint or equal, and the condition to be equal is obviously given by:

$$
s\left(\mathbf{C}^{n-i}\right)^{\perp}=t\left(\mathbf{C}^{n-i}\right)^{\perp} \Longleftrightarrow s^{-1} t \in P_{i}
$$

It follows that each piece corresponds to a choice of $i$ basis vectors from the standard basis $e_{1}, \ldots, e_{n}$. This decomposition of $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)$ into cells is called the Schubert decomposition.

As a very concrete example, let us consider the case $i=1$, i.e., $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)=\mathbf{C} P^{n-1}$. In this case we have

$$
\mathbf{C} P^{n-1}=\bigcup_{s \in \Sigma_{n}} N_{n} s\left(\mathbf{C}^{n-1}\right)^{\perp}=\bigcup_{i \in\{1, \ldots, n\}} N_{n} s V_{i}
$$

where $V_{i}=\mathbf{C} e_{i}$. There are $n$ disjoint pieces here, and the $i$-th piece is homeomorphic to $\mathbf{C}^{i-1}$ :

$$
\begin{aligned}
N_{n} V_{i} & =\left\{\left(\begin{array}{ccccccc}
1 & \ldots & * & * & * & \ldots & * \\
& \ddots & \vdots & \vdots & \vdots & & \vdots \\
& & 1 & * & * & \ldots & * \\
& & & 1 & * & \ldots & * \\
& & & & 1 & \ldots & * \\
& & & & & \ddots & \vdots \\
& & & & & & 1
\end{array}\right)\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right)\right\} \\
& =\left\{\left(\begin{array}{lllllll}
1 & \ldots & 0 & * & 0 & \ldots & 0 \\
& \ddots & \vdots & \vdots & \vdots & & \vdots \\
& & 1 & * & 0 & \ldots & 0 \\
& & & 1 & 0 & \ldots & 0 \\
& & & & 1 & \ldots & 0 \\
& & & & & \ddots & \vdots \\
& & & & & & 1
\end{array}\right)\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right)\right\}
\end{aligned}
$$

There is one "big cell", namely $N_{n} V_{n} \cong \mathbf{C}^{n-1}$. Since the other cells have lower dimension, the big cell is open and dense in $\mathbf{C} P^{n-1}$.

It would not make any difference in the above discussion if we replaced $N_{n}$ by $\Delta_{n}$ (i.e., we allow arbitrary non-zero diagonal entries). We use $N_{n}$ because it is more economical.

There is a dual decomposition, in which orbits of $N_{n}$ are replaced by orbits of $N_{n}^{\prime}$. The dual decomposition of $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)$ is also called the Schubert decomposition. These two decompositions admit a Morse theoretic interpretation; to describe this we identify $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)$ with an adjoint orbit $M_{P}$ in $\mathbf{u}_{n}$, as in section II of Chapter 4 (see Example (2)). Consider the height function $H^{Q}: \operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right) \rightarrow \mathbf{R}$, where $Q$ is any element of $\mathbf{u}_{n}$ with distinct eigenvalues. Then the critical points of $H^{Q}$ are the points $s\left(\mathbf{C}^{n-i}\right)^{\perp}$ for $s \in \Sigma_{n}$. The cells $N_{n} s\left(\mathbf{C}^{n-i}\right)^{\perp}$ and $N_{n}^{\prime} s\left(\mathbf{C}^{n-i}\right)^{\perp}$ are - not necessarily respectively -
the unstable ("descending") and stable ("ascending") manifolds of the critical point $s\left(\mathbf{C}^{n-i}\right)^{\perp}$. (The precise correspondence depends on the choice of $Q$.)

These decompositions, and the Morse theoretic interpretation, are also valid for any flag manifold $\mathrm{F}_{n_{1}, \ldots, n_{k}}\left(\mathbf{C}^{n}\right)$. In fact, they are valid for any generalized flag manifold $G^{c} / P$, where $P$ is a parabolic subgroup of $G^{c}$. These more general decompositions (of $G^{c}$ or $G^{c} / P$ ) are called Bruhat decompositions.

## Bibliographical comments.

See the comments at the end of Chapter 15.

## Chapter 15: Solutions of the two-dimensional Toda lattice

Let $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \in\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} S L_{n+1} \mathbf{C}\right)_{\sigma}$. Let $F_{0}(z, \lambda)=\exp \left(z \lambda A_{0}+\bar{z} \lambda^{-1} B_{0}\right)$, i.e., the trivial solution of the 2DTL (as in Chapter 10). Consider the factorization

$$
\left(\gamma^{\epsilon}(\lambda), \gamma^{1 / \epsilon}(\lambda)\right) F_{0}(z, \lambda)=F(z, \lambda)\left(D(z) N(z, \lambda), D(z)^{-1} N(z, 1 / \bar{\lambda})^{-1 *}\right)
$$

(as in Chapter 13). We have $D(z) \in A_{n+1}$ (the group of diagonal matrices in $S L_{n+1} \mathbf{C}$ with positive diagonal entries), and $N(z, 0)=I$. We know that the factor $F$ is a solution of $\left(\Lambda_{\sigma}\right)$. If $F$ also satisfies (T), then from Chapter 13 we know that $F$ corresponds to a "new" solution of the 2DTL. Assuming this to be the case, we consider the problem of finding explicit formulae for the corresponding functions $w_{0}, \ldots, w_{n}$.

As in the case of the 1DTL, it turns out that the functions $w_{i}$ depend only on the "middle factor"

$$
D=\left(\begin{array}{llll}
d_{0} & & & \\
& d_{1} & & \\
& & \ddots & \\
& & & d_{n}
\end{array}\right)
$$

The precise relationship is given by the next lemma.
Lemma. In terms of the original variables $w_{0}, \ldots, w_{n}$ of the 2DTL, we have

$$
w_{i}(z)=-\log d_{i}(z), \quad i=0, \ldots, n
$$

Proof. We have

$$
F^{-1} F_{z}=\left(\begin{array}{ccccc}
a_{0} & & & & \\
& a_{1} & & & \\
& & \ldots & & \\
& & & \cdots & \\
& & & & a_{n}
\end{array}\right)+\left(\begin{array}{ccccc}
0 & & & & b_{0} \\
b_{1} & 0 & & & \\
& \cdots & \ldots & & \\
& & \cdots & \ldots & \\
& & & b_{n} & 0
\end{array}\right)
$$

We claim that $a_{i}=\left(\log d_{i}^{-1}\right)_{z}$ and $b_{i}=u_{i} d_{i}^{-1} / d_{i-1}^{-1}$ for some constants $u_{i}$. The procedure of Chapter 13 then gives $w_{i}=\log d_{i}^{-1}$.

Restricting to $|\lambda|=\epsilon$, we have $F=\gamma^{\epsilon} F_{0} N^{-1} D^{-1}$ and hence

$$
\begin{aligned}
F^{-1} F_{z} & =\left(\gamma^{\epsilon} F_{0} N^{-1} D^{-1}\right)^{-1}\left(\gamma^{\epsilon} F_{0} N^{-1} D^{-1}\right)_{z} \\
& =D N F_{0}^{-1}\left(F_{0}\right)_{z} N^{-1} D^{-1}-D N_{z} N^{-1} D^{-1}-D_{z} D^{-1} \\
& =\lambda D N A_{0} N^{-1} D^{-1}-D N_{z} N^{-1} D^{-1}-D_{z} D^{-1}
\end{aligned}
$$

This remains valid in the region $\{\lambda||\lambda| \leq \epsilon\}$. Using the fact that $N(z, 0)=I$, and evaluating at $\lambda=0$, we obtain $a_{i}=-\left(\log d_{i}\right)_{z}$. As in Chapter 13 we have

$$
\begin{aligned}
& \left(b_{i}\right)_{\bar{z}}=b_{i}\left(\bar{a}_{i}-\bar{a}_{i-1}\right) \\
& \left(\bar{b}_{i}\right)_{z}=\bar{b}_{i}\left(a_{i}-a_{i-1}\right) .
\end{aligned}
$$

From this, and our assumption that $b_{i}$ is real, we obtain

$$
\left(b_{i} d_{i} / d_{i-1}\right)_{\bar{z}}=\left(b_{i} d_{i} / d_{i-1}\right)_{z}=0
$$

Hence $b_{i}=u_{i} d_{i-1} / d_{i}$ for some constants $u_{i}$, as required.
To find the "middle factor" (in terms of the initial data $A_{0}, B_{0}$ ), we can use the same method that we used for the 1DTL. To simplify the exposition, we assume that $\gamma^{\epsilon}$ extends holomorphically to $\{\lambda|\epsilon \leq|\lambda| \leq 1\}$. In this case, the factorization

$$
\gamma^{\epsilon} F_{0}=F D N
$$

is simply the Iwasawa factorization of $\left.\gamma^{\epsilon} F_{0}\right|_{S^{1}}$ (see the end of Chapter 12).

## Step 1: From Iwasawa to Birkhoff

Since $F$ satisfies the Reality Assumption, we have $F^{\dagger}=F^{-1}$, where $F^{\dagger}(\lambda)=F(1 / \bar{\lambda})^{*}$. From $\gamma^{\epsilon} F_{0}=F D N$, we have

$$
\left(\gamma^{\epsilon} F_{0}\right)^{\dagger}\left(\gamma^{\epsilon} F_{0}\right)=N^{\dagger} D^{\dagger} F^{\dagger} F D N=N^{\dagger} D^{2} N
$$

We see that the right hand side is a factorization with respect to the Birkhoff (partial) decomposition

$$
\left(\Lambda S L_{n+1} \mathbf{C}\right)_{\sigma} \supseteq\left(\Lambda_{-}^{1} S L_{n+1} \mathbf{C}\right)_{\sigma} A_{n+1}\left(\Lambda_{+}^{1} S L_{n+1} \mathbf{C}\right)_{\sigma}
$$

## Step 2: From Birkhoff to $\tau$-functions

In the corresponding step for the 1DTL ("From Gauss to $\tau$-functions", Chapter 14), we explained how to find the middle factor in terms of $\tau$-functions. Those $\tau$-functions (for the group $S L_{n} \mathbf{C}$ ) depend on the following ingredients:
(1) maximal parabolic subgroups $P_{1}, \ldots, P_{n-1}$, such that $P_{1} \cap \cdots \cap P_{n-1}=\Delta_{n}^{\prime}$;
(2) a bundle Det on each Grassmannian $\mathrm{Gr}_{i}\left(\mathbf{C}^{n}\right) \cong S L_{n} \mathbf{C} / P_{i}$;
(3) a holomorphic section of Det*, whose zero set is the complement of the "big cell" $\left[N_{n}\right] \subseteq S L_{n} \mathbf{C} / P_{i}$.

These ingredients exist in the case of any finite dimensional complex semisimple Lie group. It turns out that the ingredients exist also in the case of the infinite dimensional Lie group $\left(\Lambda S L_{n+1} \mathbf{C}\right)_{\sigma}$ ! We sketch very briefly the generalization of (1)-(3) above, in the case of the (un-twisted) group $\Lambda S L_{n+1} \mathbf{C}$.
(1) Let

$$
P_{i}=\left\{\gamma \in \Lambda S L_{n+1} \mathbf{C} \mid \gamma K_{i}=K_{i}\right\}
$$

where $K_{i}=\operatorname{Span}\left\{e_{0}, \ldots, e_{i}\right\} \oplus \lambda H_{+}^{(n+1)}$. Thus, $P_{n}=\Lambda_{+} S L_{n+1} \mathbf{C}$. The homogeneous space

$$
\Lambda S L_{n+1} \mathbf{C} / P_{n}=\Lambda S L_{n+1} \mathbf{C} / \Lambda_{+} S L_{n+1} \mathbf{C}
$$

is a subvariety of

$$
\Lambda G L_{n+1} \mathbf{C} / \Lambda_{+} G L_{n+1} \mathbf{C} \cong \mathrm{Gr}^{(n+1)}
$$

We have

$$
\Lambda S L_{n+1} \mathbf{C} / P_{i} \cong \Lambda S L_{n+1} \mathbf{C} / P_{n}
$$

for $i=0, \ldots, n$. The fact that

$$
P_{0} \cap \cdots \cap P_{n}=\Lambda_{+}^{\Delta} S L_{n+1} \mathbf{C}
$$

has already been noted in Chapter 12.
(2) There exists a holomorphic line bundle Det on the Grassmannian $\mathrm{Gr}^{(n+1)}$, which is analogous to the bundle Det on $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)$.
(3) There exists a holomorphic section of Det*, whose zero set is the complement of the "big cell" $\left[\Lambda_{-}^{N^{\prime}} G L_{n+1} \mathbf{C}\right] \subseteq \Lambda G L_{n+1} \mathbf{C} / \Lambda_{+} G L_{n+1} \mathbf{C}$. (A similar statement holds for the restriction of Det to $\Lambda S L_{n+1} \mathbf{C} / \Lambda_{+} S L_{n+1} \mathbf{C}$.)

A full discussion of (2) and (3) is given in Pressley and Segal [1986]. (A brief summary is also given in Segal and Wilson [1985].)

Let $\gamma \in \Lambda S L_{n+1} \mathbf{C}$. From (3) we obtain a condition for the existence of a factorization $\gamma=\gamma_{1} \gamma_{2}$ where $\gamma_{1} \in \Lambda_{-}^{N^{\prime}} S L_{n+1} \mathbf{C}, \gamma_{2} \in \Lambda_{+}^{\Delta} S L_{n+1} \mathbf{C}$. It can be shown that the "middle factor" of $\gamma_{2}$ is given in terms of an "infinite determinant". It follows from this that each $d_{i}$ can be expressed in terms of an infinite determinant. This leads to an explicit formula for our solutions of the 2DTL.

## Bibliographical comments for Chapters 13-15.

A more detailed loop theoretic treatment of the 2DTL can be found in McIntosh [1994a; 1994b]. We have presented a simplified version of this theory.

A good reference for the Schubert decomposition of a Grassmannian, and its role in topology, is Milnor and Stasheff [1974]. For the Morse theoretic interpretation of this decomposition, see Parker [1972]. Just as the Schubert decomposition of a Grassmannian is a special case of the Bruhat decomposition of $G^{c} / P$, the theory of Chapter 14, section II, generalizes to the case of any complex semisimple Lie group $G^{c}$. The subgroups $P_{i}$ must be replaced by the maximal parabolic subgroups of $G$, and the representations $\wedge^{i} \lambda$ by the fundamental irreducible representations. This is part of "Borel-Weil theory", a brief summary of which is given in Segal [1982]; Carter et al. [1995].

The $\tau$-functions for the 1DTL are a manifestation of the deep relationship which exists between Lax equations and representation theory of finite dimensional Lie groups. Further information on this theory, which is due to Kostant, may be found in Kostant [1979]; Goodman and Wallach [1984b].

The generalization of $\tau$-functions to the case of infinite dimensional Lie groups has played an important role in other integrable systems. Some references for this are Kashiwara and Miwa [1981]; Date et al. [1981-2]; Wilson [1985]; Segal and Wilson [1985].

## Chapter 16: Harmonic maps from C to a Lie group

## I. The loop group formulation of the harmonic map equation.

Recall from Chapter 9 that a map $\phi: \mathbf{C} \rightarrow G$ is harmonic if and only if

$$
\left(\phi^{-1} \phi_{\bar{z}}\right)_{z}+\left(\phi^{-1} \phi_{z}\right)_{\bar{z}}=0
$$

Here, $G$ is a compact Lie group. We assume that $G$ is a matrix group, as usual.
In addition, from Chapter 9, we know that the harmonic map equation is equivalent to the zerocurvature equation

$$
\left(A_{\lambda}\right)_{\bar{z}}-\left(B_{\lambda}\right)_{z}=\left[A_{\lambda}, B_{\lambda}\right]
$$

where $A_{\lambda}=\frac{1}{2}\left(1-\lambda^{-1}\right) A, B_{\lambda}=\frac{1}{2}(1-\lambda) B$.
Because of the geometrical interpretation of zero-curvature equations, we know that this is equivalent to the system

$$
\begin{align*}
& F^{-1} F_{z}=\frac{1}{2}\left(1-\frac{1}{\lambda}\right) A \\
& F^{-1} F_{\bar{z}}=\frac{1}{2}(1-\lambda) B
\end{align*}
$$

where $F: \mathbf{C} \rightarrow \Omega G$. Here we have $A, B: \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$, with $A=c(B)$, where $c: \mathbf{g} \otimes \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ is "conjugation with respect to the real form $\mathbf{g}$ ", as in section I of Chapter 9. (If $G=U_{n}$, then $c(X)=-X^{*}$.) The second equation here is equivalent to the first equation: It may be obtained from the first equation by applying the involution $c$.

Let us repeat our justification for saying that $(\Omega)$ is equivalent to the harmonic map equation, as this is very important. Given maps $F, A, B$ which satisfy $(\Omega)$, then the map $\phi(z)=F(z,-1)$ is harmonic (and we necessarily have $A=\phi^{-1} \phi_{z}, B=\phi^{-1} \phi_{\bar{z}}$ ). Conversely, given a harmonic map $\phi$, there exist maps $F, A, B$ which satisfy $(\Omega)$ with $\phi(z)=F(z,-1)$ (and we necessarily have $A=\phi^{-1} \phi_{z}, B=\phi^{-1} \phi_{\bar{z}}$ ). This $F$ is unique up to multiplication on the left by a loop $\gamma \in \Omega G$ such that $\gamma(-1)=e$.

This formulation of the harmonic map equation was first treated systematically in Uhlenbeck [1989]. Following Uhlenbeck, we sometimes call a solution $F$ of $(\Omega)$ an extended solution, or an extended harmonic map.

The above three versions of the harmonic map equation are analogous to the three versions of the 2DTL in Chapter 13. As in the case of the 2DTL, it is the last version, $(\Omega)$, which we use, because this version reveals the role of the loop group.

It is useful to reformulate $(\Omega)$ as follows:

$$
\begin{align*}
& F^{-1} F_{z}=\text { linear in } \frac{1}{\lambda}\left(=U+\frac{1}{\lambda} V \text { for some } U, V\right) \\
& F^{-1} F_{\bar{z}}=\text { linear in } \lambda(=X+\lambda Y \text { for some } X, Y)
\end{align*}
$$

where $F: \mathbf{C} \rightarrow \Omega G$ and $U, V, X, Y: \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$, with $U=c(X), Y=c(V)$. This seems at first sight to be a weaker condition, but it isn't. The fact that $F$ takes values in $\Omega G$ implies that $F^{-1} F_{z}$ and $F^{-1} F_{\bar{z}}$ take values in $\Omega \mathbf{g}$. Hence we must have $U+V=0, X+Y=0$.

A slightly more subtle reformulation is:

$$
\begin{align*}
& F^{-1} F_{z}=\text { linear in } \frac{1}{\lambda}\left(=U+\frac{1}{\lambda} V \text { for some } U, V\right) \\
& F^{-1} F_{\bar{z}}=\text { linear in } \lambda(=X+\lambda Y \text { for some } X, Y)
\end{align*}
$$

where $F: \mathbf{C} \rightarrow \Lambda G$. In other words, we allow $F$ to take values in $\Lambda G$, rather than $\Omega G$. We claim that $(\Lambda)$ is equivalent to $(\Omega)$. It is obvious that a solution of $(\Omega)$ is a solution of $(\Lambda)$. Conversely, if $F$ is a solution of $(\Lambda)$, then we claim that

$$
H(z, \lambda)=F(z, \lambda) F(z, 1)^{-1}
$$

is a solution of $(\Omega)$. To prove this, let us write $h(z)=F(z, 1)^{-1}$. Then we have

$$
\begin{aligned}
H^{-1} H_{z} & =h^{-1} F^{-1}(F h)_{z} \\
& =h^{-1} F^{-1}\left(F_{z} h+F h_{z}\right) \\
& =h^{-1} F^{-1} F_{z} h+h^{-1} h_{z} \\
& =\left(h^{-1} U h+h^{-1} h_{z}\right)+\frac{1}{\lambda}\left(h^{-1} V h\right) .
\end{aligned}
$$

Thus, $H$ is another solution of $(\Lambda)$. Since $H(z, 1)=1, H$ must actually be a solution of $(\Omega)$.
This argument says that if $F: \mathbf{C} \rightarrow \Lambda G$ is a solution of $(\Lambda)$, then $[F]: \mathbf{C} \rightarrow \Lambda G / G \cong \Omega G$ is a solution of $(\Omega)$.

One advantage of $(\Lambda)$ over $(\Omega)$ is that it reveals an action of $S^{1}$ : If $u \in S^{1}$, and $F$ is a solution of ( $\Lambda$ ), then $(u \cdot F)(z, \lambda)=F(z, u \lambda)$ is obviously a solution of $(\Lambda)$ as well. This action of $S^{1}$ can be transferred to $(\Omega)$, but it is given there by the less natural formula $(u \cdot F)(z, \lambda)=F(z, u \lambda) F(z, u)^{-1}$.

On the other hand, passing from $(\Omega)$ to $(\Lambda)$ introduces further "gauge ambiguity". If $F$ is a solution of $(\Omega)$, then $\gamma F$ is a solution which represents essentially the same harmonic map, for any $\gamma \in \Omega G$. But if $F$ is a solution of $(\Lambda)$, then $\gamma F h$ represents essentially the same harmonic map, for any $\gamma \in \Lambda G$ and any (smooth) $h: \mathbf{C} \rightarrow G$.

## II. The symmetry group of the harmonic map equation.

Let $F$ be a solution of $(\Lambda)$. As in the case of the 2DTL, we may assume that $F(z, \lambda)$ extends holomorphically in $\lambda$ to the region $\mathbf{C}^{*}$, because the equation $(\Lambda)$ is defined for all $\lambda \in \mathbf{C}^{*}$. To be more precise: We may assume that we have $F: \mathbf{C} \times \mathbf{C}^{*} \rightarrow G^{c}$, holomorphic in the second variable, such that $F(z, 1 / \bar{\lambda})=C(F(z, \lambda))$, where $C: G^{c} \rightarrow G^{c}$ is the involution corresponding to $c: \mathbf{g} \otimes \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$. (If $G=U_{n}$, we have $G^{c}=G L_{n} \mathbf{C}$, and $C(A)=A^{-1 *}, c(X)=-X^{*}$.)

In particular, we may assume that

$$
F: \mathbf{C} \rightarrow \Lambda_{E, \mathbf{R}} G^{c}
$$

where $E=\{\lambda|\epsilon \leq|\lambda| \leq 1 / \epsilon\}$ (as in Chapter 12), and where " $\mathbf{R}$ " indicates that we make the Reality Assumption $\gamma(1 / \bar{\lambda})=C(\gamma(\lambda))$.

Let $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right)$ be any element of $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}$. We have the decompositon

$$
\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}=\Lambda_{E, \mathbf{R}} G^{c} \Lambda_{I, \mathbf{R}}^{\hat{N}, \hat{N}^{\prime}} G^{c}
$$

as in Chapter 12. (There we considered the case $G^{c}=G L_{n+1} \mathbf{C}$, but the general case is equally valid.) Hence we may define

$$
\tilde{F}=\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \cdot F=\left(\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) F\right)_{E}
$$

Proposition. $\tilde{F}$ is a solution of ( $\Lambda$ ).
Proof. We use the argument of Chapter 10, exactly as we did in the case of the 2DTL in Chapter 13. Since this is such a fundamental result, however, we shall repeat the argument here.

First, by definition, $\tilde{F}$ extends holomorphically in $\lambda$ to the region $E$. Hence the same is true of $\tilde{F}^{-1} \tilde{F}_{z}$.

Next, on re-writing $\tilde{F}$ as $\tilde{F}=\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) F H^{-1}$, where $H=\left(\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) F\right)_{I}$, we have

$$
\begin{aligned}
\tilde{F}^{-1} \tilde{F}_{z} & =H F^{-1}\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right)^{-1}\left(\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) F_{z} H^{-1}-\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) F H^{-1} H_{z} H^{-1}\right) \\
& =H^{-1} F^{-1} F_{z} H^{-1}-H_{z} H^{-1} \\
& =H^{-1}\left(A+\frac{1}{\lambda} B\right) H^{-1}-H_{z} H^{-1} .
\end{aligned}
$$

This extends holomorphically in $\lambda$ to the region $I-\{0\}$, with a simple pole at $\lambda=0$.
It follows from this and elementary complex analysis that $\tilde{F}^{-1} \tilde{F}_{z}$ extends holomorphically in $\lambda$ to $\mathbf{C}^{*} \cup \infty$, with a simple pole at $\lambda=0$. This means that it is linear in $1 / \lambda$.

By the Reality Assumption (or by a similar argument for $\tilde{F}^{-1} \tilde{F}_{\bar{z}}$ ), we see that $\tilde{F}^{-1} \tilde{F}_{z}$ is linear in $\lambda$. Hence $\tilde{F}$ satisfies ( $\Lambda$ ).

Thus, as in the case of the 2DTL, we have found a symmetry group of the harmonic map equation, namely $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}$ :

Theorem. The group $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}$ acts on the set of $\Lambda_{E, \mathbf{R}} G^{c}$-valued extended harmonic maps.
It should be noted that the action of the subgroup $\Lambda_{I, \mathbf{R}}^{\hat{N}, \hat{N}^{\prime}} G^{c}$ is the main point here. The subgroup $\Lambda_{E, \mathbf{R}} G^{c}$ acts simply by multiplication, and this corresponds to translation of a harmonic map by a (constant) element of $G$.

Remark: If we wish to use $(\Omega)$ instead of $(\Lambda)$, then we must use the decomposition

$$
\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}=\Lambda_{E, \mathbf{R}}^{1} G^{c} \Lambda_{I, \mathbf{R}} G^{c}
$$

instead of the above decomposition. This change does not seriously affect the theory, however.

## III. Some families of harmonic maps.

By applying the action of the symmetry group to an obvious solution, we obtain a family of (less obvious) solutions. We shall now consider two such examples.
Examples:
(1) From Chapter 10 we have the following obvious solution of $(\Omega)$ :

$$
F_{0}(z, \lambda)=\exp \left(\frac{1}{2} z\left(1-\frac{1}{\lambda}\right) A_{0}+\frac{1}{2} \bar{z}(1-\lambda) B_{0}\right)
$$

where $A_{0}, B_{0} \in \mathbf{g} \otimes \mathbf{C}$ and $B_{0}=c\left(A_{0}\right),\left[A_{0}, B_{0}\right]=0$. The corresponding harmonic map $\phi$ is given by $\phi(z)=\exp \left(z A_{0}+\bar{z} B_{0}\right)=\exp z A_{0} \exp \bar{z} B_{0}$.

Similarly, the map

$$
F_{0}(z, \lambda)=\exp \left(z \frac{1}{\lambda} A_{0}+\bar{z} \lambda B_{0}\right)
$$

is an obvious solution of $(\Lambda)$.
(2) The following solution is perhaps not obvious, but it is very simple, and it arises naturally from the differential geometric theory of harmonic maps. It is

$$
\phi=i \circ f
$$

where

$$
f: \mathbf{C} \rightarrow G / K
$$

is a holomorphic map into a compact Hermitian symmetric space $G / K$, and where

$$
i: G / K \rightarrow G
$$

is the "Cartan immersion". (The Cartan immersion of a symmetric space will be discussed in Chapter 18.)

It is well known (see Eells and Lemaire [1978]) that a holomorphic map $u: M \rightarrow N$ between Kähler manifolds is harmonic, and that the composition of a harmonic map $u: M \rightarrow N$ with a totally geodesic map $v: N \rightarrow P$ is harmonic. Hence, from these general principles, our map $\phi=i \circ f$ is harmonic. We give a direct proof of this, for the special case where $G=U_{n}, G / K=\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. Let $f: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ be holomorphic. We have an embedding

$$
i: \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \rightarrow U_{n}, \quad V \mapsto \pi_{V}-\pi_{V^{\perp}}
$$

where $\pi_{V}: \mathbf{C}^{n} \rightarrow \mathbf{C}^{n}$ denotes the Hermitian projection operator onto the $k$-plane $V$. (This is essentially the Cartan immersion, which is an embedding in this case.) Let us consider

$$
F: \mathbf{C} \rightarrow \Omega U_{n}, \quad F(z, \lambda)=\pi_{f(z)}+\lambda \pi_{f(z)^{\perp}}
$$

An elementary calculation (see below) shows that $F$ is a solution of $(\Omega)$. The harmonic map $\phi(z)=$ $i(f(z))=F(z,-1)$ is simply the composition

$$
\mathbf{C} \xrightarrow{f} \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \xrightarrow{i} U_{n},
$$

as required
Example (2) suggests the question: Is there a loop theoretic version of the harmonic map equation, for maps $\mathbf{C} \rightarrow G / K$ ? The answer is yes, and we consider this theory in Chapter 18. In particular, we shall explain Example (2) from this point of view.
[Here is the calculation referred to above. We have

$$
\begin{aligned}
F(, \lambda)^{-1} F_{z}(, \lambda) & =\left(\pi_{f}+\frac{1}{\lambda} \pi_{f^{\perp}}\right) \frac{\partial}{\partial z}\left(\pi_{f}+\lambda \pi_{f^{\perp}}\right) \\
& =\left(\pi_{f}+\frac{1}{\lambda} \pi_{f^{\perp}}\right)\left[\frac{\partial}{\partial z} \circ\left(\pi_{f}+\lambda \pi_{f^{\perp}}\right)-\left(\pi_{f}+\lambda \pi_{f^{\perp}}\right) \circ \frac{\partial}{\partial z}\right]
\end{aligned}
$$

by making use of the identity

$$
\frac{\partial}{\partial z} X=\frac{\partial}{\partial z} \circ X-X \circ \frac{\partial}{\partial z}
$$

for $X: \mathbf{C} \rightarrow M_{n} \mathbf{C}$, where $\frac{\partial}{\partial z}, X$ on the right hand side are considered as operators on functions $s: \mathbf{C} \rightarrow \mathbf{C}^{n}$. Thus,

$$
\begin{aligned}
F(, \lambda)^{-1} F_{z}(, \lambda) & =\left(\pi_{f}+\frac{1}{\lambda} \pi_{f^{\perp}}\right) \circ \frac{\partial}{\partial z} \circ\left(\pi_{f}+\lambda \pi_{f^{\perp}}\right)-\frac{\partial}{\partial z} \\
& =\left(\frac{1}{\lambda}-1\right) \pi_{f^{\perp}} \circ \frac{\partial}{\partial z} \circ \pi_{f}+(\lambda-1) \pi_{f} \circ \frac{\partial}{\partial z} \circ \pi_{f^{\perp}}
\end{aligned}
$$

We claim that $\pi_{f} \circ \frac{\partial}{\partial z} \circ \pi_{f \perp}=0$. To see this, we use the well known identification

$$
\begin{aligned}
T \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \otimes \mathbf{C} & =T_{1,0} \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \oplus T_{0,1} \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \\
& =\operatorname{Hom}\left(H, H^{\perp}\right) \oplus \operatorname{Hom}\left(H^{\perp}, H\right)
\end{aligned}
$$

where $H$ is the tautological vector bundle (of rank $k$ ) on $\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. Since $f$ is holomorphic, the ( 0,1 )-part of $D f\left(\frac{\partial}{\partial z}\right)$ is zero. Now, in the above identification, we have

$$
D f\left(\frac{\partial}{\partial z}\right)=\pi_{f^{\perp}} \circ \frac{\partial}{\partial z} \circ \pi_{f} \oplus \pi_{f} \circ \frac{\partial}{\partial z} \circ \pi_{f \perp}
$$

so we conclude that $\pi_{f} \circ \frac{\partial}{\partial z} \circ \pi_{f \perp}=0$, as required.]

## IV. Example: An orbit of the action.

Let's consider in detail the orbit under $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}$ of the extended solution $\pi_{f}+\lambda \pi_{f^{\perp}}$ (from Example (2) above). As we explained in section II, it suffices to consider the orbit of the group $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$.

First, for the special case of a constant loop, i.e., $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right)=\left(X, X^{-1 *}\right), X \in G L_{n} \mathbf{C}$, it is easy to compute the action:

Proposition. $\left(X, X^{-1 *}\right) \cdot\left(\pi_{f}+\lambda \pi_{f^{\perp}}\right)=\pi_{X f}+\lambda \pi_{(X f)^{\perp}}$.
Proof. Let $\left.\left(X, X^{-1 *}\right) \cdot\left(\pi_{f}+\lambda \pi_{f}\right)\right)=F_{1} F_{2}$, where $F_{1}, F_{2}$ take values in $\Lambda_{E, \mathbf{R}}^{1} G L_{n} \mathbf{C}, \Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$ respectively. We have to show that $F_{1}=\pi_{X f}+\lambda \pi_{(X f)^{\perp}}$. To do this, it suffices to show that $\left(\pi_{X f}+\right.$ $\left.\lambda \pi_{(X f)^{\perp}}\right)^{-1} X\left(\pi_{f}+\lambda \pi_{f^{\perp}}\right)$ takes values in $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$. And to do this, it suffices to verify that the value of this expression at $\lambda=0$ is an invertible matrix. The value is just $\pi_{X f} X \pi_{f}+\pi_{(X f)}{ }^{\perp} X \pi_{f \perp}$, which is indeed in $G L_{n} \mathbf{C}$.

We claim next that the action of the whole group $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$ "collapses" to the above action of $G L_{n} \mathbf{C}$. Let $\Lambda_{I, \mathbf{R}}^{\prime} G L_{n} \mathbf{C}$ be the subgroup of $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$ whose elements are of the form

$$
\left(\gamma(\lambda), \gamma(1 / \bar{\lambda})^{-1 *}\right), \quad \text { where } \gamma(\lambda)=\sum_{i \geq 0} A_{i} \lambda^{i} \text { with } A_{0}=I
$$

The quotient group $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C} / \Lambda_{I, \mathbf{R}}^{\prime} G L_{n} \mathbf{C}$ is isomorphic to $G L_{n} \mathbf{C}$. We justify our claim by showing that the group $\Lambda_{I, \mathbf{R}}^{\prime} G L_{n} \mathbf{C}$ acts trivially:

Theorem (Uhlenbeck [1989]; see also $\S 2$ of Guest and Ohnita [1993]). If $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \in \Lambda_{I, \mathbf{R}}^{\prime} G L_{n} \mathbf{C}$, then we have $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \cdot\left(\pi_{f}+\lambda \pi_{f^{\perp}}\right)=\pi_{f}+\lambda \pi_{f^{\perp}}$.

Proof. First we derive an explicit integral formula for $(g h)_{E}$, where $g \in \Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}, h \in \Lambda_{E, \mathbf{R}}^{1} G L_{n} \mathbf{C}$. For a fixed $\lambda \in E$, we integrate the following function over the contour $C^{\epsilon} \cup C^{1 / \epsilon}$. (The circle $C^{\epsilon}$ is given the clockwise orientation, and $C^{1 / \epsilon}$ the opposite orientation.)

$$
\begin{aligned}
f(\mu) & =\frac{\left(\left(h^{-1} g h\right)^{-1}(\mu)-I\right)\left(h^{-1} g h\right)_{E}(\mu)}{(\mu-1)(\mu-\lambda)} \\
& =\frac{\left(h^{-1} g h\right)_{I}^{-1}(\mu)-\left(h^{-1} g h\right)_{E}(\mu)}{(\mu-1)(\mu-\lambda)} \\
& =\frac{\left(h^{-1} g h\right)_{I}^{-1}(\mu)}{(\mu-1)(\mu-\lambda)}-\frac{\left.h^{-1} g h\right)_{E}(\mu)}{\lambda-1}\left\{\frac{1}{\mu-\lambda}-\frac{1}{\mu-1}\right\} .
\end{aligned}
$$

Integrating, and using the Cauchy integral formula, we obtain

$$
\begin{aligned}
\frac{1}{2 \pi \sqrt{-1}} \int_{C^{\epsilon} \cup C^{1 / \epsilon}} f(\mu) d \mu & =-\frac{\left(h^{-1} g h\right)_{E}(\lambda)-\left(h^{-1} g h\right)_{E}(1)}{\lambda-1} \\
& =\frac{\left(h^{-1} g h\right)_{E}(\lambda)-I}{1-\lambda} \\
& =\frac{h^{-1}(\lambda)(g h)_{E}(\lambda)-I}{1-\lambda} .
\end{aligned}
$$

So our formula is

$$
(g h)_{E}(\lambda)-h(\lambda)=\frac{h(\lambda)(1-\lambda)}{2 \pi \sqrt{-1}} \int_{C^{\epsilon} \cup C^{1 / \epsilon}} \frac{\left(\left(h^{-1} g h\right)^{-1}(\mu)-I\right)\left(h^{-1} g h\right)_{E}(\mu)}{(\mu-1)(\mu-\lambda)} d \mu .
$$

If $\left\{g_{t}\right\}$ is a curve in $\Lambda_{I, \mathbf{R}}^{\prime} G L_{n} \mathbf{C}$, with $g_{0}=I$, then differentiation of the formula gives

$$
\left.\frac{d}{d t}\left(g_{t} h\right)_{E}\right|_{t=0}=\frac{(\lambda-1) h(\lambda)}{2 \pi \sqrt{-1}} \int_{C^{\epsilon} \cup C^{1 / \epsilon}} \frac{\left.h^{-1}(\mu) \frac{d}{d t} g_{t}\right|_{t=0} h(\mu)}{(\mu-1)(\mu-\lambda)} d \mu
$$

If we take

$$
\begin{aligned}
h(\lambda) & =\pi_{f}+\lambda \pi_{f^{\perp}} \\
\left.\frac{d}{d t} g_{t}\right|_{t=0} & =\sum_{i \geq 1} A_{i} \lambda^{i}\left(\text { on } C^{\epsilon}\right)
\end{aligned}
$$

then $\left.\frac{d}{d t}\left(g_{t} h\right)_{E}\right|_{t=0}$ is zero, because the numerator in the integrand extends holomorphically to the regions $\left\{\lambda||\lambda|<\epsilon\}\right.$ and $\left\{\lambda||\lambda|>1 / \epsilon\}\right.$. It follows that the "infinitesimal" action of $\Lambda_{I, \mathbf{R}}^{\prime} G L_{n} \mathbf{C}$ fixes $\pi_{f}+\lambda \pi_{f \perp}$. Since the group $\Lambda_{I, \mathbf{R}}^{\prime} G L_{n} \mathbf{C}$ is a connected Lie group, it must act trivially as well.

We conclude that the orbit of $\pi_{f}+\lambda \pi_{f \perp}$ under $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$ is the same as the orbit of $\pi_{f}+\lambda \pi_{f \perp}$ under the much smaller group $G L_{n} \mathbf{C}$. The action of the latter group is induced by the natural action of $G L_{n} \mathbf{C}$ on $\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. It turns out that this behaviour is typical of the case when the harmonic map extends from $\mathbf{C}$ to $\mathbf{C} \cup \infty$. For more general harmonic maps, however, the orbits of $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$ are usually infinite dimensional.

## Bibliographical comments.

See the comments at the end of Chapter 17.

## Chapter 17: Harmonic maps from C to a Lie group (continued)

In this chapter we describe an alternative action of the group $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}$ on harmonic maps $\phi: \mathbf{C} \rightarrow G$, following Guest and Ohnita [1993].

There are two restrictions on our discussion. First, we assume that

$$
G=U_{n}, \quad G^{c}=G L_{n} \mathbf{C}
$$

(The case of general $G$ can be treated by embedding $G$ in some suitable $U_{n}$.) Second, and this is a more serious matter, it is known only that the action agrees with the action of Chapter 16 if $\phi$ extends to the compactification $S^{2}=\mathbf{C} \cup \infty$ of $\mathbf{C}$ (or, more generally, if $\phi$ has "finite uniton number", a term we explain in due course). Subject to these restrictions, the new action has considerable technical advantages over the old action.

## I. A new symmetry group for the harmonic map equation.

As motivation, we reconsider the harmonic map $i \circ f$ of Chapter 16, where

$$
f: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)
$$

is holomorphic, and

$$
i: \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \rightarrow U_{n}
$$

is given by $i(V)=\pi_{V}-\pi_{V}{ }^{\perp}$. This corresponds to the solution

$$
F(z, \lambda)=\pi_{f(z)}+\lambda \pi_{f(z)}{ }^{\perp}
$$

of $(\Omega)$. We showed in section IV of Chapter 16 that the orbit of $F$ under $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}$ is given simply by the orbit of $f$ under $G L_{n} \mathbf{C}$, where $G L_{n} \mathbf{C}$ acts on $\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ in the natural way.

The new action is a generalization of this example. We consider a solution $F: \mathbf{C} \rightarrow \Omega U_{n}$ of $(\Omega)$, then identify $\Omega U_{n}$ with $\mathrm{Gr}^{(n)}$ as in Chapter 12, and finally apply the natural action of $\Lambda G L_{n} \mathbf{C}$ on $\mathrm{Gr}^{(n)}$. We shall see that this new action agrees with the old action, at least when $F$ corresponds to a harmonic map $S^{2} \rightarrow U_{n}$.

First we reformulate our system of equations $(\Omega)$ in terms of $\mathrm{Gr}^{(n)}$, in a way that was first pointed out in Segal [1989]. Let $W: \mathbf{C} \rightarrow \operatorname{Gr}^{(n)}$ correspond to $F: \mathbf{C} \rightarrow \Omega U_{n}$, under the identification $\Omega U_{n} \cong \mathrm{Gr}^{(n)}$. Thus, $W(z)=F(z,) H_{+}^{(n)}$. Consider the following conditions:

$$
\begin{align*}
W_{z} & \subseteq \frac{1}{\lambda} W  \tag{Gr}\\
W_{\bar{z}} & \subseteq W
\end{align*}
$$

The first condition means that the vector $\partial s(z) / \partial z$ is contained in the subspace $\lambda^{-1} W(z)$ of $H^{(n)}$, for every (smooth) map $s: \mathbf{C} \rightarrow H^{(n)}$ such that $s(z) \in W(z)$. The second condition is interpreted in a similar way. By the calculation at the end of section III of Chapter 16, the second condition says that $W: \mathbf{C} \rightarrow \mathrm{Gr}^{(n)}$ is holomorphic.

Proposition. $F$ is a solution of $(\Omega)$ if and only if $W$ is a solution of $(\mathrm{Gr})$.
Proof. If $F$ is a solution of $(\Omega)$, then it is obvious that $W$ is a solution of $(\mathrm{Gr})$. Conversely, assume that $W=F H_{+}^{(n)}$ satisfies (Gr). Then we have

$$
F^{-1} F_{z} H_{+}^{(n)} \subseteq \frac{1}{\lambda} H_{+}^{(n)}, \quad F^{-1} F_{\bar{z}} H_{+}^{(n)} \subseteq H_{+}^{(n)}
$$

From the first of these, we have $F^{-1} F_{z}=\sum_{i \geq-1} A_{i} \lambda^{i}$. From the second, we have $F^{-1} F_{\bar{z}}=\sum_{i \geq 0} B_{i} \lambda^{i}$. On applying the transformation $X \mapsto-X^{*}$, we obtain $F^{-1} F_{\bar{z}}=\sum_{i \geq-1} C_{i} \lambda^{-i}$ and $F^{-1} F_{z}=\sum_{i \geq 0} D_{i} \lambda^{-i}$. Combining all four expressions, we find that $F^{-1} F_{z}$ is linear in $\lambda^{-1}$, and $F^{-1} F_{\bar{z}}$ is linear in $\lambda$, as required.

For any $\gamma \in \Lambda G L_{n} \mathbf{C}$ and any solution $W\left(=F H_{+}^{(n)}\right)$ of the system (Gr), we define

$$
\gamma \cdot W=\gamma W\left(=\gamma F H_{+}^{(n)}\right)
$$

i.e., we use the natural action of $\Lambda G L_{n} \mathbf{C}$ on $\mathrm{Gr}^{(n)} \cong \Lambda G L_{n} \mathbf{C} / \Lambda_{+} G L_{n} \mathbf{C}$.

Via the identification $\Omega U_{n} \cong \mathrm{Gr}^{(n)}$, this action of $\Lambda G L_{n} \mathbf{C}$ on $\Omega U_{n}$ is given simply by $\gamma \cdot \delta=$ $(\gamma \delta)_{u}$, where the factorization $\gamma \delta=(\gamma \delta)_{u}(\gamma \delta)_{+}$is the factorization with respect to the decomposition $\Lambda G L_{n} \mathbf{C}=\Omega U_{n} \Lambda_{+} G L_{n} \mathbf{C}$. Hence, $\gamma W: \mathbf{C} \rightarrow \operatorname{Gr}^{(n)}$ corresponds to the map $(\gamma F)_{u}: \mathbf{C} \rightarrow \Omega U_{n}$. We could therefore define our action in the following equivalent way:

$$
\gamma \cdot F=(\gamma F)_{u}
$$

However, to avoid confusion, we generally express the old action in terms of $F$, and the new action in terms of $W$.

Proposition. $\gamma \cdot W$ is also a solution of ( Gr ).
Proof. The proof is trivial: $\Lambda G L_{n} \mathbf{C}$ acts linearly on $H_{+}^{(n)}$, and commutes with multiplication by $\lambda^{-1}$ !

Let us now consider the relationship between the new action of $\Lambda G L_{n} \mathbf{C}$ and the old action of $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}$. We begin with some preliminary remarks.
(1) For the old action, we must use the decomposition $\Lambda^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}=\Lambda_{E, \mathbf{R}}^{1} G L_{n} \mathbf{C} \Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$ (because we use $(\Omega)$ rather than $(\Lambda)$ ).
(2) As pointed out in Chapter 16, it suffices to consider the action of $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$.
(3) Let $\gamma \in \Lambda_{+} G L_{n} \mathbf{C}$. Thus, $\gamma$ extends holomorphically to $\{\lambda||\lambda| \leq 1\}$; let us choose such an extension and call it $\gamma^{\prime}$. We construct an element $\hat{\gamma}$ of $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$ by defining

$$
\hat{\gamma}(\lambda)= \begin{cases}\gamma^{\prime}(\lambda) & \text { for }|\lambda|=\epsilon \\ \gamma^{\prime}(1 / \bar{\lambda})^{-1 *} & \text { for }|\lambda|=1 / \epsilon\end{cases}
$$

(4) Let $F: \mathbf{C} \rightarrow \Omega U_{n}$ be a solution of ( $\Omega$ ). As explained in Chapter 16 , we may consider $F$ as a map from $\mathbf{C}$ to $\Lambda_{E, \mathbf{R}}^{1} G L_{n} \mathbf{C}$.

We are now in a position to state the relationship between our two actions:
Theorem. If $W$ corresponds to $F$, then $\gamma \cdot W$ corresponds to $\hat{\gamma} \cdot F$.
Proof. To find $\hat{\gamma} \cdot F$, we must find the " $E-I$ " factorization of $\hat{\gamma} F(z):, C^{\epsilon} \cup C^{1 / \epsilon} \rightarrow G L_{n} \mathbf{C}$. Fortunately we are in the special situation considered at the end of Chapter 12. Namely, $\hat{\gamma} F(z$,$) is defined for all$ $\lambda$ with $\epsilon \leq|\lambda| \leq 1$. Hence $\hat{\gamma} \cdot F$ is given by the first factor of

$$
\left.\hat{\gamma} F(z,)\right|_{|\lambda|=1}
$$

with respect to the decomposition $\Lambda G L_{n} \mathbf{C}=\Omega U_{n} \Lambda_{+} G L_{n} \mathbf{C}$. This is simply $(\gamma F)_{u}$. By the remarks above, this corresponds to $\gamma \cdot W$.

We have shown that the new action of $\Lambda_{+} G L_{n} \mathbf{C}$ corresponds to the old action of a subgroup of $\Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}$. Since the new action of $\Omega U_{n}$ and the old action of $\Lambda_{E, \mathbf{R}} G L_{n} \mathbf{C}$ are just given by translation, it follows that the new action of $\Lambda G L_{n} \mathbf{C}\left(=\Omega U_{n} \Lambda_{+} G L_{n} \mathbf{C}\right)$ is entirely determined by the old action of $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C} \quad\left(=\Lambda_{E, \mathbf{R}}^{1} G L_{n} \mathbf{C} \Lambda_{I, \mathbf{R}} G L_{n} \mathbf{C}\right)$. We do not claim that the converse is true, in general - we return to this matter in section III.

## II. An example.

Let us return briefly to Example (2) of Chapter 16, i.e., the solution $F(z, \lambda)=\pi_{f(z)}+\lambda \pi_{f(z)}{ }^{\perp}$ of $(\Omega)$. The corresponding solution $W$ of $(\mathrm{Gr})$ is given by

$$
W(z)=F(z, \lambda) H_{+}^{(n)}=f(z) \oplus \lambda H_{+}^{(n)}
$$

The new action makes it very easy to obtain the results of section IV of Chapter 16. First we have:
Proposition. For $X \in G L_{n} \mathbf{C}, X \cdot\left(\pi_{f}+\lambda \pi_{f}{ }^{\perp}\right)=\pi_{X f}+\lambda \pi_{X f}{ }^{\perp}$.
Proof. $X\left(f(z) \oplus \lambda H_{+}^{(n)}\right)=X f(z) \oplus \lambda H_{+}^{(n)}$.
Next, we prove that the subgroup

$$
\Lambda_{+}^{\prime} G L_{n} \mathbf{C}=\left\{\gamma \in \Lambda_{+} G L_{n} \mathbf{C} \mid \gamma(\lambda)=I+\sum_{i \geq 1} A_{i} \lambda^{i}\right\}
$$

fixes $W$ :
Theorem. For $\gamma \in \Lambda_{+}^{\prime} G L_{n} \mathbf{C}$, we have $\gamma \cdot\left(\pi_{f}+\lambda \pi_{f}{ }^{\perp}\right)=\pi_{f}+\lambda \pi_{f}{ }^{\perp}$.
Proof. $\left(I+\sum_{i \geq 1} A_{i} \lambda^{i}\right)\left(f(z) \oplus \lambda H_{+}^{(n)}\right)=f(z) \oplus \lambda H_{+}^{(n)}$.
As in the case of the old action, we conclude that the orbit $\pi_{f}+\lambda \pi_{f}{ }^{\perp}$ under $\Lambda_{+} G L_{n} \mathbf{C}$ is given by the orbit of $f$ under $G L_{n} \mathbf{C} \cong \Lambda_{+} G L_{n} \mathbf{C} / \Lambda_{+}^{\prime} G L_{n} \mathbf{C}$.

## III. Description of harmonic maps $S^{2} \rightarrow U_{n}$ in terms of unitons.

One of the main results of Uhlenbeck [1989] concerning harmonic maps $\phi: S^{2} \rightarrow U_{n}$ is:
Theorem A (Uhlenbeck [1989]). Let $\phi: S^{2} \rightarrow U_{n}$ be harmonic. Then there exists a corresponding solution $F$ of $(\Omega)$ and an element $\gamma$ of $\Omega U_{n}$ such that
(i) $\gamma(\lambda) F(z, \lambda)=\sum_{i=0}^{r} A_{i}(z) \lambda^{i}$, i.e., $\gamma F$ is a polynomial in $\lambda$;
(ii) $\gamma F$ may be factorized in the form

$$
\gamma(\lambda) F(, \lambda)=\left(\pi_{f_{1}}+\lambda \pi_{f_{1}}{ }^{\perp}\right) \ldots\left(\pi_{f_{r}}+\lambda \pi_{f_{r}}{ }^{\perp}\right)
$$

where $f_{i}: S^{2} \rightarrow \operatorname{Gr}_{k_{i}}\left(\mathbf{C}^{n}\right)$ for some $k_{i}$;
(iii) and finally, $r \leq n-1$.

The first factor $\pi_{f_{1}}+\lambda \pi_{f_{1}} \perp$ in part (ii) is of the type considered in the previous section, i.e., $f_{1}$ is holomorphic. This is called a uniton in Uhlenbeck [1989]. The maps $f_{i}$ for $i \geq 2$ are not necessarily holomorphic; they are holomorphic in a "twisted" sense, and Uhlenbeck calls $F$ an $r$-uniton. This description is not quite so useful as it seems, because of the difficulty of dealing with the twisting. However, an interesting application of this description (Wood [1989]) is that any harmonic map $S^{2} \rightarrow U_{n}$ can be constructed by performing elementary operations (algebraic operations and integrations) on meromorphic functions. We prove a version of this result in Chapter 22.

Part (i) of the above theorem is the fundamental "finiteness property" of harmonic maps defined on $S^{2}$. In Segal [1989], a different version of this was proved:

Theorem B (Segal [1989]). Let $\phi: S^{2} \rightarrow U_{n}$ be harmonic. Then there exists a corresponding solution $W$ of $(\mathrm{Gr})$ and an element $\gamma$ of $\Lambda G L_{n} \mathbf{C}$ such that the image of $\gamma W: S^{2} \rightarrow \mathrm{Gr}^{(n)}$ lies in the algebraic Grassmannian

$$
\operatorname{Gr}^{(n), \text { alg }}=\left\{W \subseteq H^{(n)} \mid \lambda W \subseteq W \text { and } \lambda^{r} H_{+}^{(n)} \subseteq W \subseteq \lambda^{-r} H_{+}^{(n)} \text { for some } r\right\}
$$

Furthermore, this element $\gamma$ may be chosen so that $\lambda^{r} H_{+}^{(n)} \subseteq W \subseteq H_{+}^{(n)}$, for some $r$.
The algebraic Grassmannian is the subspace of $\mathrm{Gr}^{(n)}$ which corresponds to the algebraic loop group

$$
\Omega^{\text {alg }} U_{n}=\left\{\gamma \in \Omega U_{n} \mid \gamma(\lambda)=\sum_{i=-r}^{r} A_{i} \lambda^{i} \text { for some } r\right\}
$$

Theorem B is equivalent to part (i) of Theorem A. Segal deduces parts (ii) and (iii) of Theorem A from this by considering the flag

$$
W=W_{(r)} \subseteq W_{(r-1)} \subseteq \ldots \subseteq W_{(1)} \subseteq H_{+}^{(n)}
$$

where $W_{(r-i)}=\lambda^{-i} W \cap H_{+}^{(n)}$.
The number $r$ appearing in Theorems A and B is called the uniton number of $\phi$. (More precisely, the least such number is called the minimal uniton number of $\phi$.) In general, a harmonic map $\phi: \mathbf{C} \rightarrow U_{n}$ is said to have finite uniton number if there exists a corresponding solution $F$ of $(\Omega)$ which (possibly after multiplication by an element of $\Omega U_{n}$ ) is polynomial in $\lambda$. Theorems A and B say that any harmonic map which extends to $S^{2}$ has finite uniton number.

It is shown in $\S 5$ of Guest and Ohnita [1993] that, for harmonic maps of finite uniton number, the old action of $\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G L_{n} \mathbf{C}$ is determined by the new action of $\Lambda G L_{n} \mathbf{C}$. Thus, in this case, the old and new actions are completely equivalent.

## IV. The algebraic Grassmannian $\mathrm{Gr}^{(n) \text {,alg }}$.

The subspace $\mathrm{Gr}^{(n), \text { alg }}$ of $\mathrm{Gr}^{(n)}$ (defined in Theorem B above) is a "purely algebraic object", in contrast to $\mathrm{Gr}^{(n)}$ itself. This fact is responsible for the special properties of harmonic maps $S^{2} \rightarrow U_{n}$. The space $\mathrm{Gr}^{(n), \text { alg }}$ is a very important manifestation of the "hidden" algebraic structure of the harmonic map equation, and a typical illustration of algebraic methods in the theory of integrable systems. In Chapters 20-22 we try to justify these assertions in more detail, so we end this chapter with some further remarks on $\mathrm{Gr}^{(n), \text { alg }}$.

We have mentioned two group actions on $\mathrm{Gr}^{(n)}$ so far, the natural action of $\Lambda G L_{n} \mathbf{C}$, and the action of $S^{1}$ given by "rotation of parameter". Together, these give an action of the semi-direct product $S^{1} \ltimes \Lambda G L_{n} \mathbf{C}$, if we use the formula

$$
(u \cdot \gamma) \cdot W=u \cdot(\gamma \cdot W)
$$

This is a slightly larger group than the group $S^{1} \ltimes \Lambda U_{n}$ which arose in our discussion of affine Lie algebras, in Chapter 11. However, it is smaller than the naive candidate for the complexification of $S^{1} \ltimes \Lambda U_{n}$, namely " $\mathbf{C}^{*} \ltimes \Lambda G L_{n} \mathbf{C}$ ". Unfortunately, the latter is not well defined, because the "action" of $\mathbf{C}^{*}$ on $\Lambda G L_{n} \mathbf{C}$ given by $(u \cdot \gamma)(\lambda)=\gamma(u \lambda)$ may not be defined when $|u| \neq 1$.

A resolution of this difficulty is provided by the algebraic loop group

$$
\Lambda^{\mathrm{alg}} G L_{n} \mathbf{C}=\left\{\gamma \in \Lambda G L_{n} \mathbf{C} \mid \gamma(\lambda)=\sum_{i=-r}^{r} A_{i} \lambda^{i}, \gamma(\lambda)^{-1}=\sum_{i=-s}^{s} B_{i} \lambda^{i}\right\}
$$

(cf. the definition of $\Omega^{\text {alg }} U_{n}$ in the last section). The group $\mathbf{C}^{*}$ acts on $\Lambda^{\text {alg }} G L_{n} \mathbf{C}$ by the formula $(u \cdot \gamma)(\lambda)=\gamma(u \lambda)$, and we have a well defined semi-direct product $\mathbf{C}^{*} \ltimes \Lambda^{\text {alg }} G L_{n} \mathbf{C}$.

The group $\Lambda^{\text {alg }} G L_{n} \mathbf{C}$ acts on $\mathrm{Gr}^{(n)}$,alg. Not surprisingly, we have the following "algebraic" version of Theorem 1 of Chapter 12:

$$
\operatorname{Gr}^{(n), \text { alg }} \cong \Lambda^{\mathrm{alg}} U_{n} / U_{n} \cong \Lambda^{\mathrm{alg}} G L_{n} \mathbf{C} / \Lambda_{+}^{\mathrm{alg}} G L_{n} \mathbf{C}
$$

There is a similar analogue of Theorem 2 of Chapter 12:

$$
\mathrm{Fl}^{(n), \mathrm{alg}} \cong \Lambda^{\mathrm{alg}} U_{n} / T_{n} \cong \Lambda^{\mathrm{alg}} G L_{n} \mathbf{C} / \Lambda_{+}^{\Delta, \mathrm{alg}} G L_{n} \mathbf{C}
$$

These are proved by the same method as for Theorems 1 and 2. In Chapter 19 we make use of the "full" complexified group $\mathbf{C}^{*} \ltimes \Lambda^{\text {alg }} G L_{n} \mathbf{C}$. It is easy to verify that this group, like its real form, acts as a symmetry group of the harmonic map equation ( Gr ), in the case of harmonic maps $S^{2} \rightarrow U_{n}$.

There is a beautiful Morse theoretic explanation of the difference between $\mathrm{Gr}^{(n)}$ and $\mathrm{Gr}^{(n), \text { alg }}$. This is closely related to our discussion of "height functions on Ad-orbits" in Chapter 4, and to the discussion of Bruhat decompositions of Grassmannians in Chapter 14. It depends on the fact that $\Omega U_{n}$, and hence $\mathrm{Gr}^{(n)}$, can be identified with the Ad-orbit $M_{(\sqrt{-1}, 0)}$ in $\sqrt{-1} \mathbf{R} \ltimes \Lambda \mathbf{u}_{n}$ (see Chapter 11). The height function $H^{(\sqrt{-1}, 0)}: \Omega U_{n} \rightarrow \mathbf{R}$ turns out to be (up to constants) the energy function $\gamma \mapsto \int\left\|\gamma^{\prime}\right\|^{2}$. It is well known that the critical points of this functional are the homomorphisms $S^{1} \rightarrow U_{n}$. The Hamiltonian vector field is generated by the action of the subgroup $S^{1} \times\{I\}$ of $S^{1} \ltimes \Lambda U_{n}$; the gradient vector field is generated by the action of the multiplicative subgroup $(0, \infty) \times\{I\}$ of $\mathbf{C}^{*} \ltimes \Lambda^{\text {alg }} G L_{n} \mathbf{C}$.

The main difference between this (infinite dimensional) example and the (finite dimensional) examples of Chapter 4 is that the group $(0, \infty) \times\{I\}$ does not act on the whole of $\Omega U_{n}$. In other words, the integral curves of the gradient vector field are not necessarily defined for all time. This is due to the noncompactness of $\Omega U_{n}$. It turns out that the semigroup $[1, \infty) \times\{I\}$ - which represents the "downwards" gradient flow - acts on the whole of $\Omega U_{n}$, but the semigroup $(0,1] \times\{I\}$ - which represents the "upwards" gradient flow - acts only on the algebraic loop group $\Omega^{\text {alg }} U_{n}$. This reflects the analytical fact that the energy functional is bounded below, but not above. More generally, the semigroup

$$
\mathbf{C}_{\geq 1}^{*}=\left\{(u, I)\left|u \in \mathbf{C}^{*},|u| \geq 1\right\}\right.
$$

acts on all of $\Omega U_{n}$, but the semigroup

$$
\mathbf{C}_{\leq 1}^{*}=\left\{(u, I)\left|u \in \mathbf{C}^{*},|u| \leq 1\right\}\right.
$$

acts only on $\Omega^{\text {alg }} U_{n}$.
In section III of Chapter 14 we considered the two (dual) Bruhat decompositions of $\operatorname{Gr}_{i}\left(\mathbf{C}^{n}\right)$, and their Morse theoretic interpretation. That theory extends to our infinite dimensional Grassmannian, if we take account of the difference between $\mathrm{Gr}^{(n)}$ and $\mathrm{Gr}^{(n), \text { alg }}$. If $\gamma: S^{1} \rightarrow U_{n}$ is a homomorphism (i.e., a critical point of the energy function), it can be shown that the stable manifold containing $\gamma$ is the orbit

$$
\Lambda_{-} G L_{n} \mathbf{C} \cdot \gamma H_{+}^{(n)}
$$

This is the same as

$$
\Lambda_{-} G L_{n} \mathbf{C}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

for unique integers $k_{1} \geq \cdots \geq k_{n}$. We therefore have a (disjoint) decomposition

$$
\operatorname{Gr}^{(n)}=\bigcup_{k_{1} \geq \cdots \geq k_{n}} \Lambda_{-} G L_{n} \mathbf{C}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

It is instructive to consider the action of $\mathbf{C}_{\geq 1}^{*}$ from this point of view. We have

$$
u \cdot \sum_{i \leq 0} A_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}=\sum_{i \leq 0} A_{i}(u \lambda)^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

As $|u| \rightarrow \infty$, we have

$$
u \cdot \sum_{i \leq 0} A_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)} \quad \longrightarrow \quad A_{0}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

so we see explicitly how any point flows to a homomorphism.
There is a corresponding decomposition of $\Lambda G L_{n} \mathbf{C}$ :

$$
\Lambda G L_{n} \mathbf{C}=\bigcup_{k_{1} \geq \cdots \geq k_{n}} \Lambda_{-} G L_{n} \mathbf{C}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) \Lambda_{+} G L_{n} \mathbf{C}
$$

These decompositions of $\mathrm{Gr}^{(n)}$ and $\Lambda G L_{n} \mathbf{C}$ are referred to as Birkhoff decompositions. (This is a refinement of our terminology in Chapter 12, where we called the "partial decomposition"

$$
\Lambda G L_{n} \mathbf{C} \supseteq \Lambda_{-}^{1} G L_{n} \mathbf{C} \Lambda_{+} G L_{n} \mathbf{C}
$$

the Birkhoff decomposition. The factorization $\gamma=\gamma_{-} \gamma_{0} \gamma_{+}$of Chapter 12 arises from this "new" Birkhoff decomposition.)

The unstable manifold containing $\gamma$ turns out to be the orbit of $\gamma$ under $\Lambda_{+} G L_{n} \mathbf{C}$, but there are two new features now:
(1) $\Lambda G L_{n} \mathbf{C}$ is strictly larger than $\bigcup_{\gamma} \Lambda_{+} G L_{n} \mathbf{C} \cdot \gamma$
(2) $\Lambda_{+} G L_{n} \mathbf{C} \cdot \gamma=\Lambda_{+}^{\mathrm{alg}} G L_{n} \mathbf{C} \cdot \gamma$ (and this is a finite dimensional manifold).

Thus, instead of a decomposition of $\mathrm{Gr}^{(n)}$, the unstable manifolds give a decomposition of $\mathrm{Gr}^{(n)}$,alg :

$$
\mathrm{Gr}^{(n), \mathrm{alg}}=\bigcup_{k_{1} \geq \cdots \geq k_{n}} \Lambda_{+}^{\mathrm{alg}} G L_{n} \mathbf{C}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

The action of $\mathbf{C}_{\leq 1}^{*}$ on a piece of this decomposition is given by

$$
u \cdot \sum_{i \geq 0} A_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}=\sum_{i \geq 0} A_{i}(u \lambda)^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)},
$$

and, as $|u| \rightarrow 0$, we have

$$
u \cdot \sum_{i \geq 0} A_{i} \lambda^{i}\left(\begin{array}{cccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)} \quad \longrightarrow \quad A_{0}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

The corresponding group decomposition is

$$
\Lambda^{\mathrm{alg}} G L_{n} \mathbf{C}=\bigcup_{k_{1} \geq \cdots \geq k_{n}} \Lambda_{+}^{\mathrm{alg}} G L_{n} \mathbf{C}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) \Lambda_{+}^{\mathrm{alg}} G L_{n} \mathbf{C}
$$

These decompositions are referred to as Bruhat decompositions.
Remark: The orbit $\Lambda_{+}^{\text {alg }} G L_{n} \mathbf{C} \cdot \gamma$ is not a cell, because $\gamma$ is not (usually) an isolated critical point. In fact, the connected critical manifold containing $\gamma$ is the orbit $G L_{n} \mathbf{C} \cdot \gamma$, i.e., the conjugacy class of $\gamma$ in $\Omega U_{n}$, and $\Lambda_{+}^{\text {alg }} G L_{n} \mathbf{C} \cdot \gamma$ has the structure of a vector bundle over $G L_{n} \mathbf{C} \cdot \gamma$. The finite dimensional analogue of this (in Chapter 14) would be obtained by replacing $N_{n}$ (or $\Delta_{n}$ ) by a larger parabolic subgroup of $G^{c}$. Similar remarks apply to $\Lambda_{-} G L_{n} \mathbf{C} \cdot \gamma$.

## Bibliographical comments for Chapters 16-17.

Chapter 16 presents the approach to harmonic maps which was introduced in Uhlenbeck [1989]. We have emphasized the loop group theoretic point of view, as in Bergvelt and Guest [1991].

Some explicit computations can be done by making use of loops of "simplest type" (Uhlenbeck [1989]; Bergvelt and Guest [1991]). A related explicit construction, the Darboux transformation, has been studied in Gu and Hu [1995].

The action of $S^{1}$ was first noted by Terng (see $\S 7$ of Uhlenbeck [1989]). In the example of section IV of Chapter 16, it is easy to see that this action is trivial. However, it is certainly not trivial on more general harmonic maps (see Chapter 20).

The Grassmannian theoretic point of view was introduced in Segal [1989]. The action of $\Lambda G L_{n} \mathbf{C}$ on solutions of (Gr), and its relationship with the dressing action of Uhlenbeck [1989], was studied in Guest and Ohnita [1993].

The various formulations of the harmonic map equation $-(\Omega)$ and $(\Lambda)$ in Chapter 16, (Gr) in Chapter 17 - are extremely useful. Each expresses the harmonic map equation in terms of an infinite dimensional
manifold, but each has its own special flavour. We have already pointed out that $(\Lambda)$ is particularly suitable when discussing the $S^{1}$-action, for example. On the other hand, the geometrical nature of ( Gr ) is very convenient for explicit calculations. For example, the treatment of the example in section II of Chapter 17 was much easier than in section IV of Chapter 16 . We see further examples in Chapter 20.

A comment should be made here on the (omitted) proofs of Theorems A and B, the finiteness theorems for harmonic maps defined on $S^{2}$. Uhlenbeck proves Theorem A by observing that, for any solution $F: S^{2} \rightarrow \Omega U_{n}$ of $(\Omega)$, the coefficients of $F$ satisfy a certain elliptic partial differential equation. The compactness of $S^{2}$ leads to the desired result. Segal proves Theorem B by showing more generally that, for any holomorphic map $W: S^{2} \rightarrow \mathrm{Gr}^{(n)}$, there exists an element $\gamma$ of of $\Lambda G L_{n} \mathbf{C}$ such that the image of $\gamma W$ lies in $\mathrm{Gr}^{(n), \text { alg }}$. Again, compactness of $S^{2}$ is an essential ingredient. Both proofs apply also to the case of a map $F: M \rightarrow \Omega U_{n}$ (or $W: M \rightarrow \mathrm{Gr}^{(n)}$ ), for any compact Riemann surface $M$. However, this says nothing about harmonic maps $\phi: M \rightarrow U_{n}$, as there is no guarantee that $\phi$ corresponds to such an $F$. The construction of Chapter 16 would merely produce a map $F: \tilde{M} \rightarrow \Omega U_{n}$, where $\tilde{M}$ is the universal cover of $M-$ but $\tilde{M}$ is compact only if $M=S^{2}$.

The relationship between $\mathrm{Gr}^{(n)}$ and $\mathrm{Gr}^{(n), \text { alg }}$, and all the related Morse theory results, are explained in detail in Pressley [1982] and Chapter 8 of Pressley and Segal [1986]. The first Morse theoretic approach to $\Omega G$ was that of Bott [1956].

## Chapter 18: Harmonic maps from $C$ to a symmetric space

A symmetric space is a homogeneous space $G / K$ such that
(1) there is an involution $\sigma: G \rightarrow G$ (i.e., an automorphism $\sigma: G \rightarrow G$ of order 2 ), such that
(2) $\left(G_{\sigma}\right)_{0} \subseteq K \subseteq G_{\sigma}$, where $\left(G_{\sigma}\right)_{0}$ is the identity component of $G_{\sigma}=\{g \in G \mid \sigma(g)=g\}$.

If $\sigma$ is an inner involution (i.e., $\sigma(g)=a g a^{-1}$ for some $a \in G$ ), then we say that $G / K$ is an inner symmetric space. We assume that $G$ is a compact connected Lie group here; hence $G / K$ is also compact and connected.

It is well known that the map

$$
i: G / K \rightarrow G, \quad g K \mapsto \sigma(g) g^{-1}
$$

defines an immersion of $G / K$ into $G$ (this is called the Cartan immersion). If we define

$$
N^{\sigma}=\left\{x \in G \mid \sigma(x)=x^{-1}\right\}
$$

then it is known that $i(G / K)\left(\cong G / G_{\sigma}\right)$ is the component of $N^{\sigma}$ which contains the identity element $e$ of $G$.
Examples:
(1) Let $G=U_{n}, K=U_{k} \times U_{n-k}$. Let

$$
\sigma(X)=E_{k} X E_{k}^{-1}, \quad \text { where } E_{k}=\left(\begin{array}{cc}
I_{k} & 0 \\
0 & -I_{n-k}
\end{array}\right)
$$

and where $I_{k}$ denotes the $k \times k$ identity matrix. The symmetric space $G / K$ is the Grassmannian $\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. In this example we have $\left(G_{\sigma}\right)_{0}=K=G_{\sigma}$. We also have

$$
\begin{aligned}
N^{\sigma} & =\left\{X \in U_{n} \mid E_{k} X E_{k}^{-1}=X^{-1}\right\} \\
& =\left\{X \in U_{n} \mid\left(E_{k} X\right)^{2}=I\right\}
\end{aligned}
$$

Since the eigenvalues of $E_{k} X$ are 1 or -1 (when $X \in N^{\sigma}$ ), it is easy to see that $N^{\sigma}$ has $n+1$ connected components; the components are indexed by the number of positive eigenvalues of $E_{k} X$. The $k$-th component may be identified with $\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. The embedding of this component in $U_{n}$ is given explicitly by

$$
\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \rightarrow U_{n}, \quad V \mapsto E_{k}\left(\pi_{V}-\pi_{V^{\perp}}\right)
$$

where $\pi_{V}: \mathbf{C}^{n} \rightarrow \mathbf{C}^{n}$ denotes the Hermitian projection operator onto the $k$-plane $V$.
(2) Let $G=S O_{n+1}$, and let

$$
\sigma(X)=E_{n} X E_{n}^{-1}, \quad \text { where } E_{n}=\left(\begin{array}{cc}
I_{n} & 0 \\
0 & -1
\end{array}\right)
$$

We have $G_{\sigma}=S\left(O_{n} \times O_{1}\right)$, which has two connected components. If we take $K=G_{\sigma}$, we obtain the symmetric space $G / K=\mathbf{R} P^{n}$, which is a "real" version of Example (1). But if we take $K=\left(G_{\sigma}\right)_{0}$, we obtain the symmetric space $G / K=S^{n}$.

It is well known that each component of $N^{\sigma}$ is a totally geodesic submanifold of $G$. From this (see the comments in Example (2) of Chapter 16) one can derive the following basic fact concerning harmonic maps:

Proposition. $\phi: \mathbf{C} \rightarrow G / K$ is harmonic if and only if $i \circ \phi: \mathbf{C} \rightarrow G$ is harmonic.
The proposition shows that the theory of harmonic maps $\mathbf{C} \rightarrow G / K$ is a special case of the theory of harmonic maps $\mathbf{C} \rightarrow G$. In this section we shall study this special case, using loop groups.

Not surprisingly, we shall use the twisted loop group

$$
(\Lambda G)_{\sigma}=\{\gamma \in \Lambda G \mid \sigma(\gamma(\lambda))=\gamma(-\lambda)\} \subseteq \Lambda G
$$

where $\sigma$ is the above involution. In Chapter 16, we saw that the harmonic map equation (for $\phi: \mathbf{C} \rightarrow G$ ) was equivalent to a "simpler" system of equations (for $F: \mathbf{C} \rightarrow \Lambda G$ ), namely ( $\Lambda$ ). Let us now consider the twisted version of this system, i.e.,

$$
\begin{align*}
& F^{-1} F_{z}=\text { linear in } \frac{1}{\lambda}\left(=U+\frac{1}{\lambda} V \text { for some } U, V\right) \\
& F^{-1} F_{\bar{z}}=\text { linear in } \lambda(=X+\lambda Y \text { for some } X, Y)
\end{align*}
$$

where $F: \mathbf{C} \rightarrow(\Lambda G)_{\sigma}$. (Since $F^{-1} F_{z}, F^{-1} F_{\bar{z}}$ take values in $(\Lambda \mathbf{g})_{\sigma} \otimes \mathbf{C}$, it follows that $U, X$ take values in the ( +1 )-eigenspace of $\mathbf{g} \otimes \mathbf{C}$, and that $V, Y$ take values in the ( -1 )-eigenspace.) It turns out that this system is equivalent to the harmonic map equation for maps $\mathbf{C} \rightarrow G / K$ :

## Proposition.

(1) Let $F: \mathbf{C} \rightarrow(\Lambda G)_{\sigma}$ be a solution of $\left(\Lambda_{\sigma}\right)$. Then $\phi(z)=[F(z, 1)]$ defines a harmonic map from $\mathbf{C}$ to $G / K$.
(2) Conversely, if $\phi$ is a harmonic map from $\mathbf{C}$ to $G / K$, then there exists a solution $F$ of $\left(\Lambda_{\sigma}\right)$ such that $\phi(z)=[F(z, 1)]$.

Proof. Any (smooth) map $\phi: \mathbf{C} \rightarrow G / K$ may be written in the form $\phi=[\psi]$, for some map $\psi: \mathbf{C} \rightarrow G$. (This is because $G \rightarrow G / K$ is a locally trivial fibre bundle, and $\mathbf{C}$ is simply connected.) From the above discussion, $\phi$ is harmonic if and only if $\theta=\sigma(\psi) \psi^{-1}$ is harmonic.

Let $M^{\prime}, N^{\prime}$ be the components of $\psi^{-1} \psi_{z}$ in the $(-1),(+1)$-eigenspaces of $\sigma$ (on $\mathbf{g} \otimes \mathbf{C}$ ), and let $M^{\prime \prime}, N^{\prime \prime}$ be the analogous components of $\psi^{-1} \psi_{\bar{z}}$. We have

$$
\begin{aligned}
\theta^{-1} \theta_{z} & =\psi \sigma\left(\psi^{-1}\right)\left(\sigma\left(\psi_{z}\right) \psi^{-1}-\sigma(\psi) \psi^{-1} \psi_{z} \psi^{-1}\right) \\
& =\psi\left(\sigma\left(\psi^{-1} \psi_{z}\right)-\psi^{-1} \psi_{z}\right) \psi^{-1} \\
& =-2 \psi M^{\prime} \psi^{-1}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\theta^{-1} \theta_{z}\right)_{\bar{z}} & =-2\left\{\psi_{\bar{z}} M^{\prime} \psi^{-1}+\psi M_{\bar{z}}^{\prime} \psi^{-1}-\psi M^{\prime} \psi^{-1} \psi_{\bar{z}} \psi^{-1}\right\} \\
& =-2 \psi\left\{\left(M^{\prime \prime}+N^{\prime \prime}\right) M^{\prime}+M_{\bar{z}}^{\prime}-M^{\prime}\left(M^{\prime \prime}+N^{\prime \prime}\right)\right\} \psi^{-1} \\
& =-2 \psi\left\{\left[M^{\prime \prime}, M^{\prime}\right]+\left[N^{\prime \prime}, M^{\prime}\right]+M_{\bar{z}}^{\prime}\right\} \psi^{-1}
\end{aligned}
$$

Similarly we have $\left(\theta^{-1} \theta_{\bar{z}}\right)_{z}=-2 \psi\left\{\left[M^{\prime}, M^{\prime \prime}\right]+\left[N^{\prime}, M^{\prime \prime}\right]+M_{z}^{\prime \prime}\right\} \psi^{-1}$, so the harmonic map equation for $\theta$ becomes

$$
M_{\bar{z}}^{\prime}+M_{z}^{\prime \prime}=\left[M^{\prime}, N^{\prime \prime}\right]+\left[M^{\prime \prime}, N^{\prime}\right]
$$

Using the same notation, the components of the identity $\left(\theta^{-1} \theta_{z}\right)_{\bar{z}}-\left(\theta^{-1} \theta_{\bar{z}}\right)_{z}=\left[\theta^{-1} \theta_{z}, \theta^{-1} \theta_{\bar{z}}\right]$ in the eigenspaces of $\sigma$ become

$$
\begin{aligned}
M_{\bar{z}}^{\prime}-M_{z}^{\prime \prime} & =\left[M^{\prime}, N^{\prime \prime}\right]-\left[M^{\prime \prime}, N^{\prime}\right] \\
N_{\bar{z}}^{\prime}-N_{z}^{\prime \prime} & =\left[M^{\prime}, M^{\prime \prime}\right]+\left[N^{\prime}, N^{\prime \prime}\right] .
\end{aligned}
$$

It is easily verified that the last three equations are equivalent to the "zero-curvature equation with parameter" $\left(A_{\lambda}\right)_{\bar{z}}-\left(B_{\lambda}\right)_{z}=\left[A_{\lambda}, B_{\lambda}\right]$, where

$$
A_{\lambda}=\frac{1}{\lambda} M^{\prime}+N^{\prime}, \quad B_{\lambda}=\lambda M^{\prime \prime}+N^{\prime \prime}
$$

This equation is equivalent to $\left(\Lambda_{\sigma}\right)$, by the usual argument (see Chapter 9).
Thus, the theory of harmonic maps $\mathbf{C} \rightarrow G / K\left(\right.$ or $\left.\mathbf{C} \rightarrow G / G_{\sigma}\right)$ can be developed just like the theory of harmonic maps $\mathbf{C} \rightarrow G$, if we use the twisted loop group $(\Lambda G)_{\sigma}$ instead of the loop group $\Lambda G$.

We can reformulate the harmonic map equation in terms of the "twisted based loop group"

$$
(\Omega G)_{\sigma}=\left\{\gamma \in \Omega G \mid \sigma(\gamma(\lambda))=\gamma(-\lambda) \gamma(-1)^{-1}\right\}
$$

Consider the following system

$$
\begin{align*}
& F^{-1} F_{z}=\text { linear in } \frac{1}{\lambda} \\
& F^{-1} F_{\bar{z}}=\text { linear in } \lambda
\end{align*}
$$

where $F: \mathbf{C} \rightarrow(\Omega G)_{\sigma}$.

## Corollary.

(1) Let $F: \mathbf{C} \rightarrow(\Omega G)_{\sigma}$ be a solution of $\left(\Omega_{\sigma}\right)$. Then $\phi(z)=F(z,-1)$ defines a harmonic map from $\mathbf{C}$ to (a component of) $N^{\sigma}$.
(2) Conversely, if $\phi$ is a harmonic map from $\mathbf{C}$ to (a component of) $N^{\sigma}$, then there exists a solution $F$ of $\left(\Omega_{\sigma}\right)$ such that $\phi(z)=F(z,-1)$.

Proof. (1) Any solution $F$ of $\left(\Omega_{\sigma}\right)$ is automatically a solution of $(\Omega)$, so the map $F(,-1)=\phi: \mathbf{C} \rightarrow G$ is a harmonic map. We have to show that $\phi(\mathbf{C}) \subseteq N^{\sigma}$. Since $F(z,) \in(\Omega G)_{\sigma}$, we have

$$
\sigma \phi(z)=\sigma F(z,-1)=F(z, 1) F(z,-1)^{-1}=F(z,-1)^{-1}=\phi(z)^{-1}
$$

as required.
(2) Let $\phi$ be a harmonic map from $\mathbf{C}$ to $N^{\sigma}$, and let $\psi: \mathbf{C} \rightarrow G$ be such that $\phi=\sigma(\psi) \psi^{-1}$. By the (proof of the) proposition, there exists a solution $F$ of $\left(\Lambda_{\sigma}\right)$ such that $F(z, 1)=\psi$. It follows that $F(z,-1)=\sigma(\psi)$. The map $E=F \psi^{-1}$ is a solution of $\left(\Omega_{\sigma}\right)$ such that $E(z,-1)=\phi(z)$.

## Examples:

(3) Consider $G, K, \sigma$ as in Example (1) above, so that $G / K=\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. Let $f: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ be a holomorphic map. As we remarked in Chapter 16, it is well known that $f$ is harmonic. Let us now try to find corresponding solutions of $\left(\Lambda_{\sigma}\right)$ and $\left(\Omega_{\sigma}\right)$, as predicted by the proposition and its corollary.

We can write

$$
f(z)=\psi(z) \operatorname{Span}\left\{e_{1}, \ldots, e_{k}\right\} \in \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)
$$

for some map $\psi: \mathbf{C} \rightarrow U_{n}$. Composition with the Cartan embedding gives the map

$$
\mathbf{C} \rightarrow U_{n}, \quad z \mapsto E_{k} \psi(z) E_{k}^{-1} \psi(z)^{-1}
$$

We have $E_{k}=P_{k}-P_{k}^{\perp}$, where $P_{k}, P_{k}^{\perp}$ denote the Hermitian projection operators onto the subspaces $\operatorname{Span}\left\{e_{1}, \ldots, e_{k}\right\}, \operatorname{Span}\left\{e_{k+1}, \ldots, e_{n}\right\}$, respectively. Hence

$$
\psi(z) E_{k}^{-1} \psi(z)^{-1}=\psi(z)\left(P_{k}-P_{k}^{\perp}\right) \psi(z)^{-1}=\pi_{f(z)}-\pi_{f(z)^{\perp}}
$$

and our map is

$$
\mathbf{C} \rightarrow U_{n}, \quad z \mapsto\left(P_{k}-P_{k}^{\perp}\right)\left(\pi_{f(z)}-\pi_{f(z)^{\perp}}\right)
$$

Modulo the unimportant constant factor $P_{k}-P_{k}^{\perp}$, this is the harmonic map which we considered in Example (2) of Chapter 16. There, we show that $F(, \lambda)=\pi_{f}+\lambda \pi_{f^{\perp}}$ is a solution of $(\Omega)$ corresponding to the harmonic map $\pi_{f}-\pi_{f \perp}$.

We claim that

$$
F_{1}(, \lambda)=\left(P_{k}+\frac{1}{\lambda} P_{k}^{\perp}\right)\left(\pi_{f}+\lambda \pi_{f^{\perp}}\right)
$$

is a solution of $\left(\Omega_{\sigma}\right)$ which corresponds to our harmonic map. (Proof: Since $F=\pi_{f}+\lambda \pi_{f \perp}$ is a solution of $(\Omega)$, and $P_{k}+\frac{1}{\lambda} P_{k}^{\perp}$ is a constant loop, it suffices to show that $F_{1}$ takes values in $\left(\Omega U_{n}\right)_{\sigma}$. This may be verified by a routine calculation.)

A further modification produces a corresponding solution of $\left(\Lambda_{\sigma}\right)$. We claim that

$$
F_{2}(, \lambda)=\left(P_{k}+\frac{1}{\lambda} P_{k}^{\perp}\right) \psi\left(P_{k}+\lambda P_{k}^{\perp}\right)
$$

is the required map. (Proof: Observe that $F_{2}=F_{1} \psi$. Since $F_{1}$ is a solution of $\left(\Omega_{\sigma}\right)$, and hence also of $(\Omega)$ and $(\Lambda)$, it follows that $F_{2}$ is a solution of $(\Lambda)$. So it remains to show now that $F_{2}$ takes values in $\left(\Lambda U_{n}\right)_{\sigma}$, i.e., that $\sigma F_{2}(z, \lambda)=F_{2}(z,-\lambda)$. This is obvious.) Note that the formula $F_{2}=F_{1} \psi$ is consistent with the proof of the corollary.
(4) Consider the symmetric space $G \times G / \Delta$, where $\Delta=\{(g, g) \mid g \in G\}$, with the involution $\sigma(g, h)=$ $(h, g)$. We have $(G \times G)_{\sigma}=\Delta$ and $N^{\sigma}=\left\{\left(g, g^{-1}\right) \mid g \in G\right\} \cong G$, both of which are connected. We claim that the system $\left(\Lambda_{\sigma}\right)$ for $(G \times G) / \Delta$ is equivalent to the system $(\Lambda)$ for $G$ - which shows that the theory of harmonic maps $\mathbf{C} \rightarrow G$ can be considered as a special case of the theory of harmonic maps $\mathbf{C} \rightarrow G / K!$ To prove this, we consider a solution $(E, F): \mathbf{C} \rightarrow(\Lambda(G \times G))_{\sigma}$ of $\left(\Lambda_{\sigma}\right)$. By definition we have $F(\lambda)=E(-\lambda)$, and

$$
(E, F)^{-1}(E, F)_{z}=(A, A)+\frac{1}{\lambda}(B,-B)
$$

so $F$ is a solution of $(\Lambda)$ for $G$. Conversely, if $F$ is a solution of $(\Lambda)$, then we obtain a solution $(E, F)$ of $\left(\Lambda_{\sigma}\right)$ by taking $E(\lambda)=F(-\lambda)$.

In fact, a more precise result is possible, which explains the special form of the harmonic map equation ( $\Omega$ ). Any (smooth) map $\mathbf{C} \rightarrow G \times G / \Delta$ may be represented by $\psi=(\phi, e): \mathbf{C} \rightarrow G \times G$, for some $\phi: \mathbf{C} \rightarrow G$. For this particular $\psi$,

$$
\begin{aligned}
\psi^{-1} \psi_{z} & =\left(\phi^{-1} \phi_{z}, 0\right) \\
& =\frac{1}{2}\left(\phi^{-1} \phi_{z}, \phi^{-1} \phi_{z}\right)+\frac{1}{2}\left(\phi^{-1} \phi_{z},-\phi^{-1} \phi_{z}\right) \\
& =N^{\prime}+M^{\prime}
\end{aligned}
$$

For the corresponding solution $(E, F)$ of $\left(\Lambda_{\sigma}\right)$ we therefore have $F^{-1} F_{z}=\frac{1}{2}\left(1-\lambda^{-1}\right) \phi^{-1} \phi_{z}$. Thus, $F$ is a solution of $(\Omega)$ for $G$.

## Bibliographical comments.

See the comments at the end of Chapter 20.

## Chapter 19: Harmonic maps from C to a symmetric space (continued)

In this chapter we study the symmetry group of the harmonic map equation for maps into a symmetric space, in parallel with our earlier discussion for maps into a Lie group. In the next chapter we give two non-trivial applications of this theory.

## I. The symmetry group for the harmonic map equation.

The twisted loop group

$$
\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}\right)_{\sigma}
$$

acts as a symmetry group of the harmonic map equation. We use the decomposition

$$
\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}\right)_{\sigma}=\left(\Lambda_{E, \mathbf{R}} G^{c}\right)_{\sigma}\left(\Lambda_{I, \mathbf{R}}^{\hat{N}_{\sigma}, \hat{N}_{\sigma}^{\prime}} G^{c}\right)_{\sigma}
$$

where $\hat{N}_{\sigma}$ is the second factor in the Iwasawa decomposition $G_{\sigma}^{c}=G_{\sigma} \hat{N}_{\sigma}$ of $G_{\sigma}^{c}$. If $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \in$ $\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}\right)_{\sigma}$, then we write

$$
\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right)=\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right)_{E}\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right)_{I}
$$

for the factorization with respect to this decomposition.
Let $F$ be a solution of $\left(\Lambda_{\sigma}\right)$. As usual we may assume that

$$
F: \mathbf{C} \rightarrow\left(\Lambda_{E, \mathbf{R}} G^{c}\right)_{\sigma},
$$

i.e., that $F$ is defined for all $\lambda \in E$. Let $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \in\left(\Lambda_{\mathbf{R}}^{\epsilon, 1 / \epsilon} G^{c}\right)_{\sigma}$. Then we define

$$
\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \cdot F=\left(\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) F\right)_{E} .
$$

As in the case of harmonic maps into a Lie group, we have:
Proposition. $\left(\gamma^{\epsilon}, \gamma^{1 / \epsilon}\right) \cdot F$ is also a solution of $\left(\Lambda_{\sigma}\right)$.
We can construct families of harmonic maps by applying the action of this symmetry group to "obvious" harmonic maps, such as the examples given in Chapter 18. This time, however, we proceed directly with the "Grassmannian interpretation" of the harmonic map equation and the symmetry group.

## II. The symmetry group from the Grassmannian point of view.

As in Chapter 17, we restrict ourselves to the case $G=U_{n}$. We take the involution $\sigma$ to be

$$
\sigma: U_{n} \rightarrow U_{n}, \quad \sigma(X)=E_{k} X E_{k}^{-1}
$$

where $E_{k}$ is a diagonal matrix with $k$ entries equal to 1 and $n-k$ entries equal to -1 . We may as well assume that

$$
E_{k}=\left(\begin{array}{cc}
I_{k} & 0 \\
0 & -I_{n-k}
\end{array}\right)
$$

as in Example (1) of Chapter 18.
We have isomorphisms

$$
T: \Lambda G L_{n} \mathbf{C} \rightarrow\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma}, \quad T: \Lambda \mathbf{g l}_{n} \mathbf{C} \rightarrow\left(\Lambda \mathbf{g l}_{n} \mathbf{C}\right)_{\sigma}
$$

given by

$$
T(\gamma)(\lambda)=\left(\begin{array}{cc}
I_{k} & 0 \\
0 & \lambda I_{n-k}
\end{array}\right) \gamma\left(\lambda^{2}\right)\left(\begin{array}{cc}
I_{k} & 0 \\
0 & \lambda I_{n-k}
\end{array}\right)^{-1}
$$

(this is a slight generalization of the example of section II, Chapter 11). A crucial property of $T$ is:

Lemma. If $F$ is a solution of $\left(\Lambda_{\sigma}\right)$, then $T^{-1}(F)$ is a solution of $(\Lambda)$.
Proof. Let $A+\lambda^{-1} B, C+\lambda D \in\left(\Lambda \mathbf{g l}_{n} \mathbf{C}\right)_{\sigma}$. We must show that $T^{-1}\left(A+\lambda^{-1} B\right), T^{-1}(C+\lambda D)$ are linear in $\lambda^{-1}, \lambda$, respectively.

By definition of $\left(\Lambda \mathbf{g l}_{n} \mathbf{C}\right)_{\sigma}$ we have

$$
A+\frac{1}{\lambda} B=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right)+\frac{1}{\lambda}\left(\begin{array}{cc}
0 & B_{1} \\
B_{2} & 0
\end{array}\right)
$$

It is easy to verify that

$$
T^{-1}\left(A+\frac{1}{\lambda} B\right)=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right)+\left(\begin{array}{cc}
0 & B_{1} \\
\frac{1}{\lambda} B_{2} & 0
\end{array}\right)
$$

which is certainly linear in $\lambda^{-1}$.
Similarly, if

$$
C+\lambda D=\left(\begin{array}{cc}
C_{1} & 0 \\
0 & C_{2}
\end{array}\right)+\lambda\left(\begin{array}{cc}
0 & D_{1} \\
D_{2} & 0
\end{array}\right)
$$

then we have

$$
T^{-1}(C+\lambda D)=\left(\begin{array}{cc}
C_{1} & 0 \\
0 & C_{2}
\end{array}\right)+\left(\begin{array}{cc}
0 & \lambda D_{1} \\
D_{2} & 0
\end{array}\right)
$$

which is linear in $\lambda$.
We wish to describe the subspace

$$
\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma} /\left(\Lambda_{+} G L_{n} \mathbf{C}\right)_{\sigma} \subseteq \Lambda G L_{n} \mathbf{C} / \Lambda_{+} G L_{n} \mathbf{C}
$$

in terms of the "Grassmannian model" $\mathrm{Gr}^{(n)} \cong \Lambda G L_{n} \mathbf{C} / \Lambda_{+} G L_{n} \mathbf{C}$. The lemma encourages us to make use of $T$, so we observe next that $T$ restricts to an isomorphism

$$
T: \Lambda_{+}^{P} G L_{n} \mathbf{C} \rightarrow\left(\Lambda_{+} G L_{n} \mathbf{C}\right)_{\sigma}
$$

where

$$
\Lambda_{+}^{P} G L_{n} \mathbf{C}=\left\{\gamma \in \Lambda_{+} G L_{n} \mathbf{C} \mid \gamma(0) \in P\right\}
$$

and

$$
P=\left\{X \in G L_{n} \mathbf{C} \mid X\left(\mathbf{C}^{k}\right)^{\perp} \subseteq\left(\mathbf{C}^{k}\right)^{\perp}\right\}
$$

Here, $\mathbf{C}^{k}$ denotes $\operatorname{Span}\left\{e_{1}, \ldots, e_{k}\right\}$. Thus, $T$ induces an isomorphism

$$
T: \Lambda G L_{n} \mathbf{C} / \Lambda_{+}^{P} G L_{n} \mathbf{C} \rightarrow\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma} /\left(\Lambda_{+} G L_{n} \mathbf{C}\right)_{\sigma}
$$

We now define our Grassmannian model for $\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma} /\left(\Lambda_{+} G L_{n} \mathbf{C}\right)_{\sigma}$ :

## Definition.

$$
\mathrm{Fl}_{n-k, k}^{(n)}=\left\{W_{2} \subseteq W_{1} \subseteq W_{0} \left\lvert\, \begin{array}{c}
W_{0} \in \mathrm{Gr}^{(n)}, \lambda W_{0}=W_{2} \\
\operatorname{dim} W_{1} / W_{2}=n-k, \operatorname{dim} W_{0} / W_{1}=k
\end{array}\right.\right\}
$$

The group $\Lambda G L_{n} \mathbf{C}$ acts transitively on $\mathrm{Fl}_{n-k, k}^{(n)}$, and $\Lambda_{+}^{P} G L_{n} \mathbf{C}$ is the isotropy subgroup at the point

$$
\lambda H_{+}^{(n)} \subseteq\left(\mathbf{C}^{k}\right)^{\perp} \oplus \lambda H_{+}^{(n)} \subseteq H_{+}^{(n)}
$$

This may be proved in the same way as (or deduced from) the corresponding fact for the flag manifold $\mathrm{Fl}^{(n)}$ in Chapter 12. We have

$$
\mathrm{Fl}_{n-k, k}^{(n)} \cong \Lambda U_{n} /\left(U_{n-k} \times U_{k}\right) \cong \Lambda G L_{n} \mathbf{C} / \Lambda_{+}^{P} G L_{n} \mathbf{C} .
$$

The relationship between $\mathrm{Fl}_{n-k, k}^{(n)}$ and $\mathrm{Fl}^{(n)}$ is analogous to the relationship between the Grassmannian $\operatorname{Gr}_{n-k}\left(\mathbf{C}^{n}\right)$ and the flag manifold $F_{1,2, \ldots, n-1}\left(\mathbf{C}^{n}\right)$ (cf. Chapter 3).

We obtain our desired description of $\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma} /\left(\Lambda_{+} G L_{n} \mathbf{C}\right)_{\sigma}$ :
Proposition. $\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma} /\left(\Lambda_{+} G L_{n} \mathbf{C}\right)_{\sigma} \cong \mathrm{Fl}_{n-k, k}^{(n)}$.
Just as the Grassmannian $\mathrm{Gr}^{(n)}$ is responsible for the Iwasawa decomposition of $\Lambda G L_{n} \mathbf{C}$ (see Chapter 12), the flag manifold $\mathrm{Fl}_{n-k, k}^{(n)}$ is responsible for the Iwasawa decomposition of $\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma}$.

Remark: We have an embedding of $\mathrm{Fl}_{n-k, k}^{(n)}$ in $\mathrm{Gr}^{(n)}$, corresponding to the embedding of $\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma} /\left(\Lambda_{+} G L_{n} \mathbf{C}\right)_{\sigma}$ in $\Lambda G L_{n} \mathbf{C} / \Lambda_{+} G L_{n} \mathbf{C}$. This is most conveniently described via an identification $H^{(n)} \rightarrow H^{(1)}, \lambda^{k} e_{i} \mapsto$ $\lambda^{n k+i-1}$. However, an explicit description of this embedding will not be needed here.

A solution $F$ of $\left(\Lambda_{\sigma}\right)$ defines a map $W_{2} \subseteq W_{1} \subseteq W_{0}: \mathbf{C} \rightarrow \mathrm{Fl}_{n-k, k}^{(n)}$, where

$$
W_{2}=\lambda T^{-1} F H_{+}^{(n)}, \quad W_{1}=T^{-1} F\left(\left(\mathbf{C}^{k}\right)^{\perp} \oplus \lambda H_{+}^{(n)}\right), \quad W_{0}=T^{-1} F H_{+}^{(n)}
$$

We shall abbreviate this map by $\left\{W_{i}\right\}: \mathbf{C} \rightarrow \mathrm{Fl}_{n-k, k}^{(n)}$. Conversely, any map $\left\{W_{i}\right\}: \mathbf{C} \rightarrow \mathrm{Fl}_{n-k, k}^{(n)}$ corresponds to some map $F: \mathbf{C} \rightarrow\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma}$. We show next that the condition for $\left\{W_{i}\right\}$ to correspond to a solution of $\left(\Lambda_{\sigma}\right)$ is:

$$
\begin{align*}
& \left(W_{i}\right)_{z} \subseteq W_{i-1}, i=1,2  \tag{Fl}\\
& \left(W_{i}\right)_{\bar{z}} \subseteq W_{i}, \quad i=0,1,2
\end{align*}
$$

Proposition. $F$ is a solution of $\left(\Lambda_{\sigma}\right)$ if and only if $\left\{W_{i}\right\}$ is a solution of $(\mathrm{Fl})$.
Proof. If $F$ is a solution of $\left(\Lambda_{\sigma}\right)$, then $T^{-1} F$ is a solution of $(\Lambda)$, by the lemma, and so we have $\left(W_{2}\right)_{z} \subseteq W_{0}$. We need a little more than this, so let us write

$$
\left(T^{-1} F\right)^{-1}\left(T^{-1} F\right)_{z}=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right)+\left(\begin{array}{cc}
0 & B_{1} \\
\lambda^{-1} B_{2} & 0
\end{array}\right)
$$

as in the proof of the lemma, and then compute $\left(W_{2}\right)_{z}$ more carefully:

$$
\begin{aligned}
\left(W_{2}\right)_{z} & =\lambda\left(W_{0}\right)_{z} \\
& =\lambda\left(T^{-1} F\right)_{z} H_{+}^{(n)} \\
& \subseteq \lambda\left(T^{-1} F\right)\left(\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right)+\left(\begin{array}{cc}
0 & B_{1} \\
\lambda^{-1} B_{2} & 0
\end{array}\right)\right) H_{+}^{(n)} \\
& \subseteq \lambda T^{-1} F\left(\lambda^{-1}\left(\mathbf{C}^{k}\right)^{\perp} \oplus H_{+}^{(n)}\right) \\
& =T^{-1} F\left(\left(\mathbf{C}^{k}\right)^{\perp} \oplus \lambda H_{+}^{(n)}\right) \\
& =W_{1} .
\end{aligned}
$$

A similar calculation shows that $\left(W_{1}\right)_{z} \subseteq W_{0}$, and $\left(W_{i}\right)_{\bar{z}} \subseteq W_{i}$ for $i=0,1,2$.
Conversely, assume that $W=F H_{+}^{(n)}$ satisfies (Fl), with $F: \mathbf{C} \rightarrow \Lambda U_{n}$. Then we have

$$
F^{-1} F_{z}=A+\frac{1}{\lambda} B, \quad F^{-1} F_{\bar{z}}=C+\lambda D
$$

by the same argument as in the un-twisted case (i.e., by considering only $W_{2}$ and $W_{0}$ ). The condition $\left(W_{2}\right)_{z} \subseteq W_{1}$ implies that $\operatorname{Im} B \subseteq\left(\mathbf{C}^{k}\right)^{\perp}$, and the condition $\left(W_{1}\right)_{z} \subseteq W_{0}$ implies that $\left(\mathbf{C}^{k}\right)^{\perp} \subseteq \operatorname{Ker} B$. Hence $B$ is of the form

$$
B=\left(\begin{array}{ll}
0 & 0 \\
* & 0
\end{array}\right) \text {. }
$$

The condition $\left(W_{1}\right)_{\bar{z}} \subseteq W_{1}$ implies that $C$ preserves $\left(\mathbf{C}^{k}\right)^{\perp}$, i.e., $C$ is of the form

$$
C=\left(\begin{array}{ll}
* & 0 \\
* & *
\end{array}\right) \text {. }
$$

Finally, using the fact that $C=-A^{*}$ and $D=-B^{*}$, we see that $A, B, C, D$ have the required special form.

As in the un-twisted case, we can use the natural action of $\Lambda G L_{n} \mathbf{C}$ on $\mathrm{Fl}_{n-k, k}^{(n)}$ to obtain a new symmetry group of the harmonic map equation. For $\gamma \in \Lambda G L_{n} \mathbf{C}$, and a solution $\left\{W_{i}\right\}$ of (Fl), we define

$$
\gamma \cdot\left\{W_{i}\right\}=\left\{\gamma W_{i}\right\}
$$

This is obviously a solution of ( Fl ). As in the un-twisted case, one can show that the new action is determined by the old action, and that in the case of harmonic maps of finite uniton number, the new action determines the old action.
Example:
Let us return one more time to the example of a holomorphic map $f: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. We have seen that a corresponding solution of $\left(\Lambda_{\sigma}\right)$ is

$$
F(z, \lambda)=\left(P_{k}+\frac{1}{\lambda} P_{k}^{\perp}\right) \psi(z)\left(P_{k}+\lambda P_{k}^{\perp}\right)
$$

where $P_{k}: \mathbf{C}^{n} \rightarrow \mathbf{C}^{k}$ is Hermitian projection and $f(z)=\psi(z) \mathbf{C}^{k}$. This in turn corresponds to the very simple map

$$
T^{-1} F(z, \lambda)=\psi(z)
$$

if we modify our definition of $T$ slightly, so that

$$
T(\gamma)(\lambda)=\left(P_{k}+\lambda P_{k}^{\perp}\right)^{-1} \gamma\left(\lambda^{2}\right)\left(P_{k}+\lambda P_{k}^{\perp}\right)
$$

(The earlier definition of $T$ would be appropriate if we were to consider $\psi(z)\left(\mathbf{C}^{n-k}\right)^{\perp}$ instead of $\psi(z) \mathbf{C}^{k}$.) And this corresponds to the solution $\left\{W_{i}\right\}$ of (Fl) given by

$$
W_{2}(z)=\lambda H_{+}^{(n)}, \quad W_{1}(z)=\psi(z) \mathbf{C}^{k} \oplus \lambda H_{+}^{(n)}=f(z) \oplus \lambda H_{+}^{(n)}, \quad W_{0}=H_{+}^{(n)}
$$

which "is" just $f$ itself.
In the next chapter we consider a more interesting example.

## Bibliographical comments.

See the comments at the end of Chapter 20.

## Chapter 20: Application: Harmonic maps from $S^{2}$ to $\mathbf{C} P^{n}$

We give two applications of the preceding theory.
I. Harmonic maps $S^{2} \rightarrow \mathbf{C} P^{n}$.

We have seen that any holomorphic map $f: \mathbf{C} \rightarrow \mathbf{C} P^{n}$ is harmonic. The following well known construction produces further examples $f=f_{0}, f_{1}, f_{2}, \ldots$ of harmonic maps in this situation. Let us write

$$
f=[\tilde{f}], \quad \tilde{f}: \mathbf{C} \rightarrow \mathbf{C}^{n+1}-\{0\}
$$

where $\tilde{f}$ is a holomorphic vector-valued function. Then we define

$$
f_{i}=\left[\operatorname{Span}\left\{\tilde{f}, \tilde{f}^{\prime}, \ldots, \tilde{f}^{(i-1)}\right\}^{\perp} \cap \operatorname{Span}\left\{\tilde{f}, \tilde{f}^{\prime}, \ldots, \tilde{f}^{(i)}\right\}\right]
$$

where $f^{(i)}=\partial^{i} f / \partial z^{i}$. (If $\operatorname{Span}\left\{\tilde{f}, \tilde{f}^{\prime}, \ldots, \tilde{f}^{(r)}\right\}$ is a constant subspace, independent of $z$, then $f_{i}$ is undefined for $i \geq r+1$. If $i \leq r$, then $f_{i}$ is a well defined map of $\mathbf{C}$, except possibly for isolated removable singularities. We denote by $f_{i}$ the map obtained by removing these singularities.)

## Theorem (Eells and Wood [1983]).

(1) Each map $f_{i}$ is harmonic.
(2) Conversely, if $\phi: S^{2} \rightarrow \mathbf{C} P^{n}$ is any harmonic map, then $\left.\phi\right|_{\mathbf{C}}=f_{i}$ for some holomorphic map $f$ and some $i$.

The survey article of Eells and Lemaire [1988] contains some history and references to other versions of this result, which was first discovered by mathematical physicists.

We give a proof of this theorem shortly. First, however, we convert the above description of $f_{i}$ into loop theoretic terms. We take

$$
G=U_{n+1}, \quad G^{c}=G L_{n+1} \mathbf{C}
$$

and

$$
\sigma(X)=\left(P_{i-1}-P_{i-1}{ }^{\perp} P_{i}+P_{i}^{\perp}\right) X\left(P_{i-1}-P_{i-1}{ }^{\perp} P_{i}+P_{i}^{\perp}\right)^{-1}
$$

where $P_{i}$ now means Hermitian projection onto $\mathbf{C}^{i+1}=\operatorname{Span}\left\{e_{0}, \ldots, e_{i}\right\}=V_{0} \oplus \cdots \oplus V_{i}$.
A solution of $(\Omega)$ corresponding to the composition of $f_{i}$ with the totally geodesic embedding $L \mapsto$ $\pi_{L}{ }^{\perp}-\pi_{L}$ is given by

$$
\begin{aligned}
F(, \lambda) & =\left(\pi_{i-1}+\lambda \pi_{i-1}{ }^{\perp}\right)\left(\pi_{i}+\lambda \pi_{i}{ }^{\perp}\right) \\
& =\pi_{i-1}+\lambda \pi_{i-1}{ }^{\perp} \pi_{i}+\lambda^{2} \pi_{i}{ }^{\perp}
\end{aligned}
$$

where $\pi_{i}$ denotes Hermitian projection onto $\operatorname{Span}\left\{f_{0}, \ldots, f_{i}\right\}$. The factorization into two linear factors is in accordance with Theorem A of Chapter 17. In this particular example, both factors are unitons, i.e., $\pi_{i-1}$ and $\pi_{i}$ are holomorphic maps into $\mathrm{Gr}_{i}\left(\mathbf{C}^{n+1}\right), \mathrm{Gr}_{i+1}\left(\mathbf{C}^{n+1}\right)$ respectively.

A corresponding solution of $(\mathrm{Gr})$ is

$$
W=\left(\pi_{i-1}+\lambda \pi_{i-1}{ }^{\perp} \pi_{i}+\lambda^{2} \pi_{i}{ }^{\perp}\right) H_{+}^{(n+1)}=\pi_{i-1} \oplus \lambda \pi_{i} \oplus \lambda^{2} H_{+}^{(n+1)}
$$

Note that $W$ may be identified with the map

$$
\left(\pi_{i-1}, \pi_{i}\right): \mathbf{C} \rightarrow \mathrm{F}_{i, i+1}\left(\mathbf{C}^{n+1}\right)
$$

into the flag manifold $\mathrm{F}_{i, i+1}\left(\mathbf{C}^{n+1}\right)=G L_{n+1} \mathbf{C}\left(\mathbf{C}^{i} \subseteq \mathbf{C}^{i+1} \subseteq \mathbf{C}^{n+1}\right.$ ). Conversely (see Segal [1989]), it is possible to show that if $\left(E_{i}, E_{i+1}\right): \mathbf{C} \rightarrow \mathrm{F}_{i, i+1}\left(\mathbf{C}^{n+1}\right)$ is a holomorphic map such that $\frac{\partial}{\partial z} E_{i-1} \subseteq E_{i}$, then $\left(E_{i}, E_{i+1}\right)=\left(\pi_{i-1}, \pi_{i}\right)$ for some $f$.

It may be verified that a solution of $\left(\Omega_{\sigma}\right)$ corresponding to $f_{i}$ is

$$
\left(P_{i-1}+\lambda P_{i-1}{ }^{\perp} P_{i}+\lambda^{2} P_{i}^{\perp}\right)^{-1}\left(\pi_{i-1}+\lambda \pi_{i-1}{ }^{\perp} \pi_{i}+\lambda^{2} \pi_{i}{ }^{\perp}\right)
$$

To describe a solution of $\left(\Lambda_{\sigma}\right)$, we choose a map $\psi: \mathbf{C} \rightarrow U_{n+1}$ such that $\pi_{i}=\psi P_{i}$ for all $i$. For example, we may choose

$$
\psi=\left(\begin{array}{cccc}
\mid & \mid & & \mid \\
\tilde{f} & \tilde{f}^{\prime} & \ldots & \tilde{f}^{(n)} \\
\mid & \mid & & \mid
\end{array}\right)_{u}
$$

where the notation $X_{u}$ means the first factor in the factorization of $X$ with respect to the Iwasawa decomposition $G L_{n+1} \mathbf{C}=U_{n+1} \hat{N}_{n+1}$. After performing the factorization (i.e., the Gram-Schmidt orthogonalization) we obtain

$$
\psi=\left(\begin{array}{ccc}
\mid & & \mid \\
\tilde{f}_{0} & \ldots & \tilde{f}_{n} \\
\mid & & \mid
\end{array}\right)
$$

where $\tilde{f}_{i}: \mathbf{C} \rightarrow \mathbf{C}^{n+1}-\{0\}$ is such that $f_{i}=\left[\tilde{f}_{i}\right]$ and $\left\|\tilde{f}_{i}\right\|=1$. We assume here that $\tilde{f}_{0}(z), \ldots, \tilde{f}_{n}(z)$ are linearly independent for all $z$, after removal of isolated points of linear dependence. This will be referred to as the non-degenerate case. In the degenerate case, i.e., where $\tilde{f}_{0}(z), \ldots, \tilde{f}_{n}(z)$ span (at most) an $(m+1)$-dimensional subspace for $m<n$, we may reduce to the non-degenerate case for the smaller group $U_{m+1}$. Therefore, it suffices to consider the non-degenerate case.

In terms of $\psi$, the above solution of $\left(\Omega_{\sigma}\right)$ is

$$
\left(P_{i-1}+\lambda P_{i-1}^{\perp} P_{i}+\lambda^{2} P_{i}^{\perp}\right)^{-1} \psi\left(P_{i-1}+\lambda P_{i-1}{ }^{\perp} P_{i}+\lambda^{2} P_{i}^{\perp}\right) \psi^{-1}
$$

and the required solution of $\left(\Lambda_{\sigma}\right)$ is

$$
F(z, \lambda)=\left(P_{i-1}+\lambda P_{i-1}{ }^{\perp} P_{i}+\lambda^{2} P_{i}^{\perp}\right)^{-1} \psi(z)\left(P_{i-1}+\lambda P_{i-1}{ }^{\perp} P_{i}+\lambda^{2} P_{i}^{\perp}\right)
$$

To obtain a corresponding solution of (Fl), we must apply $T^{-1} F$ to the basepoint $\lambda H_{+}^{(n+1)} \subseteq V_{i} \oplus$ $H_{+}^{(n+1)} \subseteq H_{+}^{(n+1)}$ of $\mathrm{Fl}_{1, n}^{(n+1)}$, where $T: \Lambda G L_{n+1} \mathbf{C} \rightarrow\left(\Lambda G L_{n+1} \mathbf{C}\right)_{\sigma}$ is the isomorphism

$$
T(\gamma)(\lambda)=\left(P_{i-1}+\lambda P_{i-1}^{\perp} P_{i}+P_{i}^{\perp}\right) \gamma\left(\lambda^{2}\right)\left(P_{i-1}+\lambda P_{i-1}^{\perp} P_{i}+P_{i}^{\perp}\right)^{-1}
$$

We have

$$
T^{-1} F(z, \lambda)=\left(P_{i-1}+\lambda P_{i-1}^{\perp}\right)^{-1} \psi(z)\left(P_{i-1}+\lambda P_{i-1}^{\perp}\right)
$$

Applying this to the basepoint of $\mathrm{Fl}_{1, n}^{(n+1)}$, and omitting the unimportant first factor $P_{i-1}+\lambda^{-1} P_{i-1}^{\perp}$, we obtain $W_{2} \subseteq W_{1} \subseteq W_{0}$ with

$$
\begin{aligned}
& W_{2}=\lambda\left(\psi V_{0} \oplus \cdots \oplus \psi V_{i-1}\right) \oplus \lambda^{2} H_{+}^{(n+1)}=\lambda \pi_{i-1} \oplus \lambda^{2} H_{+}^{(n+1)} \\
& W_{1}=\lambda\left(\psi V_{0} \oplus \cdots \oplus \psi V_{i}\right) \oplus \lambda^{2} H_{+}^{(n+1)}=\lambda \pi_{i} \oplus \lambda^{2} H_{+}^{(n+1)} \\
& W_{0}=\psi V_{0} \oplus \cdots \oplus \psi V_{i-1} \oplus \lambda H_{+}^{(n+1)}=\pi_{i-1} \oplus \lambda H_{+}^{(n+1)}
\end{aligned}
$$

This is the desired solution of (Fl).
In summary, we have found the following solutions (of the indicated systems) corresponding to the harmonic map $f_{i}$ :

$$
\begin{gather*}
\left(P_{i-1}+\lambda P_{i-1}{ }^{\perp} P_{i}+\lambda^{2} P_{i}^{\perp}\right)^{-1}\left(\pi_{i-1}+\lambda \pi_{i-1}{ }^{\perp} \pi_{i}+\lambda^{2} \pi_{i}{ }^{\perp}\right) \\
\left(P_{i-1}+\lambda P_{i-1}{ }^{\perp} P_{i}+\lambda^{2} P_{i}{ }^{\perp}\right)^{-1} \psi\left(P_{i-1}+\lambda P_{i-1}{ }^{\perp} P_{i}+\lambda^{2} P_{i}{ }^{\perp}\right)
\end{gather*}
$$

$$
\begin{equation*}
\lambda \pi_{i-1} \oplus \lambda^{2} H_{+}^{(n+1)} \subseteq \lambda \pi_{i} \oplus \lambda^{2} H_{+}^{(n+1)} \subseteq \pi_{i-1} \oplus \lambda H_{+}^{(n+1)} \tag{Gr}
\end{equation*}
$$

It is an elementary matter to verify that all these formulae are correct. The origin of the formulae is perhaps less obvious. However, they do arise naturally from the "Grassmannian theoretic" proof of the theorem that we are going to give next.

Of all these equivalent formulae, the simplest are the ones for ( Gr ) and ( Fl ). And of these two, the one for $(\mathrm{Fl})$ is more transparent, in the sense that it is closer to the original definition of $f_{i}$. For this reason, our proof will be expressed in terms of (Fl).

Proof of the theorem. Statement (1) follows immediately from the preceding discussion.
To prove statement (2), let us begin with a harmonic map $\phi: S^{2} \rightarrow \mathbf{C} P^{n}$. We regard $\mathbf{C} P^{n}$ as $U_{n} /\left(U_{n}\right)_{\sigma}$, where

$$
\sigma=\text { conjugation by }\left(\begin{array}{cc}
I_{n} & 0 \\
0 & -1
\end{array}\right)
$$

We regard $\mathrm{Fl}_{1, n}^{(n+1)}$ as the orbit under $\Lambda G L_{n+1} \mathbf{C}$ of the point $\lambda H_{+}^{(n+1)} \subseteq V_{n} \oplus H_{+}^{(n+1)} \subseteq H_{+}^{(n+1)}$; the isotropy subgroup at this point is $\Lambda_{+}^{P} G L_{n+1} \mathbf{C}$, where $P=\left\{X \in G L_{n+1} \mathbf{C} \mid X\left(V_{n}\right) \subseteq V_{n}\right\}$.

By Theorem A or B of Chapter 17, there exists a corresponding solution $F: \mathbf{C} \rightarrow\left(\Lambda^{\text {alg }} U_{n+1}\right)_{\sigma}$ of $\left(\Lambda_{\sigma}\right)$. By the discussion in section II of Chapter 19 we obtain a solution $\left\{W_{i}\right\}: \mathbf{C} \rightarrow \mathrm{Fl}_{1, n}^{(n+1), \text { alg }}$ of ( Fl ).

We now make use of the Bruhat decomposition

$$
\Lambda^{\mathrm{alg}} G L_{n+1} \mathbf{C}=\bigcup_{k_{0} \geq \cdots \geq k_{n}} \Lambda_{+}^{\mathrm{alg}} G L_{n+1} \mathbf{C}\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right) \Lambda_{+}^{\mathrm{alg}} G L_{n+1} \mathbf{C}
$$

(see section IV of Chapter 17). In addition we use the decomposition

$$
\Lambda_{+}^{\mathrm{alg}} G L_{n+1} \mathbf{C}=\bigcup_{s \in \Sigma_{n+1}} \Delta s \Lambda_{+}^{P, \mathrm{alg}} G L_{n+1} \mathbf{C}
$$

which follows directly from the finite dimensional Bruhat decomposition $G L_{n+1} \mathbf{C}=\cup_{s \in \Sigma_{n+1}} \Delta s P$ (see section III of Chapter 14). Combining these, we obtain a Bruhat decomposition of $\mathrm{Fl}_{1, n}^{(n+1), \text { alg }}$ :

$$
\bigcup_{\substack{k_{0} \geq \cdots \geq k_{n} \\
s \in \Sigma_{n+1}}} \Lambda_{+}^{\mathrm{alg}} G L_{n+1} \mathbf{C}\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right) \Delta s\left\{V_{n}\right\}
$$

where (in this proof only) $\left\{V_{n}\right\}$ stands for the basepoint of $\mathrm{Fl}_{1, n}^{(n+1) \text {,alg }}$, i.e., $\left(\lambda H_{+}^{(n+1)} \subseteq V_{n} \oplus \lambda H_{+}^{(n+1)} \subseteq\right.$ $\left.H_{+}^{(n+1)}\right)$.

This is a decomposition of $\mathrm{Fl}_{1, n}^{(n+1) \text {,alg }}$ into a disjoint union of finite dimensional complex manifolds. We can simplify the description somewhat by using the fact that

$$
\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right) \Delta\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right)^{-1} \subseteq \Lambda_{+}^{\mathrm{alg}} G L_{n+1} \mathbf{C}
$$

to obtain

$$
\bigcup_{\substack{k_{0} \geq \cdots \geq k_{n} \\
j \in\{0, \ldots, n\}}} \Lambda_{+}^{\mathrm{alg}} G L_{n+1} \mathbf{C}\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right)\left\{V_{j}\right\}
$$

Since our map $\left\{W_{i}\right\}: \mathbf{C} \rightarrow \mathrm{Fl}_{1, n}^{(n+1) \text {,alg }}$ is holomorphic, its image must lie inside one of the above complex submanifolds, except possibly for a discrete set of points of $\mathbf{C}$. Therefore, for some $k_{0}, \ldots, k_{n}$ and some $j$, we must have

$$
\left\{W_{i}\right\}=\sum_{s \geq 0} A_{s} \lambda^{s}\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right)\left\{V_{j}\right\}
$$

There is a small technical point here: We have changed to the new basepoint $\lambda H_{+}^{(n+1)} \subseteq V_{j} \oplus H_{+}^{(n+1)} \subseteq$ $H_{+}^{(n+1)}$. So, from now on, we must redefine $\sigma$ to be conjugation by $P_{j-1}-P_{j-1}{ }^{\perp} P_{j}+P_{j}{ }^{\perp}$.

Next we use the fact that if $\left\{W_{i}\right\}$ is a solution of (Fl), then we obtain another solution $\left\{W_{i}^{t}\right\}$ for any $t \in \mathbf{R}$, by replacing $\lambda$ by $e^{-t} \lambda$. (This is a special case of the "dressing action". See section IV of Chapter 17.) Moreover, the same is true in the limit $t \rightarrow \infty$, i.e., we obtain a further solution $\left\{W_{i}^{\infty}\right\}$. (At worst a discrete set of removable singularities are introduced in the limit.) Applying this observation to our formula, we find that

$$
\left\{W_{i}^{\infty}\right\}=A_{0}\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right)\left\{V_{j}\right\}
$$

is a solution of $(\mathrm{Fl})$. The function $A_{0}$ takes values in $G L_{n+1} \mathbf{C}$, but we may replace it by $\psi=\left(A_{0}\right)_{u} \in$ $U_{n+1}$ without changing $\left\{W_{i}^{\infty}\right\}$. We do this from now on in order to simplify notation. It will also simplify our argument if we assume from now on that none of the maps $\psi V_{i_{1}} \oplus \cdots \oplus \psi V_{i_{r}}$ is constant, for $V_{i_{1}} \oplus \cdots \oplus V_{i_{r}} \neq \mathbf{C}^{n+1}$. As in the example discussed earlier, we refer to this as the non-degenerate case. The remaining (degenerate) cases all reduce to non-degenerate situations for smaller unitary groups.

Lemma. In the non-degenerate case, if

$$
W=\psi\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n+1)}
$$

is a solution of $(\mathrm{Gr})$ with $k_{0} \geq \cdots \geq k_{n}$, then we must have $k_{i-1}-k_{i}=0$ or 1 for all $i$.
Proof. We have

$$
W=\lambda^{k_{n}} \psi V_{n} \oplus \lambda^{k_{n}+1} \psi V_{n} \oplus \cdots \oplus \lambda^{k_{n-1}-1} \psi V_{n} \oplus \lambda^{k_{n}}\left(\psi V_{n} \oplus \psi V_{n-1}\right) \oplus \ldots
$$

The condition $(\lambda W)_{z} \subseteq W$ of (Gr) says that

$$
\begin{aligned}
& \lambda^{k_{n}+1}\left(\psi V_{n}\right)_{z} \oplus \cdots \oplus \lambda^{k_{n-1}}\left(\psi V_{n}\right)_{z} \oplus \lambda^{k_{n}+1}\left(\left(\psi V_{n}\right)_{z} \oplus\left(\psi V_{n-1}\right)_{z}\right) \oplus \ldots \\
& \subseteq \lambda^{k_{n}} \psi V_{n} \oplus \lambda^{k_{n}+1} \psi V_{n} \oplus \cdots \oplus \lambda^{k_{n-1}-1} \psi V_{n} \oplus \lambda^{k_{n}}\left(\psi V_{n} \oplus \psi V_{n-1}\right) \oplus \ldots
\end{aligned}
$$

If $k_{n-1}-k_{n} \geq 2$, this implies that $\left(\psi V_{n}\right)_{z} \subseteq \psi V_{n}$. But from the condition $W_{\bar{z}} \subseteq W$ of (Gr) we see that $\left(\psi V_{n}\right)_{\bar{z}} \subseteq \psi V_{n}$. Hence $\psi V_{n}$ is both holomorphic and anti-holomorphic, and therefore constant. In the non-degenerate case this is impossible, so we conclude that $k_{n-1}-k_{n}=0$ or 1 . A similar argument applies to $k_{i-1}-k_{i}$ for all $i$.

The lemma allows us to simplify $k_{0}, \ldots, k_{n}$. But it only makes use of ( Gr ), and we can make a further simplification by using the full condition (Fl). To do this we apply the argument of the lemma to

$$
\left(W_{2} \subseteq W_{1}\right)=\psi\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right)\left(\lambda H_{+}^{(n+1)} \subseteq V_{j} \oplus \lambda H_{+}^{(n+1)}\right)
$$

where we now assume (by the lemma) that

$$
\begin{aligned}
k_{0}=\cdots= & k_{r_{0}}=k \\
k_{r_{0}+1}=\cdots= & k_{r_{1}}=k-1 \\
& \cdots \quad \cdots \\
k_{r_{s-1}+1}=\cdots= & k_{r_{s}}=k_{n}=1
\end{aligned}
$$

for some $r_{0}, \ldots, r_{s}=n$. (We may assume that $k_{n}=1$ by multiplying by the scalar $\lambda^{-k_{n}}$.)
Step 1: First we consider the terms in $\lambda$ in the above expression for " $W_{2} \subseteq W_{1}$ ". They are:

$$
\lambda\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-1}+1}\right) \subseteq\left\{\begin{array}{l}
\lambda\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-1}+1}\right) \\
\text { if } j \notin\left\{r_{s-2}+1, \ldots, r_{s-1}\right\} \\
\lambda\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-1}+1}\right) \oplus \lambda \psi V_{j} \\
\text { if } j \in\left\{r_{s-2}+1, \ldots, r_{s-1}\right\}
\end{array}\right.
$$

From (Fl) we have $\left(W_{2}\right)_{z} \subseteq W_{1}$, which implies (for the terms in $\lambda$ )

$$
\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-1}+1}\right)_{z} \subseteq\left\{\begin{array}{l}
\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-1}+1} \\
\text { if } j \notin\left\{r_{s-2}+1, \ldots, r_{s-1}\right\} \\
\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-1}+1}\right) \oplus \psi V_{j} \\
\text { if } j \in\left\{r_{s-2}+1, \ldots, r_{s-1}\right\}
\end{array}\right.
$$

In the non-degenerate case, only the second possibility can hold, so we conclude that $j \in\left\{r_{s-2}+\right.$ $\left.1, \ldots, r_{s-1}\right\}$.

Step 2: Next we consider the terms in $\lambda^{2}$ :

$$
\lambda^{2}\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-2}+1}\right) \subseteq \lambda^{2}\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-2}+1}\right)
$$

(using the fact that $j \in\left\{r_{s-2}+1, \ldots, r_{s-1}\right\}$ ). Here, ( Fl ) gives

$$
\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-2}+1}\right)_{z} \subseteq \psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-2}+1}
$$

which is impossible in the non-degenerate case. We conclude that $s=1$.
We have therefore reached the form

$$
\left\{W_{i}^{\infty}\right\}=\psi\left(\begin{array}{cccccc}
\lambda & & & & & \\
& \ddots & & & & \\
& & \lambda & & & \\
& & & 1 & & \\
& & & & \ddots & \\
& & & & & 1
\end{array}\right)\left\{V_{j}\right\}
$$

where the first $r_{0}+1$ entries of the diagonal matrix are $\lambda$, and $0 \leq j \leq r_{0}$. Going back to our original solution, we deduce that

$$
\left\{W_{i}\right\}=\sum_{s \geq 0} A_{s} \lambda^{s}\left(\begin{array}{cccccc}
\lambda & & & & & \\
& \ddots & & & & \\
& & \lambda & & & \\
& & & 1 & & \\
& & & & \ddots & \\
& & & & & 1
\end{array}\right)\left\{V_{j}\right\}
$$

By an obvious extension of the theorem from section II of Chapter 17, it follows that the above expressions for $\left\{W_{i}^{\infty}\right\}$ and $\left\{W_{i}\right\}$ are actually equal. Thus we have

$$
\begin{aligned}
& W_{2}=\lambda\left(\psi V_{r_{0}+1} \oplus \cdots \oplus \psi V_{n}\right) \oplus \lambda^{2} H_{+}^{(n+1)} \\
& W_{1}=\lambda\left(\psi V_{j} \oplus\left(\psi V_{r_{0}+1} \oplus \cdots \oplus \psi V_{n}\right)\right) \oplus \lambda^{2} H_{+}^{(n+1)} \\
& W_{0}=\psi V_{r_{0}+1} \oplus \cdots \oplus \psi V_{n} \oplus \lambda H_{+}^{(n+1)}
\end{aligned}
$$

So far we have shown only that any solution of ( Fl ) must have this form. However, it is clear that $\left\{W_{i}\right\}$ always satisfies (Fl), whenever $\psi$ has the property

$$
\left(\psi V_{n} \oplus \cdots \oplus \psi V_{r_{0}+1}\right)_{z} \subseteq\left(\psi V_{n} \oplus \cdots \oplus \psi V_{r_{0}+1}\right) \oplus \psi V_{j}
$$

Indeed, apart from minor changes of notation, $\left\{W_{i}\right\}$ agrees with the solution of ( Fl ) given after the statement of the theorem. We have therefore found the most general harmonic map from $S^{2}$ to $\mathbf{C} P^{n}$.

## II. Estimates of the uniton number.

In Chapter 17 we mentioned Uhlenbeck's result that the minimal uniton number of a harmonic map $\phi: S^{2} \rightarrow U_{n}$ is at most $n-1$. The lemma of the previous section gives an independent proof of this fact, as it shows that any (non-degenerate) solution of (Gr) must be of the form

$$
W=\sum_{i \geq 0} A_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

with

$$
\begin{aligned}
k_{1}=\cdots= & k_{r_{0}}=k \\
k_{r_{0}+1}=\cdots= & k_{r_{1}}=k-1 \\
& \cdots \quad \cdots \\
k_{r_{s-1}+1}=\cdots=k_{r_{s}}= & k_{n}=1 .
\end{aligned}
$$

We claim that the uniton number of this $W$ is $k$. (Since $k \leq n-1$, this will complete the proof.) It suffices to show that $\lambda^{k} H_{+}^{(n)} \subseteq W$. Evidently we have

$$
\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)^{-1} H_{+}^{(n)} \subseteq \lambda^{-k} H_{+}^{(n)}
$$

If we now apply

$$
\sum_{i \geq 0} A_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) \lambda^{k}
$$

to both sides, we obtain $\lambda^{k} H_{+}^{(n)} \subseteq W$, as required.
The theorem of the previous section shows that a stronger result holds when $\phi$ factors through $\mathbf{C} P^{n-1}$, namely that the minimal uniton number is at most 2 .

For maps which factor through $\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$, the situation is as follows:
Theorem. The minimal uniton number of a harmonic map $\phi: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ is at most $2 \min \{k, n-$ $k\}$.

Proof. We modify the proof of the theorem of the previous section, replacing $V_{j}$ by $V_{i_{1}} \oplus \cdots \oplus V_{i_{k}}$. Without loss of generality we may assume that $k \leq n / 2$. The new feature is that the two step analysis of $W_{2} \subseteq W_{1}$ must now be replaced by (at worst) a $k$ step analysis. Let us consider this in more detail: Step 1: We obtain the condition

$$
\begin{aligned}
& \lambda\left(\psi V_{r_{s}} \oplus \ldots \oplus \psi V_{r_{s-1}+1}\right)_{z} \\
& \subseteq \lambda\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-1}+1}\right) \oplus \lambda\left(\oplus_{i_{j} \in\left\{r_{s-2}+1, \ldots, r_{s-1}\right\}} \psi V_{i_{j}}\right)
\end{aligned}
$$

where $\psi=\left(A_{0}\right)_{u}$. By the non-degeneracy assumption, the set

$$
S_{1}=\left\{j \mid r_{s-2}+1 \leq i_{j} \leq r_{s-1}\right\}
$$

is non-empty.
Step 2: Next we obtain the condition

$$
\begin{aligned}
\lambda^{2}\left(\psi V_{r_{s}} \oplus \ldots\right. & \left.\oplus \psi V_{r_{s-2}+1}\right)_{z} \\
& \subseteq \lambda^{2}\left(\psi V_{r_{s}} \oplus \cdots \oplus \psi V_{r_{s-2}+1}\right) \oplus \lambda^{2}\left(\oplus_{i_{j} \in\left\{r_{s-3}+1, \ldots, r_{s-2}\right\}} \psi V_{i_{j}}\right)
\end{aligned}
$$

If $S_{1}=\{1, \ldots, k\}$, then we are in the situation of the previous section, and the uniton number is at most 2. Otherwise, by the non-degeneracy assumption, the set

$$
S_{2}=\left\{j \mid r_{s-3}+1 \leq i_{j} \leq r_{s-2}\right\}
$$

is non-empty.
If $S_{1} \cup S_{2}=\{1, \ldots, k\}$, then we conclude that our solution of (Fl) is of the form

$$
\sum_{i \geq 0} A_{i} \lambda^{i}\left(\begin{array}{cccccccc}
\lambda^{2} & & & & & & & \\
& \ddots & & & & & & \\
\\
& & \lambda^{2} & & & & & \\
& & & \lambda & & & & \\
\\
& & & & \ddots & & & \\
\\
& & & & & \lambda & & \\
& & & & & & 1 & \\
& & & & & & & \ddots
\end{array}\right)\left\{\begin{array}{l} 
\\
\end{array}\right.
$$

where $\left\{V_{i_{1}} \oplus \cdots \oplus V_{i_{k}}\right\}$ denotes the basepoint $\left(\lambda H_{+}^{(n)} \subseteq V_{i_{1}} \oplus \cdots \oplus V_{i_{k}} \oplus \lambda H_{+}^{(n)} \subseteq H_{+}^{(n)}\right)$. Applying $T^{-1}$, we see that the uniton number is at most 4 .

If $S_{1} \cup S_{2} \neq\{1, \ldots, k\}$, then we go on to Step 3.
This process terminates after at most $k$ steps with $S_{1} \cup \cdots \cup S_{k}=\{1, \ldots, k\}$; we conclude that the uniton number is at most $2 k$.

## Bibliographical comments for Chapters 18-20.

The fact that harmonic maps into symmetric spaces correspond to solutions of $\left(\Lambda_{\sigma}\right)$ was observed by Rawnsley (cf. Rawnsley [1988]), following Uhlenbeck's treatment (in $\S 8$ of Uhlenbeck [1989]) for the case $G / K=\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. Our proof in Chapter 18 follows the one given in Burstall and Pedit [1994]. In that paper, a map $\psi$ such that $\phi=[\psi]$ is called a framing of $\phi$, and a solution of $\left(\Lambda_{\sigma}\right)$ is called an extended framing. In $\S 6$ of Guest and Ohnita [1994], the version of this result for $\left(\Omega_{\sigma}\right)$ is given.

Our approach in Chapter 19 to harmonic maps into symmetric spaces via ( Fl ) seems to be new. A similar approach was given by Segal [1989], though he made use of the inclusion of $\left(\Lambda G L_{n} \mathbf{C}\right)_{\sigma} /\left(\Lambda_{+} G L_{n} \mathbf{C}\right)_{\sigma}$ in the Grassmannian $\Lambda G L_{n} \mathbf{C} / \Lambda_{+} G L_{n} \mathbf{C}$, rather than the identification with the flag manifold $\Lambda G L_{n} \mathbf{C} / \Lambda_{+}^{P} G L_{n} \mathbf{C}$.

For the applications in Chapter 20, the basic technique is the "deformation" $\left\{W^{t}\right\}$ of a solution $W$ of ( Fl ). This deformation is simply the result of applying the gradient flow of a Morse function to the image of $W$ (see section IV of Chapter 17). For further applications of such deformations, see Guest and Ohnita [1993]; Furuta et al. [1994].

Our result ${ }^{5}$ on the minimal uniton number of a harmonic map $S^{2} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ was conjectured in Uhlenbeck [1989] (Problem 9). More generally, estimates for the minimal uniton number of a harmonic map from $S^{2}$ into any compact Lie group or compact (inner) symmetric space are given in Burstall and Guest [preprint].

[^4]
## Chapter 21: Primitive maps

## I. Primitive maps into $k$-symmetric spaces.

Let $\sigma: G \rightarrow G$ be an automorphism of order $k$. It is natural to ask whether the theory of Chapters 18 and 19 (for the case $k=2$ ) can be extended to the case of general $k$. The answer to this question is: "not exactly", as we explain next.

First, if we replace "involution" by "automorphism of order $k$ " in the definition of a symmetric space, then we obtain the definition of a $k$-symmetric space.

Next, let us consider the system $\left(\Lambda_{\sigma}\right)$, where $\sigma$ is an automorphism of order $k$, and $k>2$. If $F: \mathbf{C} \rightarrow(\Lambda G)_{\sigma}$ is a solution of $\left(\Lambda_{\sigma}\right)$, let us consider the map

$$
\phi: \mathbf{C} \rightarrow G / K, \quad \phi(z)=[\psi(z)], \quad \text { where } \psi(z)=F(z, 1) .
$$

It can be shown that $\phi$ is harmonic (with respect to a certain metric on $G / K$ ), but this is not very interesting because $\phi$ is an extremely special harmonic map. A general harmonic map from $\mathbf{C}$ to $G / K$ certainly does not arise from such an $F$.

On the other hand, if we are prepared to forget about harmonic maps for the moment, then we find that the map $\phi$ has a particularly simple characterization. To describe this characterization, we make use of the eigenspace decomposition

$$
\mathbf{g} \otimes \mathbf{C}=\bigoplus_{i=0}^{k-1} \mathbf{g}_{i}
$$

introduced in Chapter 13. Thus, $\mathbf{g}_{i}=\left\{X \in \mathbf{g} \otimes \mathbf{C} \mid \sigma(X)=\omega^{i} X\right\}$, where $\sigma: \mathbf{g} \otimes \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ denotes the complexified derivative of $\sigma: G \rightarrow G$, and $\omega=e^{2 \pi \sqrt{-1} / k}$. We extend this notation by defining $\mathbf{g}_{i+k n}=\mathbf{g}_{i}$, for any $n \in \mathbf{Z}$. Observe that $\mathbf{g}_{0}=\mathbf{k} \otimes \mathbf{C}$.

Let $F$ be a solution of $\left(\Lambda_{\sigma}\right)$. This means that $F$ takes values in $(\Lambda G)_{\sigma}$ and

$$
\begin{aligned}
& F^{-1} F_{z}=A+\frac{1}{\lambda} B \\
& F^{-1} F_{\bar{z}}=C+\lambda D
\end{aligned}
$$

where

$$
A, C: \mathbf{C} \rightarrow \mathbf{g}_{0}, B: \mathbf{C} \rightarrow \mathbf{g}_{-1}, D: \mathbf{C} \rightarrow \mathbf{g}_{1}
$$

with $A=c(C), D=c(B)$. Therefore $\psi=F(, 1)$ satisfies the following conditions:

$$
\begin{align*}
& \psi^{-1} \psi_{z} \in \mathbf{g}_{0} \oplus \mathbf{g}_{-1}  \tag{P}\\
& \psi^{-1} \psi_{\bar{z}} \in \mathbf{g}_{0} \oplus \mathbf{g}_{1}
\end{align*}
$$

Following Burstall and Pedit [1994], we say that a map $\phi$ is primitive if it is of the form $\phi=[\psi]$ where $\psi$ satisfies (P). Thus, a solution of $\left(\Lambda_{\sigma}\right)$ gives rise to a primitive map.

Conversely, if $\phi: \mathbf{C} \rightarrow G / K$ is primitive, we claim that we can construct a solution $F$ of $\left(\Lambda_{\sigma}\right)$ such that $\phi(z)=[F(z, 1)]$. We may write $\phi=[\psi]$, with

$$
\begin{aligned}
\psi^{-1} \psi_{z} & =A+B \\
\psi^{-1} \psi_{\bar{z}} & =C+D
\end{aligned}
$$

where $A, B, C, D$ are as above. We then have the zero-curvature equation

$$
(A+B)_{z}-(C+D)_{\bar{z}}=[A+B, C+D]
$$

as usual. Let us now write separately the components of this equation in each of the subspaces $\mathbf{g}_{-1}$, $\mathbf{g}_{0}, \mathbf{g}_{1}$. They are:

$$
\begin{aligned}
B_{z} & =[B, C] \\
A_{z}-C_{\bar{z}} & =[A, C]+[B, D] \\
-D_{\bar{z}} & =[A, D]
\end{aligned}
$$

(here we use the fact that $\left[\mathbf{g}_{i}, \mathbf{g}_{j}\right] \subseteq \mathbf{g}_{i+j}$ ).
These equations imply the following "zero-curvature equation with parameter":

$$
\left(A+\frac{1}{\lambda} B\right)_{z}-(C+\lambda D)_{\bar{z}}=\left[A+\frac{1}{\lambda} B, C+\lambda D\right]
$$

Hence, there exists a solution $F: \mathbf{C} \rightarrow(\Lambda G)_{\sigma}$ of the system

$$
\begin{aligned}
& F^{-1} F_{z}=A+\frac{1}{\lambda} B \\
& F^{-1} F_{\bar{z}}=C+\lambda D
\end{aligned}
$$

i.e., a solution of the system $\left(\Lambda_{\sigma}\right)$ - as required!

It is important to notice that $\left(\Lambda_{\sigma}\right)$ is equivalent to $(\mathrm{P})$ only when $k>2$. There is no such equivalence when $k=2$. In fact, when $k=2$, we have $\mathbf{g}_{-1}=\mathbf{g}_{1}$, and the system ( P ) imposes no conditions on $\phi$.

To summarize, we can say that solutions of the system $\left(\Lambda_{\sigma}\right)$ correspond to harmonic maps when $k=2$ and to primitive maps when $k>2$. In this chapter we investigate the geometrical significance of primitive maps, and their relationship to harmonic maps and to the 2DTL.

## II. Examples of primitive maps.

Let $G=U_{n+1}$ and

$$
\sigma=\text { conjugation by }\left(\begin{array}{cccc}
1 & & & \\
& \omega & & \\
& & \ddots & \\
& & & \omega^{n}
\end{array}\right)^{-1}
$$

where $\omega=e^{2 \pi \sqrt{-1} /(n+1)}$. We shall discuss some examples of primitive maps $\mathbf{C} \rightarrow U_{n+1} / T_{n+1}$, where $T_{n+1}$ - i.e., $\left(U_{n+1}\right)_{\sigma}$ - denotes the subgroup of diagonal matrices, as usual. Recall from Chapter 3 that the flag manifold $U_{n+1} / T_{n+1}$ may be described as

$$
\left\{\left(L_{0}, \ldots, L_{n}\right) \mid L_{0}, \ldots, L_{n} \text { are orthogonal lines in } \mathbf{C}^{n+1}\right\}
$$

Let $f_{0}: \mathbf{C} \rightarrow \mathbf{C} P^{n}$ be a harmonic map. Let $f_{i}$ be the harmonic map obtained from $f_{0}$ by the inductive formula

$$
\hat{f}_{i}=\text { component of } \partial \hat{f}_{i-1} / \partial z \text { orthogonal to } \hat{f}_{i-1}
$$

where $\hat{f}_{i}$ is a map from (a dense open subset of) $\mathbf{C}$ to $\mathbf{C}^{n+1}$ such that $f_{i}=\left[\hat{f}_{i}\right]$. The sequence

$$
f_{0}, f_{1}, f_{2}, \ldots
$$

is called the harmonic sequence of $f_{0}$. For a detailed justification of this construction we refer to Bolton and Woodward [1992]; Burstall and Wood [1986]; Eells and Wood [1983]; Wolfson [1985]. We have already considered a special case in section I of Chapter 20, namely when $f_{0}$ is holomorphic.

We consider now two special types of behaviour of this sequence.
(i) The periodic case.

Let us assume that $f_{i}=f_{i+n+1}$ for all $i$ and $f_{i} \perp f_{j}$ for $i \neq j$. Following Bolton et al. [1995], we say that the maps $f_{i}$ are superconformal.

Given $f_{0}$, it is possible to choose the maps $\hat{f}_{i}$ such that the following conditions are satisfied (on a dense open subset of $\mathbf{C}$, and after a suitable change of coordinates):
(i) $\left(\hat{f}_{k}\right)_{z}=\hat{f}_{k+1}+a_{k} \hat{f}_{k}$, where $a_{k}=\left(\log \left\|\hat{f}_{k}\right\|^{2}\right)_{z}$;
(ii) $\left(\hat{f}_{k}\right)_{\bar{z}}=b_{k-1} \hat{f}_{k-1}$, where $b_{k-1}=-\left\|\hat{f}_{k}\right\|^{2} /\left\|\hat{f}_{k-1}\right\|^{2}$;
(iii) $\hat{f}_{n+1}=\hat{f}_{0}$.

This is proved in Bolton et al. [1995].
Let us now define

$$
\psi=\left(\begin{array}{ccc}
\mid & & \mid \\
\hat{f}_{0} & \ldots & \hat{f}_{n} \\
\mid & & \mid
\end{array}\right)\left(\begin{array}{ccc}
\left\|\hat{f}_{0}\right\|^{-1} & & \\
& \ddots & \\
& & \left\|\hat{f}_{n}\right\|^{-1}
\end{array}\right)
$$

We claim that $[\psi]: \mathbf{C} \rightarrow U_{n+1} / T_{n+1}$ is a primitive map. To prove this we must calculate $\psi^{-1} \psi_{z}$. In order to simplify the calculation, we write

$$
w_{i}=\log \left\|\hat{f}_{i}\right\|
$$

It is then easy to verify that $\psi^{-1} \psi_{z}=$

$$
\left(\begin{array}{ccccc}
\left(w_{0}\right)_{z} & & & & \\
& \left(w_{1}\right)_{z} & & & \\
& & \ldots & & \\
& & & \cdots & \left(w_{n}\right)_{z}
\end{array}\right)+\left(\begin{array}{ccccc}
0 & & & & W_{0, n} \\
W_{1,0} & 0 & & & \\
& \cdots & \cdots & & \\
& & \cdots & \cdots & \\
& & & & \\
& W_{n, n-1} & 0
\end{array}\right)
$$

where $W_{i, i-1}=e^{w_{i}-w_{i-1}}$. This shows that $\psi$ is primitive.
In addition, we see that $\psi$ gives a solution of the 2DTL! (It is possible to choose the maps $\hat{f}_{i}$ such that $\psi$ takes values in $S U_{n+1}$, rather than in $U_{n+1}$.) Conversely, by reversing this construction, we see that a solution of the 2DTL gives a periodic sequence of harmonic maps. Thus, this example gives a geometrical interpretation of the 2DTL.

Given $f_{0}, \ldots, f_{n}$, there is some ambiguity in the choice of $\hat{f}_{0}, \ldots, \hat{f}_{n}$ (and hence of $w_{0}, \ldots, w_{n}$ ). For the details, we refer to section 4 of Bolton et al. [1995]. Given $w_{0}, \ldots, w_{n}$, the harmonic sequence $f_{0}, \ldots, f_{n}$ is determined uniquely.

There is a slight difference between the form of $\left(\Lambda_{\sigma}\right)$ in Chapters 13-15 and Chapters 16-21, in that the roles of $\lambda$ and $\lambda^{-1}$ have been interchanged. This is a purely nominal difference (which we tolerate for historical reasons). We have changed the definition of $\sigma$, by replacing $\omega$ by $\omega^{-1}$, in order to preserve the form of the 2DTL equation.
(ii) The finite case.

Let us assume that the harmonic sequence terminates after a finite number of steps, i.e., it is of the form

$$
f_{0}, \ldots, f_{r}
$$

for some $r \geq 0$. It follows that $f_{r}$ is anti-holomorphic. It can be shown further (see Eells and Wood [1983]) that there exists a harmonic sequence

$$
f_{-s}, \ldots, f_{0}, \ldots, f_{r}
$$

(extending the previous sequence), where $f_{-s}$ is holomorphic, and that $f_{i} \perp f_{j}$ for $i \neq j$. (Hence $r+s \leq n$.) Without loss of generality, therefore, it suffices to study finite harmonic sequences of the form

$$
f_{0}, \ldots, f_{n}
$$

with $f_{0}$ holomorphic and $f_{n}$ anti-holomorphic.
In this case, we may choose $\hat{f}_{i}$ such that
(i) $\left(\hat{f}_{k}\right)_{z}=\hat{f}_{k+1}+a_{k} \hat{f}_{k}, k=0, \ldots, n-1$, and $\left(\hat{f}_{n}\right)_{z}=a_{n} \hat{f}_{n}$,
(ii) $\left(\hat{f}_{k}\right)_{\bar{z}}=b_{k-1} \hat{f}_{k-1}, k=1, \ldots, n$, and $\left(\hat{f}_{0}\right)_{\bar{z}}=0$
where $a_{k}=\left(\log \left\|\hat{f}_{k}\right\|^{2}\right)_{z}$ and $b_{k-1}=-\left\|\hat{f}_{k}\right\|^{2} /\left\|\hat{f}_{k-1}\right\|^{2}$.
If we define $\psi$ as in the periodic case, we obtain $\psi^{-1} \psi_{z}=$

$$
\left(\begin{array}{ccccc}
\left(w_{0}\right)_{z} & & & & \\
& \left(w_{1}\right)_{z} & & & \\
& & \cdots & & \\
& & & \cdots & \left(w_{n}\right)_{z}
\end{array}\right)+\left(\begin{array}{ccccc}
0 & & & & \\
W_{1,0} & 0 & & & \\
& \cdots & \cdots & & \\
& & \cdots & \cdots & \\
& & & & \\
& W_{n, n-1} & 0
\end{array}\right)
$$

Thus, $[\psi]: \mathbf{C} \rightarrow U_{n+1} / T_{n+1}$ is a primitive map.
This example is equivalent to the finite open 2DTL, i.e., the system

$$
\begin{aligned}
2\left(w_{0}\right)_{z \bar{z}} & =W_{1,0}^{2} \\
2\left(w_{i}\right)_{z \bar{z}} & =W_{i+1, i}^{2}-W_{i, i-1}^{2} \quad i=1, \ldots, n-1 \\
2\left(w_{n}\right)_{z \bar{z}} & =\quad-W_{n, n-1}^{2}
\end{aligned}
$$

where $w_{i}: \mathbf{C} \rightarrow \mathbf{R}$ and $\sum_{i=0}^{n} w_{i}=0$.
In this case we can construct explicitly a corresponding solution to the system $\left(\Lambda_{\sigma}\right)$. Namely, we take

$$
G(z, \lambda)=\left(\begin{array}{ccccc}
1 & & & & \\
& \lambda^{-1} & & & \\
& & \ldots & & \\
& & & \cdots & \lambda^{-n}
\end{array}\right) \psi(z)\left(\begin{array}{ccccc}
1 & & & & \\
& \lambda & & & \\
& & \cdots & & \\
& & & \cdots & \\
& & & & \\
& & & & \lambda^{n}
\end{array}\right)
$$

It is clear that $G$ takes values in $\left(\Lambda U_{n+1}\right)_{\sigma}$, and that $G(z, 1)=\psi(z)$. We must verify that $G$ is a solution
of $\left(\Lambda_{\sigma}\right)$. We have

$$
\begin{aligned}
& G^{-1} G_{z}=\left(\begin{array}{ccccc}
1 & & & & \\
& \lambda^{-1} & & & \\
& & \ldots & & \\
& & & \cdots & \lambda^{-n}
\end{array}\right) \psi^{-1} \psi_{z}\left(\begin{array}{ccccc}
1 & & & & \\
& \lambda & & & \\
& & \cdots & & \\
& & & \cdots & \\
& & & & \lambda^{n}
\end{array}\right) \\
& =\left(\begin{array}{ccccc}
\left(w_{0}\right)_{z} & & & & \\
\lambda^{-1} W_{1,0} & \left(w_{1}\right)_{z} & & & \\
& \cdots & \ldots & & \\
& & \cdots & \cdots & \\
& & & \lambda^{-1} W_{n, n-1} & \left(w_{n}\right)_{z}
\end{array}\right) \\
& =\text { linear in } \frac{1}{\lambda} \text {. }
\end{aligned}
$$

A similar calculation shows that $G^{-1} G_{\bar{z}}$ is linear in $\lambda$, as required. (Note that this formula does not work in the periodic case!)

For maps which extend to $\mathbf{C} \cup \infty=S^{2}$, every primitive map is of this form:
Theorem. Any primitive map $\phi: S^{2} \rightarrow \mathrm{~F}_{1,2, \ldots, n}\left(\mathbf{C}^{n+1}\right)$ arises from a finite harmonic sequence of length $n+1$, in the manner described above.

This may be proved by the method of Chapter 20, section I, using the Bruhat decomposition of $\mathrm{Fl}_{1,1, \ldots, 1}^{(n+1), \text { alg }}$.
Remark: Examples of periodic harmonic sequences are quite difficult to find. In contrast, finite harmonic sequences, being given by holomorphic maps $\mathbf{C} \rightarrow \mathbf{C} P^{n}$, are plentiful.

## III. From primitive maps to harmonic maps: First method.

If $F$ is a solution of $\left(\Lambda_{\sigma}\right)$, then there is an obvious way to obtain a harmonic map. Namely, we have the inclusion

$$
(\Lambda G)_{\sigma} \subseteq \Lambda G
$$

so we may regard $F$ as a solution of $(\Lambda)$. By the theory of Chapter 16, this gives the harmonic map $\phi=F(,-1) F(, 1)^{-1}: \mathbf{C} \rightarrow G$.

More generally, if $\tau: G \rightarrow G$ is an involution such that

$$
(\Lambda G)_{\sigma} \subseteq(\Lambda G)_{\tau}
$$

then we obtain a harmonic map $\phi: \mathbf{C} \rightarrow G / G_{\tau}$. This map $\phi$ is obtained from the primitive map $[F(, 1)]: \mathbf{C} \rightarrow G / G_{\sigma}$ by composition with the natural projection map $G / G_{\sigma} \rightarrow G / G_{\tau}$.

## Example:

Let $f: \mathbf{C} \rightarrow U_{n+1} / T_{n+1}$ be the primitive map constructed in (ii) of section II. Using the inclusion $\left(\Lambda U_{n+1}\right)_{\sigma} \subseteq \Lambda U_{n+1}$, we obtain a harmonic map

$$
\phi(z)=\left(p_{0}-p_{1}+\cdots+(-1)^{n} p_{n}\right)\left(\pi_{0}(z)-\pi_{1}(z)+\cdots+(-1)^{n} \pi_{n}(z)\right)
$$

where $p_{i}, \pi_{i}(z)$ denote the Hermitian projection operators onto the $i$-th coordinate axis and $f_{i}(z)$, respectively.

## IV. From primitive maps to harmonic maps: Second method.

If $\sigma$ is an inner automorphism of $G$, and if $F$ is a solution of $\left(\Lambda_{\sigma}\right)$, then there is another way to obtain a harmonic map. Namely, we use the isomorphism

$$
(\Lambda G)_{\sigma} \cong \Lambda G
$$

(mentioned in section II of Chapter 11). We shall discuss this in the case where $G=U_{n+1}$ and

$$
\sigma=\text { conjugation by }\left(\begin{array}{cccc}
1 & & & \\
& \omega & & \\
& & \ddots & \\
& & & \omega^{n}
\end{array}\right)^{-1}
$$

where $\omega=e^{2 \pi \sqrt{-1} /(n+1)}$. In this case, the isomorphism

$$
T: \Lambda U_{n+1} \rightarrow\left(\Lambda U_{n+1}\right)_{\sigma}
$$

is given explicitly by

$$
T(\gamma)(\lambda)=\left(\begin{array}{cccc}
1 & & & \\
& \lambda^{-1} & & \\
& & \ddots & \\
& & & \lambda^{-n}
\end{array}\right) \gamma\left(\lambda^{n+1}\right)\left(\begin{array}{cccc}
1 & & & \\
& \lambda & & \\
& & \ddots & \\
& & & \lambda^{n}
\end{array}\right)
$$

(and the same formula applies to the Lie algebras, as well as to the complexified Lie groups and Lie algebras).

Exactly as in the lemma of section II of Chapter 19, we have:
Proposition 1. If $F$ is a solution of $\left(\Lambda_{\sigma}\right)$, then $T^{-1}(F)$ is a solution of $(\Lambda)$.
Proof. Let $A+\lambda^{-1} B, C+\lambda D \in(\Lambda \mathbf{g} \otimes \mathbf{C})_{\sigma}$. We must show that $T^{-1}\left(A+\lambda^{-1} B\right), T^{-1}(C+\lambda D)$ are linear in $\lambda^{-1}, \lambda$, respectively. We have

$$
A+\lambda^{-1} B=\left(\begin{array}{ccccc}
a_{0} & & & & \\
& a_{1} & & & \\
& & \ldots & & \\
& & & \ldots & a_{n}
\end{array}\right)+\frac{1}{\lambda}\left(\begin{array}{ccccc}
0 & & & & b_{0} \\
b_{1} & 0 & & & \\
& \cdots & \ldots & & \\
& & \cdots & \ldots & \\
& & & b_{n} & 0
\end{array}\right)
$$

It is easy to verify that

$$
T^{-1}\left(A+\frac{1}{\lambda} B\right)=\left(\begin{array}{ccccc}
a_{0} & & & & \lambda^{-1} b_{0} \\
b_{1} & a_{1} & & & \\
& \cdots & \ldots & & \\
& & \cdots & \ldots & \\
& & & b_{n} & a_{n}
\end{array}\right)
$$

A similar calculation can be made for $T^{-1}(C+\lambda D)$.

Next, consider an automorphism

$$
\sigma^{\prime}=\text { conjugation by }\left(\begin{array}{cccc}
\omega^{k_{0}} & & & \\
& \omega^{k_{1}} & & \\
& & \ddots & \\
& & & \omega^{k_{n}}
\end{array}\right)^{-1}
$$

where $0=k_{0} \leq k_{1} \leq \cdots \leq k_{n}=k, k_{i+1}-k_{i}=0$ or 1 for all $i$, and $\omega=e^{2 \pi \sqrt{-1} / k}$. This has order $k$. There is a corresponding isomorphism

$$
T^{\prime}: \Lambda U_{n+1} \rightarrow\left(\Lambda U_{n+1}\right)_{\sigma^{\prime}}
$$

which is given by

$$
T^{\prime}(\gamma)(\lambda)=\left(\begin{array}{cccc}
\lambda^{-k_{0}} & & & \\
& \lambda^{-k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{-k_{n}}
\end{array}\right) \gamma\left(\lambda^{k}\right)\left(\begin{array}{cccc}
\lambda^{k_{0}} & & & \\
& \lambda^{k_{1}} & & \\
& & \ddots & \\
& & & \lambda^{k_{n}}
\end{array}\right)
$$

Proposition 2. If $F$ is a solution of $\left(\Lambda_{\sigma}\right)$, then $T^{\prime} T^{-1} F$ is a solution of $\left(\Lambda_{\sigma^{\prime}}\right)$.
Proof. In the proof of Proposition 1, we found that

$$
T^{-1}\left(A+\frac{1}{\lambda} B\right)=\left(\begin{array}{ccccc}
a_{0} & & & & \lambda^{-1} b_{0} \\
b_{1} & a_{1} & & & \\
& \cdots & \ldots & & \\
& & \cdots & \ldots & \\
& & & b_{n} & a_{n}
\end{array}\right)
$$

The result of applying $T^{\prime}$ to this is clearly linear in $\lambda^{-1}$. A similar calculation can be made for $T^{\prime} T^{-1}(C+\lambda D)$.

Proposition 2 establishes a "transform procedure" for primitive maps. As in the previous section, we can consider $T^{\prime} T^{-1} F$ to be a solution of $(\Lambda)$, via the inclusion $\left(\Lambda U_{n+1}\right)_{\sigma^{\prime}} \subseteq \Lambda U_{n+1}$. This is valid for any $\sigma^{\prime}$ of the above form. Hence, from a solution $F$ of $\left(\Lambda_{\sigma}\right)$, we obtain a collection of solutions of $(\Lambda)$. In other words, from a primitive map we obtain a collection of harmonic maps.

The effect of the transformation $T^{\prime} T^{-1}$ on a primitive map $\phi: \mathbf{C} \rightarrow G / G_{\sigma}$ is simply to compose with the natural projection map $G / G_{\sigma} \rightarrow G / G_{\sigma^{\prime}}$. (Proof: The maps $T, T^{\prime}$ have no effect on the value of loops at $\lambda=1$, so $T^{\prime} T^{-1} F(z, 1)=F(z, 1)$.)

## Example:

Let $\sigma^{\prime}$ be conjugation by $P_{k-1}-P_{k-1}^{\perp} P_{k}+P_{k}^{\perp}$ where $P_{k}$ is the Hermitian projection operator onto $\mathbf{C}^{k+1}=\operatorname{Span}\left\{e_{0}, \ldots, e_{k}\right\}$. Let $F$ be a solution of $\left(\Lambda_{\sigma}\right)$ which corresponds to a periodic or finite harmonic sequence, as in section II. Then $T^{\prime} T^{-1} F$ is a solution of $\left(\Lambda_{\sigma^{\prime}}\right)$. What is the resulting harmonic map into the symmetric space $U_{n+1} /\left(U_{n+1}\right)_{\sigma^{\prime}} \cong \mathbf{C} P^{n}$ ? By the remarks above, it is given by composing the original primitive map with the natural projection map

$$
U_{n+1} /\left(U_{n+1}\right)_{\sigma} \rightarrow U_{n+1} /\left(U_{n+1}\right)_{\sigma^{\prime}},
$$

and so it is just the $k$-th harmonic map $f_{k}$. (Thus, the "columns" of a primitive map $\mathbf{C} \rightarrow U_{n+1} / T_{n+1}$ are harmonic maps $\mathbf{C} \rightarrow \mathbf{C} P^{n}$.)

In the case of a finite harmonic sequence, we have seen that $T^{-1} F=\psi$, and so we have the explicit formula

$$
T^{\prime} T^{-1} F=\left(P_{k-1}+\lambda P_{k-1}^{\perp} P_{k}+\lambda^{2} P_{k}^{\perp}\right)^{-1} \psi\left(P_{k-1}+\lambda P_{k-1}^{\perp} P_{k}+\lambda^{2} P_{k}^{\perp}\right) .
$$

This is in agreement with the formula of Chapter 20 (see the beginning of section I).

## Bibliographical comments.

Primitive maps into $k$-symmetric spaces were introduced and studied in Burstall and Pedit [1994].
The idea of passing "from primitive maps to harmonic maps" first arose in McIntosh [1994b]. This depended on earlier results in twistor theory, from Black [1991]. Our treatment in section IV is a self-contained loop theoretic version of this.

Relations between harmonic maps and solutions to the 2DTL have been studied in Bolton et al. [1995]; Doliwa and Sym [1994]; Fujii [1993]; Miyaoka [in press]; our treatment follows that of the first reference. Further information on the differential geometric aspects of the 2DTL may be found in Fordy and Wood [1994].

The primitive maps which occur in the special case of the finite open 2DTL are examples of superhorizontal holomorphic maps. The idea of passing from such maps to harmonic maps is older: It is an example of the twistor construction. The twistor construction is a fruitful method of constructing harmonic maps $\mathbf{C} \rightarrow G / K$, and it has played a prominent role in the development of the subject. Some examples appear in Eells and Lemaire [1988], and a general treatment is given in Burstall and Rawnsley [1990] (where the reader will find many other references). From the point of view of loop groups, the harmonic maps produced by the twistor construction are characterized by the property that the corresponding solutions of $(\Omega)$ are fixed (pointwise) by the $S^{1}$-action on $\Omega G$. In the case $G=U_{n}$, the corresponding solutions of $(\mathrm{Gr})$ are those of the form

$$
W=\sum_{i \geq 0} A_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

where $\sum_{i>0} A_{i} \lambda^{i}$ is constant in $\lambda$, i.e., $A_{i}=0$ for $i \geq 1$. We saw in Chapter 20 that all harmonic maps $S^{2} \rightarrow \mathbf{C} P^{\bar{n}}$ have this property.

## Chapter 22: Weierstrass formulae for harmonic maps

The method of Chapter 20 leads to explicit formulae for harmonic maps of finite uniton number. These are analogous to the explicit solutions of the 1DTL, in the sense that they are given by "factorizing an exponential". In this case, however, the initial data consists of a (matrix-valued) meromorphic function. The basis for these formulae is the Bruhat decomposition of the algebraic Grassmannian $\mathrm{Gr}^{(n), \mathrm{alg}}$.

## I. Motivation and examples.

The Bruhat decomposition of $\operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ is a decomposition into algebraically embedded complex cells. Our formulae are based on the principle that, if $f: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ is a holomorphic map, then $f(\mathbf{C}-D)$ is contained in precisely one of these cells, for some discrete subset $D$. In Chapter 20 we made use of this principle to classify certain kinds of harmonic maps, and now we use it for a different purpose. We begin by considering two familiar examples, namely holomorphic maps $f: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ and harmonic maps $S^{2} \rightarrow \mathbf{C} P^{n}$.

Let $f: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ be holomorphic. By the above principle, $f(\mathbf{C}-D)$ is contained in a Bruhat cell. Let us assume that this cell is the big cell, i.e., $N_{n}^{\prime} \mathbf{C}^{k}$. (This is the generic situation, and in any case the other cells may be dealt with in a similar way.) Now, by the same algebraic observation as in Chapter 14 for $\mathbf{C} P^{n-1}$, we have

$$
\begin{aligned}
N_{n}^{\prime} \mathbf{C}^{k} & =\left\{\left.\left(\begin{array}{cc}
I_{k} & 0 \\
X & I_{n-k}
\end{array}\right) \mathbf{C}^{k} \right\rvert\, X \text { is an } n-k \times k \text { complex matrix }\right\} \\
& \cong \mathbf{C}^{n-k} \times \mathbf{C}^{k}
\end{aligned}
$$

Hence we may write

$$
f=\left(\begin{array}{cc}
I_{k} & 0 \\
c & I_{n-k}
\end{array}\right) \mathbf{C}^{k}=\exp \left(\begin{array}{ll}
0 & 0 \\
c & 0
\end{array}\right) \mathbf{C}^{k}
$$

for some meromorphic $n-k \times k$ matrix-valued function $c$.
Let us re-phrase this in terms of (Gr). We have a harmonic map $\phi=i \circ f: \mathbf{C} \rightarrow U_{n}$, where $i: \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right) \rightarrow U_{n}$ is the usual inclusion $V \mapsto \pi_{V}-\pi_{V}^{\perp}$. Corresponding to $\phi$ we have (from Chapter 17) a solution of $(\mathrm{Gr})$, given by

$$
W=f \oplus \lambda H_{+}^{(n)}
$$

By the remarks above we can re-write this as

$$
\begin{aligned}
W & =\exp \left(\begin{array}{ll}
0 & 0 \\
c & 0
\end{array}\right) \mathbf{C}^{k} \oplus \lambda H_{+}^{(n)} \\
& =\exp \left(\begin{array}{ll}
0 & 0 \\
c & 0
\end{array}\right)\left(P_{k}+\lambda P_{k}^{\perp}\right) H_{+}^{(n)} \\
& =\left(P_{k}+\lambda P_{k}^{\perp}\right)\left(P_{k}+\frac{1}{\lambda} P_{k}^{\perp}\right) \exp \left(\begin{array}{ll}
0 & 0 \\
c & 0
\end{array}\right)\left(P_{k}+\lambda P_{k}^{\perp}\right) H_{+}^{(n)} \\
& =\left(P_{k}+\lambda P_{k}^{\perp}\right) \exp \left(\begin{array}{cc}
0 & 0 \\
\lambda^{-1} c & 0
\end{array}\right) H_{+}^{(n)}
\end{aligned}
$$

(Here, $P_{k}$ denotes projection on $\operatorname{Span}\left\{e_{1}, \ldots, e_{k}\right\}$.) Ignoring the constant loop $P_{k}+\lambda P_{k}^{\perp}$, we conclude that the corresponding solution of $(\Omega)$ is given by

$$
F=\left[\exp \left(\begin{array}{cc}
0 & 0 \\
\lambda^{-1} c & 0
\end{array}\right)\right]_{u}
$$

where the notation $\gamma=\gamma_{u} \gamma_{+}$denotes the factorization of a loop $\gamma$ with respect to the Iwasawa decomposition $\Lambda G L_{n} \mathbf{C}=\Omega U_{n} \Lambda_{+} G L_{n} \mathbf{C}$. This is our Weierstrass formula, for holomorphic maps $\mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$.

Next, we consider harmonic maps $S^{2} \rightarrow \mathbf{C} P^{n}$. By the classification theorem of Chapter 20, any such map is of the form

$$
f_{i}: \mathbf{C} \rightarrow \mathbf{C} P^{n}, \quad f_{i}=\left[\operatorname{Span}\left\{\tilde{f}, \tilde{f}^{\prime}, \ldots, \tilde{f}^{(i-1)}\right\}^{\perp} \cap \operatorname{Span}\left\{\tilde{f}, \tilde{f}^{\prime}, \ldots, \tilde{f}^{(i)}\right\}\right]
$$

and a corresponding solution of $(\mathrm{Gr})$ is

$$
\begin{aligned}
W & =\pi_{i-1} \oplus \lambda \pi_{i} \oplus \lambda^{2} H_{+}^{(n+1)} \\
& =\left(\begin{array}{cccc}
\mid & \mid & & \mid \\
\tilde{f} & \tilde{f}^{\prime} & \ldots & \tilde{f}^{(n)} \\
\mid & \mid & & \mid
\end{array}\right)\left(P_{i-1}+\lambda P_{i-1}{ }^{\perp} P_{i}+\lambda^{2} P_{i}^{\perp}\right) H_{+}^{(n+1)} .
\end{aligned}
$$

(In this formula, $P_{i}$ denotes projection on $\operatorname{Span}\left\{e_{0}, \ldots, e_{i}\right\}$, and $\pi_{i}$ denotes projection on $\operatorname{Span}\left\{\tilde{f}, \tilde{f}^{\prime}, \ldots, \tilde{f}^{(i)}\right\}$.) A corresponding solution of $(\Omega)$ is given by the factorization formula

$$
F=\left[\left(\begin{array}{cccc}
\mid & \mid & & \mid \\
\tilde{f} & \tilde{f}^{\prime} & \ldots & \tilde{f}^{(n)} \\
\mid & \mid & & \mid
\end{array}\right)\left(P_{i-1}+\lambda P_{i-1}^{\perp} P_{i}+\lambda^{2} P_{i}^{\perp}\right)\right]_{u} .
$$

As in Chapter 20, the factorization here amounts to performing the Gram-Schmidt orthogonalization on $\tilde{f}, \tilde{f}^{\prime}, \ldots, \tilde{f}^{(n)}$.

The above solution $W$ of ( Gr ) may be identified with the map $\left(\pi_{i-1}, \pi_{i}\right)$ into the flag manifold $\mathrm{F}_{i, i+1}\left(\mathbf{C}^{n+1}\right)=G L_{n+1} \mathbf{C}\left(\mathbf{C}^{i} \subseteq \mathbf{C}^{i+1} \subseteq \mathbf{C}^{n+1}\right)$. It is then possible to write $W$ in exponential form, by using the Bruhat decomposition of $\mathrm{F}_{i, i+1}\left(\mathbf{C}^{n+1}\right)$. We shall do this in the simplest non-trivial case, where $\mathrm{F}_{i, i+1}\left(\mathbf{C}^{n+1}\right)=\mathrm{F}_{1,2}\left(\mathbf{C}^{3}\right)$. Our harmonic map in this case is given by $f_{1}=\left[\operatorname{Span}\{\tilde{f}\}^{\perp} \cap \operatorname{Span}\left\{\tilde{f}, \tilde{f}^{\prime}\right\}\right]$. Since $f_{0}$ is holomorphic, and $f_{2}$ is anti-holomorphic, $f_{1}$ represents the most general harmonic map $S^{2} \rightarrow \mathbf{C} P^{2}$ which is neither holomorphic nor anti-holomorphic.

As in the previous example, let us assume that the image of $\left.W\right|_{\mathbf{C}-D}$ lies in the big cell $N_{3}^{\prime}(\mathbf{C} \subseteq$ $\mathbf{C}^{2} \subseteq \mathbf{C}^{3}$ ), for some discrete subset $D$. Equivalently, we assume that we have a factorization

$$
\left(\begin{array}{ccc}
\mid & \mid & \mid \\
\tilde{f} & \tilde{f}^{\prime} & \tilde{f}^{\prime \prime} \\
\mid & \mid & \mid
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
\alpha & 1 & 0 \\
\beta & \gamma & 1
\end{array}\right)\left(\begin{array}{ccc}
* & * & * \\
0 & * & * \\
0 & 0 & *
\end{array}\right) \quad\left(\in N_{3}^{\prime} \hat{N}_{3}\right) .
$$

Since

$$
\left(\begin{array}{lll}
1 & & \\
& \lambda & \\
& & \lambda^{2}
\end{array}\right)^{-1} \hat{N}_{3}\left(\begin{array}{lll}
1 & & \\
& \lambda & \\
& & \lambda^{2}
\end{array}\right) \subseteq \Lambda_{+} G L_{3} \mathbf{C}
$$

we obtain

$$
\begin{aligned}
W & =\left(\begin{array}{lll}
1 & 0 & 0 \\
\alpha & 1 & 0 \\
\beta & \gamma & 1
\end{array}\right)\left(\begin{array}{lll}
1 & & \\
& \lambda & \\
& & \lambda^{2}
\end{array}\right) H_{+}^{(3)} \\
& =\mathbf{C}\left(\begin{array}{l}
1 \\
\alpha \\
\beta
\end{array}\right) \oplus \lambda \mathbf{C}\left(\begin{array}{c}
1 \\
\alpha \\
\beta
\end{array}\right) \oplus \lambda \mathbf{C}\left(\begin{array}{l}
0 \\
1 \\
\gamma
\end{array}\right) \oplus \lambda^{2} H_{+}^{(3)} .
\end{aligned}
$$

It follows from the condition $\frac{\partial}{\partial z} \pi_{0} \subseteq \pi_{1}$ that $\gamma=\beta^{\prime} / \alpha^{\prime}$, where $\alpha^{\prime}=\partial \alpha / \partial z$ etc. Conversely, for any meromorphic functions $\alpha$ and $\beta$, the formula

$$
W=\left(\begin{array}{ccc}
1 & 0 & 0 \\
\alpha & 1 & 0 \\
\beta & \beta^{\prime} / \alpha^{\prime} & 1
\end{array}\right)\left(\begin{array}{lll}
1 & & \\
& \lambda & \\
& & \lambda^{2}
\end{array}\right) H_{+}^{(3)}
$$

defines a solution of ( Gr ) which corresponds to a harmonic map $S^{2} \rightarrow \mathbf{C} P^{2}$.
Now, we have

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
\alpha & 1 & 0 \\
\beta & \beta^{\prime} / \alpha^{\prime} & 1
\end{array}\right)=\exp \left(\begin{array}{ccc}
0 & 0 & 0 \\
a & 0 & 0 \\
b & c & 0
\end{array}\right)
$$

where $a=\alpha, b=\beta-\frac{1}{2} \alpha\left(\alpha^{\prime} / \beta^{\prime}\right), c=\alpha^{\prime} / \beta^{\prime}$. As in the first example, we can re-write $W$ as follows:

$$
\begin{aligned}
W & =\left(\begin{array}{lll}
1 & & \\
& \lambda & \\
& & \lambda^{2}
\end{array}\right)\left(\begin{array}{lll}
1 & & \\
& \lambda & \\
& & \lambda^{2}
\end{array}\right)^{-1} \exp \left(\begin{array}{lll}
0 & 0 & 0 \\
a & 0 & 0 \\
b & c & 0
\end{array}\right)\left(\begin{array}{lll}
1 & & \\
& \lambda & \\
& & \lambda^{2}
\end{array}\right) H_{+}^{(3)} \\
& =\left(\begin{array}{lll}
1 & & \\
& \lambda & \\
& & \lambda^{2}
\end{array}\right) \exp \left(\begin{array}{ccc}
0 & 0 & 0 \\
\lambda^{-1} a & 0 & 0 \\
\lambda^{-2} b & \lambda^{-1} c & 0
\end{array}\right) H_{+}^{(3)} .
\end{aligned}
$$

Ignoring the constant loop on the left, the corresponding solution of $(\Omega)$ is

$$
F=\left[\exp \left(\begin{array}{ccc}
0 & 0 & 0 \\
\lambda^{-1} a & 0 & 0 \\
\lambda^{-2} b & \lambda^{-1} c & 0
\end{array}\right)\right]_{u}
$$

This is our Weierstrass formula, for a harmonic map $S^{2} \rightarrow \mathbf{C} P^{2}$ which is neither holomorphic nor anti-holomorphic. Note that the formula depends only on the choice of two meromorphic functions $\alpha$ and $\beta$.

## II. Weierstrass formulae for harmonic maps $S^{2} \rightarrow U_{n}$.

The special examples of the previous section involve no more than the Bruhat decomposition of a finite dimensional Grassmannian or flag manifold. To deal with more general harmonic maps, we need the Bruhat decomposition of $\mathrm{Gr}^{(n), \text { alg }}$.

Let $\phi: \mathbf{C} \rightarrow U_{n}$ be a harmonic map of finite uniton number. For example, any harmonic map $S^{2} \rightarrow U_{n}$ gives (on restriction to $\mathbf{C}$ ) such a map. As in section II of Chapter 20, we can write a solution of ( Gr ) corresponding to $\phi$ in the form

$$
W=\sum_{i \geq 0} A_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

with ${ }^{6}$

$$
\begin{aligned}
k_{1}=\cdots= & k_{r_{0}}=k \\
k_{r_{0}+1}=\cdots= & k_{r_{1}}=k-1 \\
& \ldots \quad \\
k_{r_{s-1}+1}=\cdots=k_{r_{s}}= & k_{n}=1 .
\end{aligned}
$$

[^5]The $n$-tuple $\left(k_{1}, \ldots, k_{n}\right)$ may be regarded as the "type" of $\phi$; this is a refinement of the concept of uniton number.

Let us write $\mathbf{C}^{n}=U_{0} \oplus \cdots \oplus U_{s}$, where

$$
U_{0}=V_{1} \oplus \cdots \oplus V_{r_{0}}, \quad U_{1}=V_{r_{0}+1} \oplus \cdots \oplus V_{r_{1}}, \quad \ldots, \quad U_{s}=V_{r_{s-1}+1} \oplus \cdots \oplus V_{r_{s}} .
$$

If $X$ is an $n \times n$ matrix, we write $X=\left(X^{a b}\right)$, where $X^{a b}$ is the $(a, b)$-th "block" of $X$ with respect to the decomposition $\mathbf{C}^{n}=U_{0} \oplus \cdots \oplus U_{s}($ with $0 \leq a, b \leq s)$.

We claim that the expression for $W$ can be simplified further:

## Theorem.

$$
W=\exp \left(\sum_{i=0}^{k-1} C_{i} \lambda^{i}\right)\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

where each $C_{i}$ is a meromorphic $n \times n$ matrix-valued function, such that $C_{i}^{a b}=0$ for $a \geq b-i$.
Sketch of the proof. What we need here is an explicit description of the Bruhat cell

$$
\Lambda_{+}^{\mathrm{alg}} G L_{n} \mathbf{C}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

Such a description was given in Bott [1956], and more recent versions are given in Pressley [1982]; Burstall and Guest [preprint]. We just give a brief sketch here.

First, by an extension of the argument of section II of Chapter 17, W "collapses" to the form

$$
W=\sum_{i=0}^{k-1} B_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)} .
$$

(The theorem of that section is for the case $k=1$.) Next, by considering the isotropy subgroup at

$$
\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right) H_{+}^{(n)}
$$

for the action of the group $\Lambda_{+}^{\text {alg }} G L_{n} \mathbf{C}$, it can be shown that it suffices to take $B_{i}=\left(B_{i}^{a b}\right)$ such that $B_{i}^{a b}=0$ if $a \geq b-i$. Finally, the stated formula follows from this because of the fact that the exponential map is a bi-holomorphism for any nilpotent (complex) Lie group. The functions $C_{i}$ are meromorphic, because $W$ is holomorphic (off a discrete set).

We may re-write the above expression for $W$ as

$$
\begin{aligned}
& \left(\begin{array}{lll}
\lambda^{k_{1}} & & \\
& \ddots & \\
& \lambda^{k_{n}}
\end{array}\right)^{-1} W= \\
& \quad \exp \left[\left(\begin{array}{lll}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)^{-1} \sum_{i=0}^{k-1} C_{i} \lambda^{i}\left(\begin{array}{lll}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)\right] H_{+}^{(n)} .
\end{aligned}
$$

Ignoring the first (constant) factor, and converting back from $(\mathrm{Gr})$ to $(\Omega)$, we obtain the following "factorization of exponentials" formula for solutions of $(\Omega)$ :

Theorem (Weierstrass formula). Let $F: S^{2} \rightarrow \Omega^{\text {alg }} U_{n}$ be a solution of $(\Omega)$ which is non-degenerate in the sense of Chapter 20. Then $F$ may be written in the form

$$
F=\left[\exp \left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)^{-1} \sum_{i=0}^{k-1} C_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)\right]_{u}
$$

where $k_{1}, \ldots, k_{n}$ and $C_{0}, \ldots, C_{k-1}$ are as above.
We do not claim that this formula gives a solution of $(\Omega)$ for arbitrary meromorphic functions $C_{i}$, however. The $C_{i}$ are required to satisfy certain differential equations, corresponding to the condition $\frac{\partial}{\partial z} W \subseteq \lambda^{-1} W$. These may be solved fairly explicitly "by integration", and are described in Burstall and Guest [preprint]. We just illustrate the situation for a specific example.
Example: Harmonic maps $S^{2} \rightarrow U_{3}$
There are three possible types in this case, corresponding to $\left(k_{1}, k_{2}, k_{3}\right)=(2,1,0),(1,1,0)$, or $(1,0,0)$. (We ignore the case $(0,0,0)$, which gives constant $W$.) The expressions for $W$ take the following forms:
Type 1: $\quad W=\left(B_{0}+\lambda B_{1}\right)\left(\begin{array}{lll}\lambda^{2} & & \\ & \lambda & \\ & & 1\end{array}\right) H_{+}^{(3)}$.
Type 2: $\quad W=B_{0}\left(\begin{array}{lll}\lambda & & \\ & \lambda & \\ & & 1\end{array}\right) H_{+}^{(3)}=B_{0} V_{3} \oplus \lambda H_{+}^{(3)}$.
Type 3: $\quad W=B_{0}\left(\begin{array}{lll}\lambda & & \\ & 1 & \\ & & 1\end{array}\right) H_{+}^{(3)}=B_{0}\left(V_{3} \oplus V_{2}\right) \oplus \lambda H_{+}^{(3)}$.
Types 2 and 3 correspond to holomorphic maps into $\operatorname{Gr}_{1}\left(\mathbf{C}^{3}\right)=\mathbf{C} P^{2}$ and $\operatorname{Gr}_{2}\left(\mathbf{C}^{3}\right)\left(\cong \mathbf{C} P^{2}\right)$, and may be dealt with as in section I.

Type 1 is the most interesting case. By the first theorem above, $W$ is actually of the form

$$
W=\exp \left[\left(\begin{array}{lll}
0 & a & b \\
0 & 0 & c \\
0 & 0 & 0
\end{array}\right)+\lambda\left(\begin{array}{lll}
0 & 0 & d \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\right]\left(\begin{array}{lll}
\lambda^{2} & & \\
& \lambda & \\
& & 1
\end{array}\right) H_{+}^{(3)}
$$

for some meromorphic functions $a, b, c, d$. The differential equation corresponding to the condition $\frac{\partial}{\partial z} W \subseteq \lambda^{-1} W$ may be found by inspection here; it is

$$
2 b^{\prime}=a c^{\prime}-a^{\prime} c
$$

(where $a^{\prime}=\partial a / \partial z$, etc.). In particular, it turns out that there is no condition on $d$. The solutions to this equation are given by all pairs ( $a, c$ ) of meromorphic (i.e., rational) functions such that $a c^{\prime}-a^{\prime} c$ has no residues. Alternatively, motivated by section I, we may make the change of variables

$$
\alpha=b+\frac{1}{2} a c, \quad \beta=c, \quad \gamma=a
$$

The differential equation simplifies to $\alpha^{\prime} / \beta^{\prime}=\gamma$, and so its solutions are given by arbitrary pairs $(\alpha, \beta)$ of meromorphic functions.

We have

$$
\begin{aligned}
& \left(\begin{array}{lll}
\lambda^{2} & & \\
& & \\
& & 1
\end{array}\right)^{-1} W= \\
& \quad \exp \left[\left(\begin{array}{lll}
\lambda^{2} & & \\
& \lambda & \\
& & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & a & b+\lambda d \\
0 & 0 & c \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
\lambda^{2} & & \\
& \lambda & \\
& & 1
\end{array}\right)\right] H_{+}^{(3)} .
\end{aligned}
$$

The corresponding solution of $(\Omega)$ is

$$
F=\left[\exp \left(\begin{array}{ccc}
0 & \lambda^{-1} a & \lambda^{-2} b+\lambda^{-1} d \\
0 & 0 & \lambda^{-1} c \\
0 & 0 & 0
\end{array}\right)\right]_{u} .
$$

This is the Weierstrass formula for a (non-degenerate) harmonic map $S^{2} \rightarrow U_{3}$ of type 1 . It depends only on the three meromorphic functions $\alpha, \beta, d$. In the special case where $d$ is identically zero, we recover the Weierstrass formula of section I for harmonic maps $S^{2} \rightarrow \mathbf{C} P^{2}$.
III. Weierstrass formulae for harmonic maps $S^{2} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$.

We can obtain Weierstrass formulae for harmonic maps $\phi: \mathbf{C} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$ of finite uniton number in a similar way. From section II of Chapter 20, we know such maps correspond to solutions $\left\{W_{i}\right\}: \mathbf{C} \rightarrow$ $\mathrm{Fl}_{k, n-k}^{(n)}$ of ( Fl ) of the form

$$
\left\{W_{i}\right\}=\sum_{i \geq 0} A_{i} \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)\left(\lambda H_{+}^{(n)} \subseteq V_{i_{1}} \oplus \cdots \oplus V_{i_{k}} \oplus \lambda H_{+}^{(n)} \subseteq H_{+}^{(n)}\right)
$$

The conditions on $k_{1}, \ldots, k_{n}$ here are:

$$
\begin{aligned}
k_{1}=\cdots= & k_{r_{0}}=l \\
k_{r_{0}+1}=\cdots= & k_{r_{1}}=l-1 \\
& \cdots \quad \cdots \\
k_{r_{s-1}+1}=\cdots=k_{r_{s}}= & k_{n}=1 .
\end{aligned}
$$

The conditions on $i_{1}, \ldots, i_{k}$ are

$$
\begin{aligned}
&\left\{r_{s-2}+1, \ldots, r_{s-1}\right\} \neq S_{1} \neq \emptyset \\
&\left\{r_{s-3}+1, \ldots, r_{s-2}\right\} \neq S_{2} \neq \emptyset \\
& \ldots \quad \ldots \\
&\left\{r_{0}+1, \ldots, r_{1}\right\} \neq S_{s-1} \neq \emptyset \\
& S_{s} \neq \emptyset
\end{aligned}
$$

(where $S_{t}=\left\{j \mid r_{s-t-1}+1 \leq i_{j} \leq r_{s-t}\right\}$, as in Chapter 20).
These conditions are rather restrictive. For $\mathrm{Gr}_{2}\left(\mathbf{C}^{4}\right)$ the only possibilities are
Type 1: $\quad\left\{W_{i}\right\}=$

$$
\left(B_{0}+\lambda B_{1}\right)\left(\begin{array}{cccc}
\lambda^{2} & & & \\
& \lambda & & \\
& & \lambda & \\
& & & 1
\end{array}\right)\left(\lambda H_{+}^{(4)} \subseteq V_{i} \oplus V_{j} \oplus \lambda H_{+}^{(4)} \subseteq H_{+}^{(4)}\right)
$$

where $(i, j)=(1,2)$ or $(1,3)$.
Type 2: $\quad\left\{W_{i}\right\}=B_{0}\left(\begin{array}{cccc}\lambda & & & \\ & \lambda & & \\ & & \lambda & \\ & & & 1\end{array}\right)\left(\lambda H_{+}^{(4)} \subseteq V_{i} \oplus V_{j} \oplus \lambda H_{+}^{(4)} \subseteq H_{+}^{(4)}\right)$,
where $(i, j)=(1,2),(1,3)$, or $(2,3)$.
Type 3: $\quad\left\{W_{i}\right\}=B_{0}\left(\begin{array}{cccc}\lambda & & & \\ & \lambda & & \\ & & 1 & \\ & & & 1\end{array}\right)\left(\lambda H_{+}^{(4)} \subseteq V_{1} \oplus V_{2} \oplus \lambda H_{+}^{(4)} \subseteq H_{+}^{(4)}\right)$.
To obtain corresponding solutions of (Gr), we apply the appropriate isomorphism $T: \Lambda G L_{4} \mathbf{C} \rightarrow$ $\left(\Lambda G L_{4} \mathbf{C}\right)_{\sigma}$. For example, for $\left\{W_{i}\right\}$ of type 3 , we have

$$
\begin{aligned}
& W=T\left\{W_{i}\right\} \\
& =\left(\begin{array}{llll}
\lambda & & & \\
& \lambda & & \\
& & 1 & \\
& & & 1
\end{array}\right) B_{0}\left(\begin{array}{llll}
\lambda^{2} & & & \\
& \lambda^{2} & & \\
& & 1 & \\
& & & 1
\end{array}\right)\left(\begin{array}{llll}
\lambda^{-1} & & & \\
& \lambda^{-1} & & \\
& & 1 & \\
& & & 1
\end{array}\right) H_{+}^{(4)} \\
& =\left(\begin{array}{llll}
\lambda & & & \\
& \lambda & & \\
& & 1 & \\
& & & 1
\end{array}\right) B_{0}\left(\begin{array}{llll}
\lambda & & & \\
& \lambda & & \\
& & 1 & \\
& & & 1
\end{array}\right) H_{+}^{(4)} \\
& =\left(\begin{array}{llll}
\lambda^{2} & & & \\
& \lambda^{2} & & \\
& & 1 & \\
& & & 1
\end{array}\right) \exp \left(\begin{array}{cc}
0 & \lambda^{-1} c \\
0 & 0
\end{array}\right) H_{+}^{(4)} .
\end{aligned}
$$

This agrees (up to minor changes of notation) with the formula in section I for holomorphic maps $\mathbf{C} \rightarrow \operatorname{Gr}_{2}\left(\mathbf{C}^{4}\right)$. We conclude that the harmonic maps of type 3 are precisely the holomorphic maps.

Maps of type 2 are of the form $\phi=f^{\perp} \cap g$, where $(f, g)$ is a holomorphic map $S^{2} \rightarrow \mathrm{~F}_{1,3}\left(\mathbf{C}^{4}\right)$ with $\frac{\partial}{\partial z} f \subseteq g$. These have uniton number 2 .

Maps of type 1 are the most complicated. They have uniton number 3. Taking $(i, j)=(1,2)$, the corresponding solutions of ( Gr ) are given by Weierstrass formulae of the form

$$
W=\exp \left[\left(\begin{array}{cccc}
0 & a & b & c \\
0 & 0 & d & e \\
0 & 0 & 0 & f \\
0 & 0 & 0 & 0
\end{array}\right)+\lambda^{2}\left(\begin{array}{llll}
0 & 0 & 0 & g \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)\right]\left(\begin{array}{llll}
\lambda^{3} & & & \\
& \lambda^{2} & & \\
& & \lambda & \\
& & & 1
\end{array}\right) H_{+}^{(4)} .
$$

Here, $a, b, c, d, e, f$ are determined by

$$
\exp \left(\begin{array}{cccc}
0 & a & b & c \\
0 & 0 & d & e \\
0 & 0 & 0 & f \\
0 & 0 & 0 & 0
\end{array}\right)=\left(\begin{array}{cccc}
1 & \delta & \alpha^{\prime} / \gamma^{\prime} & \alpha \\
0 & 1 & \beta^{\prime} / \gamma^{\prime} & \beta \\
0 & 0 & 1 & \gamma \\
0 & 0 & 0 & 1
\end{array}\right), \quad \delta=\left(\alpha^{\prime} / \gamma^{\prime}\right)^{\prime} /\left(\beta^{\prime} / \gamma^{\prime}\right)^{\prime}
$$

where $\alpha, \beta, \gamma, g$ are arbitrary rational functions.

## Bibliographical comments.

The term "Weierstrass formula" is used here because of the classical formula of Weierstrass for minimal surfaces in terms of holomorphic functions (see, for example, Berger and Gostiaux [1988]).

The fact that the dressing action on harmonic maps of finite uniton number "collapses" to the action of a finite dimensional group has been noted by various authors (Uhlenbeck [1989]; Arsenault and Saint-Aubin [1989a; 1989b]; Guest and Ohnita [1993]). The Bruhat decomposition of Gr ${ }^{(n) \text { alg }}$ provides a simple explanation for this: The orbits of $\Lambda_{+}^{\text {alg }} G L_{n} \mathbf{C}$ on $\mathrm{Gr}^{(n) \text {,alg }}$ are finite dimensional.

In Burstall and Guest [preprint] a slightly different point of view is taken, using $\Omega G$ itself (instead of the Grassmannian model of $\Omega G$ ). It turns out to be remarkably easy to generalize the results of this chapter (and Chapter 20) to harmonic maps $S^{2} \rightarrow G$ or $G / K$.

The Weierstrass formulae of this chapter provide examples of an observation of Dorfmeister et al. [in press], that any solution $F$ of $(\Omega)$ can be written in the form $F=\Psi_{u}$, where $\Psi: \mathbf{C}-D \rightarrow \Lambda_{-} G L_{n} \mathbf{C}$ is holomorphic. From our point of view, this is a consequence of the Birkhoff decomposition. The relationship between this $\Psi$ and our formulae is explained in Burstall and Guest [preprint].

Although our Weierstrass formulae (and the more general formulae of Burstall and Guest [preprint]) appear to be new, various related results have been known for some time. The special case of holomorphic maps $S^{2} \rightarrow S^{2}$ is treated in Ward [1990]. A description of harmonic maps $S^{2} \rightarrow U_{3}$, equivalent to our Weierstrass formula, was given in Wood [1989]; see also Piette and Zakrzewski [1988]. A description of harmonic maps $S^{2} \rightarrow \operatorname{Gr}_{2}\left(\mathbf{C}^{4}\right)$ was given in Ramanathan [1984]; see also Sakagawa [in press]. Various generalizations to specific higher dimensional symmetric spaces are known; see Eells and Lemaire [1988]. Our formulae are somewhat simpler, perhaps, and easier to generalize. However, the main feature of our Weierstrass formulae is that they are all given by the fundamental procedure of "factorizing an exponential".

The idea of using Bruhat decompositions to obtain Weierstrass formulae was used in Bryant [1985], in the case of harmonic maps obtained via the twistor construction (cf. the bibliographical comments for Chapter 21). Our approach was motivated by Morse theory (see the bibliographical comments for Chapter 20), but it is equivalent to the approach of Bryant.

## Part III

One-dimensional and two-dimensional integrable systems

## Chapter 23: From 2 Lax equations to 1 zero-curvature equation

I. $1+1=2$.

In Chapter 8 we saw that the solution $X: \mathbf{R} \rightarrow \mathbf{g}$ of the Lax equation

$$
\dot{X}=\left[X, \pi_{1} J_{X}\right], \quad X(0)=V
$$

is given by the explicit formula

$$
X(t)=\operatorname{Ad}\left(\exp t J_{V}\right)_{1}^{-1} V
$$

Here, $J: \mathbf{g} \rightarrow \mathbf{g}$ is an "invariant vector field" on the Lie algebra $\mathbf{g}$ of $G$. (A typical example of such a $J$ is given by the gradient $J=\nabla f$ of an invariant function $f: \mathbf{g} \rightarrow \mathbf{R}$.) We assume as usual that we have decompositions

$$
G=G_{1} G_{2}, \quad \mathbf{g}=\mathbf{g}_{1} \oplus \mathbf{g}_{2}
$$

with respect to which we write

$$
g=g_{1} g_{2}, \quad W=\pi_{1} W+\pi_{2} W
$$

for $g \in G, W \in \mathbf{g}$.
From section I of Chapter 8, recall that an invariant vector field $J$ satisfies the property
(a) $\left[X, J_{Y}\right]=([X, Y] \cdot J)_{Y}$, for all $X, Y \in \mathbf{g}$,
and that if $J_{1}, J_{2}$ are two invariant vector fields then
(b) $\left[\left(J_{1}\right)_{X},\left(J_{2}\right)_{X}\right]=0$ for all $X \in \mathbf{g}$.

Let us now consider two Lax equations of the above form:

$$
\begin{array}{ll}
\frac{d}{d s} X_{1}=\left[X_{1}, \pi_{1}\left(J_{1}\right)_{X_{1}}\right], & X_{1}(0)=V_{1} \\
\frac{d}{d t} X_{2}=\left[X_{2}, \pi_{1}\left(J_{2}\right)_{X_{2}}\right], & X_{2}(0)=V_{2} \tag{2}
\end{array}
$$

These are simply the equations for the flows defined by the vector fields $U, V: \mathbf{g} \rightarrow \mathbf{g}$, where

$$
\begin{aligned}
U_{X} & =\left[X, \pi_{1}\left(J_{1}\right)_{X}\right] \\
V_{X} & =\left[X, \pi_{1}\left(J_{2}\right)_{X}\right] .
\end{aligned}
$$

We show in this section that these flows commute, and hence give rise to a function $X(s, t)$. In the next section we show how this $X(s, t)$ gives rise to a solution of a zero-curvature equation.

The basis for these results is the following technical lemma:
Lemma. With the above definitions, we have

$$
V \cdot \pi_{1} J_{1}-U \cdot \pi_{1} J_{2}=\left[\pi_{1} J_{1}, \pi_{1} J_{2}\right] .
$$

Proof. First, note that $V_{X} \cdot J_{1}=\left[X,\left(\pi_{1} J_{2}\right)_{X}\right] \cdot J_{1}=-\left[\left(\pi_{1} J_{2}\right)_{X}, J_{1}\right]$, by (a) above. So we have

$$
\begin{aligned}
V \cdot \pi_{1} J_{1}-U \cdot \pi_{1} J_{2} & =\pi_{1}\left(\left[\pi_{1} J_{1}, J_{2}\right]-\left[\pi_{1} J_{2}, J_{1}\right]\right) \\
& =2\left[\pi_{1} J_{1}, \pi_{1} J_{2}\right]+\pi_{1}\left(\left[\pi_{1} J_{1}, \pi_{2} J_{2}\right]+\left[\pi_{2} J_{1}, \pi_{1} J_{2}\right]\right)
\end{aligned}
$$

(by writing $J_{i}=\pi_{1} J_{i}+\pi_{2} J_{i}$ ). Since $\left[J_{1}, J_{2}\right]=0$, by (b) above, we obtain

$$
\left[\pi_{1} J_{1}, \pi_{2} J_{2}\right]+\left[\pi_{2} J_{1}, \pi_{1} J_{2}\right]+\left[\pi_{1} J_{1}, \pi_{1} J_{2}\right]+\left[\pi_{2} J_{1}, \pi_{2} J_{2}\right]=0
$$

(again by writing $J_{i}=\pi_{1} J_{i}+\pi_{2} J_{i}$ ). We conclude that

$$
V \cdot \pi_{1} J_{1}-U \cdot \pi_{1} J_{2}=2\left[\pi_{1} J_{1}, \pi_{1} J_{2}\right]+\pi_{1}\left(-\left[\pi_{1} J_{1}, \pi_{1} J_{2}\right]\right)=\left[\pi_{1} J_{1}, \pi_{1} J_{2}\right]
$$

as required.
We use this to establish:
Proposition. The Lie bracket of the vector fields $U, V$ is zero.
Proof. The Lie bracket of the vector fields $U, V$ is $U \cdot V-V \cdot U$. (We avoid the usual notation $[U, V]$ for this Lie bracket, to avoid confusion with the pointwise Lie bracket of the $\mathbf{g}$-valued functions $U, V$.) To compute this, note that

$$
\begin{aligned}
U \cdot V & =U \cdot\left[X, \pi_{1} J_{2}\right] \\
& =\left[U \cdot X, \pi_{1} J_{2}\right]+\left[X, U \cdot \pi_{1} J_{2}\right] \\
& \left.=\left[U, \pi_{1} J_{2}\right]+\left[X, U \cdot \pi_{1} J_{2}\right)\right] \\
& \left.=\left[\left[X, \pi_{1} J_{1}\right], \pi_{1} J_{2}\right]+\left[X, U \cdot \pi_{1} J_{2}\right)\right] .
\end{aligned}
$$

So the desired Lie bracket is

$$
\begin{aligned}
U \cdot V-V \cdot U= & {\left[\left[X, \pi_{1} J_{1}\right], \pi_{1} J_{2}\right]-\left[\left[X, \pi_{1} J_{2}\right], \pi_{1} J_{1}\right]+\left[X, U \cdot \pi_{1} J_{2}-V \cdot \pi_{1} J_{1}\right] } \\
= & {\left[X,\left[\pi_{1} J_{1}, \pi_{1} J_{2}\right]\right]+\left[X, U \cdot \pi_{1} J_{2}-V \cdot \pi_{1} J_{1}\right] } \\
& (\text { using the Jacobi identity }) \\
= & {\left[X, U \cdot \pi_{1} J_{2}-V \cdot \pi_{1} J_{1}+\left[\pi_{1} J_{1}, \pi_{1} J_{2}\right]\right] }
\end{aligned}
$$

which is zero by the lemma.
It follows that the individual flows of the vector fields $U, V$ may be combined to give a "two parameter flow". This fact may be expressed more precisely as follows (see Chapter 5 of Spivak [1979]). Let $X_{1}^{V_{1}}$ be the solution of equation (1), and let $X_{2}^{V_{2}}$ be the solution of equation (2). Then there exists a neighbourhood $N$ of $(0,0)$ in $\mathbf{R}^{2}$ and a function $X: N \rightarrow \mathbf{g}$ such that

$$
\begin{aligned}
X(s, t) & =X_{1}^{V_{1}}(s) \text { where } V_{1}=X_{2}^{V}(t) \\
& =X_{2}^{V_{2}}(t) \text { where } V_{2}=X_{1}^{V}(s) .
\end{aligned}
$$

This function $X$ satisfies the system of equations

$$
\begin{aligned}
X_{s} & =\left[X, \pi_{1}\left(J_{1}\right)_{X}\right] \\
X_{t} & =\left[X, \pi_{1}\left(J_{2}\right)_{X}\right] .
\end{aligned}
$$

By using our explicit formulae for $X_{1}(s)$ and $X_{2}(t)$ we can obtain an explicit formula for $X(s, t)$ :

Proposition. The solution of the above system with $X(0,0)=V$ is given by $X(s, t)=\operatorname{Ad}\left(\exp s\left(J_{1}\right)_{V}+\right.$ $\left.t\left(J_{2}\right)_{V}\right)_{1}^{-1} V$.

Proof. By definition, putting $W=\operatorname{Ad}\left(\exp s\left(J_{1}\right)_{V}\right)_{1}^{-1} V$, we have

$$
\begin{aligned}
X(s, t) & =\operatorname{Ad}\left(\exp t\left(J_{2}\right)_{W}\right)_{1}^{-1} W \\
& \left.=\operatorname{Ad}\left(\left(\exp s\left(J_{1}\right)_{V}\right)_{1}\left(\exp t\left(J_{2}\right)_{W}\right)_{1}\right)\right)^{-1} V
\end{aligned}
$$

Computing further, we obtain

$$
\begin{aligned}
\left(\exp s\left(J_{1}\right)_{V}\right)_{1} & \left(\exp t\left(J_{2}\right)_{W}\right)_{1} \\
& =\left(\exp s\left(J_{1}\right)_{V}\right)_{1}\left(\exp t \operatorname{Ad}\left(\exp s\left(J_{1}\right)_{V}\right)_{1}^{-1}\left(J_{2}\right)_{V}\right)_{1} \\
& =\left(\exp s\left(J_{1}\right)_{V}\right)_{1}\left(\left(\exp s\left(J_{1}\right)_{V}\right)_{1}^{-1}\left(\exp t\left(J_{2}\right)_{V}\right)\left(\exp s\left(J_{1}\right)_{V}\right)_{1}\right)_{1} \\
& =\left(\exp t\left(J_{2}\right)_{V}\left(\exp s\left(J_{1}\right)_{V}\right)_{1}\right)_{1} \\
& =\left(\exp t\left(J_{2}\right)_{V} \exp s\left(J_{1}\right)_{V}\right)_{1} \\
& =\left(\exp t\left(J_{2}\right)_{V}+s\left(J_{1}\right)_{V}\right)_{1} \text { since }\left[\left(J_{1}\right)_{V},\left(J_{2}\right)_{V}\right]=0
\end{aligned}
$$

as required.
In particular, $X$ is defined on the whole of $\mathbf{R}^{2}$.

## II. A zero-curvature equation.

The "two-dimensional Lax equation"

$$
\begin{aligned}
X_{s} & =\left[X, \pi_{1}\left(J_{1}\right)_{X}\right] \\
X_{t} & =\left[X, \pi_{1}\left(J_{2}\right)_{X}\right]
\end{aligned}
$$

is closely related to a zero-curvature equation:
Proposition. Let $X: \mathbf{R}^{2} \rightarrow \mathbf{g}$ be the solution of the above system, with $X(0,0)=V$. Then the functions $A=\left(\pi_{1} J_{1}\right) \circ X, B=\left(\pi_{1} J_{2}\right) \circ X$ satisfy the zero-curvature equation $A_{t}-B_{s}=[A, B]$.

Proof. We have $A_{t}=\left(V \cdot \pi_{1} J_{1}\right)_{X}$, and $B_{s}=\left(U \cdot \pi_{1} J_{2}\right)_{X}$, where $U, V$ are as in section I. Hence the proposition follows immediately from the lemma of that section.

Because of the usual geometrical interpretation of a zero-curvature equation, there exists a unique function $F: \mathbf{R}^{2} \rightarrow G_{1}$ such that

$$
\begin{aligned}
& F^{-1} F_{s}=\pi_{1}\left(J_{1}\right) \circ X \\
& F^{-1} F_{t}=\pi_{1}\left(J_{2}\right) \circ X
\end{aligned}
$$

and $F(0,0)=e$. The relationship between $F$ and $X$ is given by:
Proposition. $X=\operatorname{Ad} F^{-1} V$.
Proof. It suffices to show that $Y=F^{-1} V F$ satisfies the same Lax equations as $X$. We have $Y_{s}=$ $-F^{-1} F_{s} F^{-1} V F+F^{-1} V F_{s}=\left[Y, F^{-1} F_{s}\right]$, and similarly $Y_{t}=\left[Y, F^{-1} F_{t}\right]$.

We can derive an explicit formula

$$
F(s, t)=\left(\exp s\left(J_{1}\right)_{V}+t\left(J_{2}\right)_{V}\right)_{1}
$$

for $F$, by the following argument. It suffices to show that $F$ satisfies the equations $F^{-1} F_{s}=\pi_{1}\left(J_{1}\right) \circ X$, $F^{-1} F_{t}=\pi_{1}\left(J_{2}\right) \circ X$. Let $g(s, t)=\exp s\left(J_{1}\right)_{V}+t\left(J_{2}\right)_{V}$. Then

$$
\begin{aligned}
\left(J_{1}\right)_{V} & =\left(\exp s\left(J_{1}\right)_{V}+t\left(J_{2}\right)_{V}\right)_{s}\left(\exp s\left(J_{1}\right)_{V}+t\left(J_{2}\right)_{V}\right)^{-1} \\
& =\left(g_{1} g_{2}\right)_{s}\left(g_{1} g_{2}\right)^{-1} \\
& =\left(g_{1}\right)_{s} g_{1}^{-1}+g_{1}\left(g_{2}\right)_{s} g_{2}^{-1} g_{1}^{-1}
\end{aligned}
$$

and so $g_{1}^{-1}\left(J_{1}\right)_{V} g_{1}=g_{1}^{-1}\left(g_{1}\right)_{s}+\left(g_{2}\right)_{s} g_{2}^{-1}$. Hence $F^{-1} F_{s}=g_{1}^{-1}\left(g_{1}\right)_{s}=\pi_{1} g_{1}^{-1}\left(J_{1}\right)_{V} g_{1}=\left(\pi_{1} J_{1}\right)_{X}$. Similarly we have $F^{-1} F_{t}=\left(\pi_{1} J_{2}\right)_{X}$. (This argument is the one used in Chapter 5 to verify the explicit solution of a one-dimensional Lax equation.)

We therefore obtain the explicit formula

$$
X(s, t)=\operatorname{Ad}\left(\exp s\left(J_{1}\right)_{V}+t\left(J_{2}\right)_{V}\right)_{1}^{-1} V
$$

for $X$, in agreement with the formula from section I.

## Bibliographical comments.

The " $1+1=2$ " principle is based on Theorem 2.1 of Ferus et al. [1992].

## Chapter 24: Harmonic maps of finite type

## I. Harmonic maps of finite type.

The construction of Chapter 23 gives rise to harmonic maps, if we make appropriate choices for (1) the group decomposition, and (2) the vector fields $J_{1}, J_{2}$.

For the group decomposition we choose the Iwasawa decomposition of a loop group. More specifically, we choose

$$
\Lambda G^{c}=\Omega G \Lambda_{+} G^{c}
$$

where $G$ is a compact Lie group. Any $\gamma \in \Lambda G^{c}$ has a factorization $\gamma=\gamma_{u} \gamma_{+}$, and any $f \in \Lambda \mathbf{g} \otimes \mathbf{C}$ may be written $f=\pi_{u} f+\pi_{+} f$, where $\pi_{u} f \in \Omega \mathbf{g}, \pi_{+} f \in \Lambda_{+} \mathbf{g} \otimes \mathbf{C}$.

For the vector fields $J_{1}, J_{2}: \Lambda \mathbf{g} \otimes \mathbf{C} \rightarrow \Lambda \mathbf{g} \otimes \mathbf{C}$ we choose

$$
\begin{aligned}
\left(J_{1}\right)_{f} & =\lambda^{d-1} f \\
\left(J_{2}\right)_{f} & =\sqrt{-1} \lambda^{d-1} f
\end{aligned}
$$

where $d$ is a fixed non-negative integer.
In contrast to the situation of Chapter 23, the Lie groups and Lie algebras are infinite dimensional here. We consider two independent Lax equations

$$
\begin{aligned}
& \frac{d}{d s} X_{1}=\left[X_{1}, \pi_{u}\left(J_{1}\right)_{X_{1}}\right] \\
& \frac{d}{d t} X_{2}=\left[X_{2}, \pi_{u}\left(J_{2}\right)_{X_{2}}\right]
\end{aligned}
$$

with initial value $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i}$. As in Chapter 23, the solutions $X_{1}$ and $X_{2}$ may be combined into a single solution $X$ of the system

$$
\begin{aligned}
& X_{s}=\left[X, \pi_{u}\left(J_{1}\right)_{X}\right] \\
& X_{t}=\left[X, \pi_{u}\left(J_{2}\right)_{X}\right],
\end{aligned}
$$

and we have the explicit formula $X=\operatorname{Ad} F^{-1} V$, where

$$
F(s, t)=\left(\exp s\left(J_{1}\right)_{V}+t\left(J_{2}\right)_{V}\right)_{u}
$$

If the solution to each Lax equation (and hence also $X$ ) remains within the finite dimensional subspace

$$
\left\{f \in \Lambda \mathbf{g} \otimes \mathbf{C} \mid f(\lambda)=\sum_{i=-d}^{d} A_{i} \lambda^{i}\right\}
$$

then we say that $V$ is an initial condition of finite type.
Let us turn our attention to the map $F$. As in Chapter 23, $F$ is a solution of the system

$$
\begin{aligned}
F^{-1} F_{s} & =\pi_{u}\left(J_{1}\right) \\
F^{-1} F_{t} & =\pi_{u}\left(J_{2}\right) .
\end{aligned}
$$

We claim that $F$ is actually a solution to the harmonic map equation $(\Omega)$ :

Proposition. Assume that $V$ is an initial condition of finite type. Then, writing $z=s+\sqrt{-1} t$, we have

$$
\begin{aligned}
& F^{-1} F_{z}=\text { linear in } \frac{1}{\lambda} \\
& F^{-1} F_{\bar{z}}=\text { linear in } \lambda .
\end{aligned}
$$

Hence, $F$ is a solution of $(\Omega)$.
Proof. We need an explicit description of the projection map $\pi_{u}: \Lambda \mathbf{g} \otimes \mathbf{C} \rightarrow \Omega \mathbf{g}$, i.e., the projection map onto the first summand of

$$
\Lambda \mathbf{g} \otimes \mathbf{C}=(\Omega \mathbf{g}) \oplus\left(\Lambda_{+} \mathbf{g} \otimes \mathbf{C}\right)
$$

Let us write the Fourier series of a loop $f \in \Lambda \mathbf{g} \otimes \mathbf{C}$ in the form $f(\lambda)=A_{0}+\sum_{i \neq 0}\left(1-\lambda^{i}\right) A_{i}$. We write $f_{+}(\lambda)=\sum_{i>0}\left(1-\lambda^{i}\right) A_{i}$, and $f_{-}(\lambda)=\sum_{i<0}\left(1-\lambda^{i}\right) A_{i}$. Let $c: \mathbf{g} \otimes \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ be the involution with respect to the real form $\mathbf{g}$. The corresponding involution of $\Lambda \mathbf{g} \otimes \mathbf{C}$, also denoted $c$, is determined by $c\left(A \lambda^{i}\right)=c(A) \lambda^{-i}$.

From the identity

$$
f=\left(f_{-}+c\left(f_{-}\right)\right)+\left(f_{+}-c\left(f_{-}\right)+A_{0}\right)
$$

we see that $\pi_{u}(f)=f_{-}+c\left(f_{-}\right)$. For $X=X_{0}+\sum_{i=-d}^{d} X_{i}\left(1-\lambda^{i}\right)$, we have

$$
\begin{aligned}
& \pi_{u}\left(J_{1}\right)_{X}=\pi_{u}\left(\lambda^{d-1} X\right)=\left(1-\frac{1}{\lambda}\right) X_{-d}+c\left(\left(1-\frac{1}{\lambda}\right) X_{-d}\right) \\
& \pi_{u}\left(J_{2}\right)_{X}=\pi_{u}\left(\sqrt{-1} \lambda^{d-1} X\right)=\sqrt{-1}\left(1-\frac{1}{\lambda}\right) X_{-d}+c\left(\sqrt{-1}\left(1-\frac{1}{\lambda}\right) X_{-d}\right)
\end{aligned}
$$

Conversion to complex derivatives gives:

$$
\begin{aligned}
& F^{-1} F_{z}=\frac{1}{2}\left(F^{-1} F_{s}-\sqrt{-1} F^{-1} F_{t}\right)=\frac{1}{2} \pi_{u}\left(J_{1}-\sqrt{-1} J_{2}\right) \\
& F^{-1} F_{\bar{z}}=\frac{1}{2}\left(F^{-1} F_{s}+\sqrt{-1} F^{-1} F_{t}\right)=\frac{1}{2} \pi_{u}\left(J_{1}+\sqrt{-1} J_{2}\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& F^{-1} F_{z}=\left(1-\frac{1}{\lambda}\right) X_{-d} \\
& F^{-1} F_{\bar{z}}=(1-\lambda) c\left(X_{-d}\right),
\end{aligned}
$$

as required.
Note that $\phi^{-1} \phi_{z}=\left.F^{-1} F_{z}\right|_{\lambda=-1}=2 X_{-d}$.
From the proof of the proposition, we can express more explicitly the ordinary differential equations which are responsible for our harmonic maps. These equations are

$$
\begin{aligned}
X_{z} & =\left[X,\left(1-\frac{1}{\lambda}\right) X_{-d}\right] \\
X_{\bar{z}} & =\left[X,(1-\lambda) c\left(X_{-d}\right)\right] .
\end{aligned}
$$

Following Pinkall and Sterling [1989]; Ferus et al. [1992]; Burstall et al. [1993], we say that a harmonic $\operatorname{map} \phi(z)=F(z,-1)$ constructed from such an $X$ is a harmonic map of finite type (and, more precisely, of type $d$ ). We note the following formula for the corresponding solution of $(\Omega)$ :

$$
\begin{aligned}
F(z, \lambda) & =\left(\exp s\left(J_{1}\right)_{V}+t\left(J_{2}\right)_{V}\right)_{u} \\
& =\left(\exp s\left(\lambda^{d-1} V\right)+t\left(\sqrt{-1} \lambda^{d-1} V\right)\right)_{u} \\
& =\left(\exp z \lambda^{d-1} V(\lambda)\right)_{u}
\end{aligned}
$$

This is very similar to the Weierstrass formulae of Chapter 22!
The construction of $X$ (and, therefore, of $\phi$ ) depends only on the choice of the initial condition $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i}$. We may characterize such maps $\phi$ either in terms of $X$ or in terms of $F$. To conclude this section, we summarize both possibilities:
(HF1) Let $\phi: \mathbf{C} \rightarrow G$ be a harmonic map. Let $d$ be a non-negative integer. Then $\phi$ has type $d$ if and only if there exists some $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i} \in \Lambda \mathbf{g} \otimes \mathbf{C}$ such that $X_{-d}=\frac{1}{2} \phi^{-1} \phi_{z}$, where

$$
X=X_{0}+\sum_{i=-d}^{d} X_{i}\left(1-\lambda^{i}\right): \mathbf{C} \rightarrow \Lambda \mathbf{g} \otimes \mathbf{C}
$$

is the solution of

$$
\begin{aligned}
X_{z} & =\left[X,\left(1-\frac{1}{\lambda}\right) X_{-d}\right] \\
X_{\bar{z}} & =\left[X,(1-\lambda) c\left(X_{-d}\right)\right]
\end{aligned}
$$

with $X(0)=V$.
(HF2) Let $\phi: \mathbf{C} \rightarrow G$ be a harmonic map. Let $d$ be a non-negative integer. Then $\phi$ has type $d$ if and only if there exists some $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i} \in \Lambda \mathbf{g} \otimes \mathbf{C}$ such that $F(z, \lambda)=\left(\exp z \lambda^{d-1} V(\lambda)\right)_{u}$ is a solution of $(\Omega)$ corresponding to $\phi$, and $X=F^{-1} V F$ is of the form $X=X_{0}+\sum_{i=-d}^{d} X_{i}\left(1-\lambda^{i}\right)$.

The condition that $V$ be of finite type is implicit in these definitions. If $V$ is real, however, it turns out that this condition is automatically satisfied, so any real $V$ gives rise to a harmonic map of finite type:

Proposition. If $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i}$ satisfies the reality condition $c(V)=V$, then $V$ is an initial condition of finite type.

Proof. We have to show that $X=F^{-1} V F$ takes values in the space

$$
\left\{f \in \Lambda \mathbf{g} \otimes \mathbf{C} \mid f(\lambda)=\sum_{i=-d}^{d} A_{i} \lambda^{i}\right\}
$$

Let $G=\left(\exp z \lambda^{d-1} V\right)_{+}$, so that $\exp z \lambda^{d-1} V=F G$. Then $X=F^{-1} V F=G V G^{-1}$, so $X$ contains no power of $\lambda$ lower than $\lambda^{-d}$. By the reality condition, it follows that $X$ contains no power of $\lambda$ higher than $\lambda^{d}$.

An alternative proof of this proposition may be given by showing directly that the vector field of the Lax equation is tangent to the above finite dimensional space. This is done in Pinkall and Sterling [1989]; Ferus et al. [1992]; Burstall et al. [1993], where $V$ is always taken to be real.

## II. Examples.

(1) The simplest examples are those of type 0 . In this case, $X(z, \lambda)=X_{0}(z)$, and

$$
\begin{aligned}
& \left(X_{0}\right)_{z}=\left[X_{0},\left(1-\frac{1}{\lambda}\right) X_{0}\right] \\
& \left(X_{0}\right)_{\bar{z}}=\left[X_{0},(1-\lambda) c\left(X_{0}\right)\right]
\end{aligned}
$$

Comparing coefficients of $\lambda$, we find that $\left(X_{0}\right)_{z}=\left(X_{0}\right)_{\bar{z}}=0$ (so $X_{0}$ is constant) and $\left[X_{0}, c\left(X_{0}\right)\right]=0$.
Let us write $X_{0}(z)=V \in \mathbf{g} \otimes \mathbf{C}$. Since $V$ and $c(V)$ commute, we have the explicit factorization

$$
\exp z \frac{1}{\lambda} V=\left(\exp z\left(\frac{1}{\lambda}-1\right) V+\bar{z}(\lambda-1) c(V)\right)(\exp z V+\bar{z} c(V)-\bar{z} \lambda c(V))
$$

The solution of $(\Omega)$ that we have constructed is therefore

$$
F(z, \lambda)=\exp z\left(\frac{1}{\lambda}-1\right) V+\bar{z}(\lambda-1) c(V)
$$

and the corresponding harmonic map is

$$
\phi(z)=F(z,-1)=\exp -2 z V-2 \bar{z} c(V)
$$

This is the "trivial harmonic map" of Chapter 10.
This calculation shows that an element $V$ of $\mathbf{g} \otimes \mathbf{C}$ is of type 0 if and only if $[V, c(V)]=0$.
(2) Harmonic maps of finite uniton number are usually not of finite type. However, from the Weierstrass formulae of Chapter 22, we can identify some special examples which have both finite uniton number and finite type. Let us consider first the simplest such example, namely the identity map $S^{2} \rightarrow S^{2}$. From section I of Chapter 22, this corresponds to the following solution of $(\Omega)$ :

$$
F(z, \lambda)=\left[\exp \left(\begin{array}{cc}
0 & 0 \\
\lambda^{-1} z & 0
\end{array}\right)\right]_{u}
$$

We claim that the composition $S^{2} \rightarrow S^{2} \subseteq S U_{2}$ is a harmonic map of type 1, with initial condition

$$
V(\lambda)=\frac{1}{\lambda}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
$$

Although this appears to be a straightforward example of the previous theory, we cannot conclude that we have a map of type 1 until we verify that $X=F^{-1} V F$ is of the form $X=X_{-1}\left(1-\lambda^{-1}\right)+X_{0}+$ $X_{1}(1-\lambda)$.

From Chapter 22, we have

$$
F=\left(\begin{array}{ll}
1 & \\
& \lambda
\end{array}\right)^{-1}\left(\pi+\lambda \pi^{\perp}\right)=\left(\begin{array}{ll}
1 & \\
& \lambda
\end{array}\right)^{-1} \psi\left(\begin{array}{ll}
1 & \\
& \lambda
\end{array}\right) \psi^{-1}
$$

where $\pi(z): \mathbf{C}^{2} \rightarrow \mathbf{C}^{2}$ is projection on the line $\mathbf{C}\binom{1}{z}$, and

$$
\psi(z)=\frac{1}{1+|z|^{2}}\left(\begin{array}{cc}
1 & -\bar{z} \\
z & 1
\end{array}\right)
$$

(cf. the discussion of harmonic sequences in Chapter 21). This gives

$$
\begin{aligned}
X(z, \lambda)=\frac{1}{\left(1+|z|^{2}\right)^{2}} & \left\{\lambda^{-1}\left(\begin{array}{cc}
-\bar{z} & -\bar{z}^{2} \\
1 & \bar{z}
\end{array}\right)+\right. \\
& \left.\left(\begin{array}{cc}
\bar{z}\left(1-|z|^{2}\right) & 2 \bar{z}^{2} \\
2|z|^{2} & \bar{z}\left(|z|^{2}-1\right)
\end{array}\right)+\lambda\left(\begin{array}{cc}
z|z|^{2} & -\bar{z}^{2} \\
|z|^{4} & -z|z|^{2}
\end{array}\right)\right\} .
\end{aligned}
$$

Thus, we have indeed got a harmonic map of type 1.
More generally, if $N$ is any nilpotent matrix, then the formula $F(z, \lambda)=\left[\exp \lambda^{-1} z N\right]_{u}$ defines a solution of $(\Omega)$ which corresponds to a harmonic map of finite type.

## III. An alternative version.

There is an alternative version of the theory of section I, based on $(\Lambda)$ instead of $(\Omega)$. For this, we use the alternative version

$$
\Lambda G^{c}=\Lambda G \Lambda_{+}^{\hat{N}} G^{c}
$$

of the Iwasawa decomposition. Here, $G^{c}=G A N=G \hat{N}$ is the Iwasawa decomposition of $G^{c}$ (as in Chapter 3), and $\Lambda_{+}^{\hat{N}} G^{c}=\left\{\gamma \in \Lambda_{+} G^{c} \mid \gamma(0) \in \hat{N}\right\}$. We use the notation $\gamma=\gamma_{1} \gamma_{2}$ for the factorization of a loop $\gamma$.

To find the projection $\pi_{1}$ onto the first summand of

$$
\Lambda \mathbf{g} \otimes \mathbf{C}=(\Lambda \mathbf{g}) \oplus\left(\Lambda_{+}^{\hat{\mathbf{n}}} \mathbf{g} \otimes \mathbf{C}\right)
$$

we write $f(\lambda)=\sum_{i \in \mathbf{Z}} A_{i} \lambda^{i}, f_{+}(\lambda)=\sum_{i>0} A_{i} \lambda^{i}$, and $f_{-}(\lambda)=\sum_{i<0} A_{i} \lambda^{i}$. We write $A_{0}=A_{0}^{\prime}+A_{0}^{\prime \prime}$ for the decomposition of $A_{0}$ with respect to $\mathbf{g} \otimes \mathbf{C}=\mathbf{g} \oplus \hat{\mathbf{n}}$. The identity

$$
f=\left(f_{-}+c\left(f_{-}\right)+A_{0}^{\prime}\right)+\left(f_{+}-c\left(f_{-}\right)+A_{0}^{\prime \prime}\right)
$$

shows that $\pi_{1}$ is given by $\pi_{1}(f)=f_{-}+c\left(f_{-}\right)+A_{0}^{\prime}$.
Taking $J_{1}, J_{2}$ as before, and $X=\sum_{i=-d}^{d} X_{i} \lambda^{i}$, we obtain

$$
\begin{aligned}
\pi_{1}\left(J_{1}\right)_{X} & =\pi_{1}\left(\lambda^{d-1} \sum_{i=-d}^{d} X_{i} \lambda^{i}\right) \\
& =\frac{1}{\lambda} X_{-d}+c\left(\frac{1}{\lambda} X_{-d}\right)+X_{-(d-1)}^{\prime} \\
\pi_{1}\left(J_{2}\right)_{X} & =\pi_{1}\left(\sqrt{-1} \lambda^{d-1} \sum_{i=-d}^{d} X_{i} \lambda^{i}\right) \\
& =\frac{1}{\lambda} \sqrt{-1} X_{-d}+c\left(\frac{1}{\lambda} \sqrt{-1} X_{-d}\right)+\left(\sqrt{-1} X_{-(d-1)}\right)^{\prime}
\end{aligned}
$$

Hence

$$
\begin{aligned}
& F^{-1} F_{z}=\frac{1}{\lambda} X_{-d}+\frac{1}{2}\left(X_{-(d-1)}^{\prime}-\sqrt{-1}\left(\sqrt{-1} X_{-(d-1)}\right)^{\prime}\right)=\text { linear in } \frac{1}{\lambda} \\
& F^{-1} F_{\bar{z}}=\lambda c\left(X_{-d}\right)+\frac{1}{2}\left(X_{-(d-1)}^{\prime}+\sqrt{-1}\left(\sqrt{-1} X_{-(d-1)}\right)^{\prime}\right)=\text { linear in } \lambda
\end{aligned}
$$

and so $F$ is a solution of $(\Lambda)$. We have

$$
\begin{aligned}
F(z, \lambda) & =\left(\exp s\left(J_{1}\right)_{V}+t\left(J_{2}\right)_{V}\right)_{1} \\
& =\left(\exp s\left(\lambda^{d-1} V\right)+t\left(\sqrt{-1} \lambda^{d-1} V\right)\right)_{1} \\
& =\left(\exp z \lambda^{d-1} V(\lambda)\right)_{1} .
\end{aligned}
$$

The differential equations for $X$ here are:

$$
\begin{aligned}
& X_{z}=\left[X, \frac{1}{\lambda} X_{-d}+\frac{1}{2}\left(X_{-(d-1)}^{\prime}-\sqrt{-1}\left(\sqrt{-1} X_{-(d-1)}\right)^{\prime}\right)\right] \\
& X_{\bar{z}}=\left[X, \lambda c\left(X_{-d}\right)+\frac{1}{2}\left(X_{-(d-1)}^{\prime}+\sqrt{-1}\left(\sqrt{-1} X_{-(d-1)}\right)^{\prime}\right)\right] .
\end{aligned}
$$

The harmonic maps constructed this way are again the harmonic maps of finite type. To see this, we observe that a harmonic map $\phi$ arises from the above construction if and only if there exists some $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i}$ such that the map $F(z, \lambda)=\left(\exp z \lambda^{d-1} V(\lambda)\right)_{1}$ satisfies the following properties:
(i) $F$ is a solution of $(\Lambda)$ corresponding to $\phi$, i.e., $\phi(z)=F(z,-1) F(z, 1)^{-1}$, and
(ii) $F^{-1} V F$ is of the form $\sum_{i=-d}^{d} X_{i} \lambda^{i}$.

Using the fact that $\left(\exp z \lambda^{d-1} V(\lambda)\right)_{1}=\left(\exp z \lambda^{d-1} V(\lambda)\right)_{u} g(z)$ for some $g: \mathbf{C} \rightarrow G$, it may be verified that this characterization of $\phi$ is equivalent to condition (HF2) of section I.

Let us investigate the above differential equations more explicitly when $G=U_{n}, G^{c}=G L_{n} \mathbf{C}$. The involution $c: G L_{n} \mathbf{C} \rightarrow G L_{n} \mathbf{C}$ is given by $c(X)=-X^{*}$. The (finite dimensional) Iwasawa decomposition is

$$
\mathbf{g l}_{n} \mathbf{C}=\mathbf{u}_{n} \oplus \hat{\mathbf{n}}
$$

where $\hat{\mathbf{n}}$ is the space of upper triangular complex matrices whose diagonal entries are real. Let us compute the decomposition $X=X^{\prime}+X^{\prime \prime}$ in this case. We write

$$
X=u(X)+d(X)+l(X)
$$

where $u(X), d(X), l(X)$ are (respectively) the upper triangular, diagonal, lower triangular parts of $X$. From the identity

$$
X=\left(l(X)-l(X)^{*}+\sqrt{-1} \operatorname{Im} d(X)\right)+\left(u(X)+l(X)^{*}+\operatorname{Re} d(X)\right)
$$

we see that $X^{\prime}=l(X)-l(X)^{*}+\sqrt{-1} \operatorname{Im} d(X)$. From this we have

$$
\begin{aligned}
& X^{\prime}-\sqrt{-1}(\sqrt{-1} X)^{\prime} \\
& =l(X)-l(X)^{*}+\sqrt{-1} \operatorname{Im} d(X)-\sqrt{-1}\left(\sqrt{-1} l(X)+\sqrt{-1} l(X)^{*}+\sqrt{-1} \operatorname{Re} d(X)\right) \\
& =2 l(X)+d(X)
\end{aligned}
$$

and so the ordinary differential equations in this example are

$$
\begin{aligned}
& X_{z}=\left[X, \frac{1}{\lambda} X_{-d}+l\left(X_{-(d-1)}\right)+\frac{1}{2} d\left(X_{-(d-1)}\right)\right] \\
& X_{\bar{z}}=\left[X,-\lambda\left(X_{-d}\right)^{*}-l\left(X_{-(d-1)}\right)^{*}-\frac{1}{2} d\left(X_{-(d-1)}\right)^{*}\right]
\end{aligned}
$$

Example:
Example (2) of section II, with initial condition

$$
V(\lambda)=\frac{1}{\lambda}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
$$

gives rise to the following solution of $(\Lambda)$ :

$$
F(z, \lambda)=\left[\exp \left(\begin{array}{cc}
0 & 0 \\
\lambda^{-1} z & 0
\end{array}\right)\right]_{1}=\left(\begin{array}{ll}
1 & \\
& \lambda
\end{array}\right)^{-1} \psi\left(\begin{array}{ll}
1 & \\
& \lambda
\end{array}\right)
$$

The corresponding map $X=F^{-1} V F$ is

$$
X(z, \lambda)=\frac{1}{1+|z|^{2}}\left\{\lambda^{-1}\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right)+\left(\begin{array}{cc}
\bar{z} & 0 \\
0 & -\bar{z}
\end{array}\right)+\lambda\left(\begin{array}{cc}
0 & -\bar{z}^{2} \\
0 & 0
\end{array}\right)\right\} .
$$

Thus, the formulae are somewhat simpler in this new version. We note further (from the formula for $F$ ) that

$$
F^{-1} F_{z}=\frac{1}{1+|z|^{2}}\left\{\lambda^{-1}\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)+\frac{1}{2}\left(\begin{array}{cc}
\bar{z} & 0 \\
0 & -\bar{z}
\end{array}\right)\right\} .
$$

The right hand side is equal to $\lambda^{-1} X_{-1}+l\left(X_{0}\right)+\frac{1}{2} d\left(X_{0}\right)$, as predicted by the previous paragraph.

## IV. Primitive maps of finite type.

Let $\sigma: G \rightarrow G$ be an automorphism of order $k$, with $k>2$. Let $K=G_{\sigma}$, i.e., the fixed point set of $\sigma$. The "twisted" version of the theory of section III leads to the notion of primitive maps of finite type. For this we need the twisted Iwasawa decomposition

$$
\left(\Lambda G^{c}\right)_{\sigma}=(\Lambda G)_{\sigma}\left(\Lambda_{+}^{M} G^{c}\right)_{\sigma}
$$

where $K^{c}=K M$ is the Iwasawa decomposition of the group $K^{c}$. (For the twisted Iwasawa decomposition, see Theorem 2.3 of Dorfmeister et al. [in press]; we use a special case in Chapter 13.) In this section we use the notation $\gamma=\gamma_{1} \gamma_{2}$ for the factorization of a loop $\gamma \in\left(\Lambda G^{c}\right)_{\sigma}$.

Using the method of section III, we obtain a solution of $\left(\Lambda_{\sigma}\right)$ for any initial condition $V(\lambda)=$ $\sum_{i=-d}^{d} V_{i} \lambda^{i}$ in $(\Lambda \mathbf{g})_{\sigma} \otimes \mathbf{C}$ of finite type. Following Burstall and Pedit [1994], we say that the corresponding $\operatorname{map} \phi: \mathbf{C} \rightarrow G / K$ is a primitive map of finite type (and of type $d$ ). Note that we must have $V_{i} \in \mathbf{g}_{i}$, where $\mathbf{g}_{i}$ is the $\left(\omega^{i}\right)$-eigenspace of $\sigma$ on $\mathbf{g} \otimes \mathbf{C}$, as in Chapter 21.

Such maps $\phi$ may be characterized in terms of $F$ or $X$. Before giving these characterizations, we recall some further notation from Chapter 21. Let $\phi$ be a primitive map. If $\phi=[\psi]$ for some $\psi: \mathbf{C} \rightarrow G$, then $\psi^{-1} \psi_{z}=A+B$, where $A, B$ are (respectively) the components of $\psi^{-1} \psi_{z}$ in $\mathbf{g}_{0}, \mathbf{g}_{-1}$. We then have:
(PF1) Let $\phi=[\psi]: \mathbf{C} \rightarrow G / K$ be a primitive map. Let $d$ be a non-negative integer. Then $\phi$ has type $d$ if and only if there exists some $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i} \in(\Lambda \mathbf{g})_{\sigma} \otimes \mathbf{C}$ such that

$$
X_{-d}=B, \quad \frac{1}{2}\left(X_{-(d-1)}^{\prime}-i\left(i X_{-(d-1)}\right)^{\prime}\right)=A
$$

where $X=\sum_{i=-d}^{d} X_{i} \lambda^{i}: \mathbf{C} \rightarrow(\Lambda \mathbf{g})_{\sigma} \otimes \mathbf{C}$ is the solution of

$$
\begin{aligned}
& X_{z}=\left[X, \frac{1}{\lambda} X_{-d}+\frac{1}{2}\left(X_{-(d-1)}^{\prime}-i\left(i X_{-(d-1)}\right)^{\prime}\right)\right] \\
& X_{\bar{z}}=\left[X, \lambda c\left(X_{-d}\right)+\frac{1}{2}\left(X_{-(d-1)}^{\prime}+i\left(i X_{-(d-1)}\right)^{\prime}\right)\right]
\end{aligned}
$$

with $X(0)=V$. (Since $X_{d}=B$ takes values in $\mathbf{g}_{-1}$, we necessarily have $d \equiv 1 \bmod k$.)
(PF2) Let $\phi: \mathbf{C} \rightarrow G / K$ be a primitive map. Let $d$ be a non-negative integer. Then $\phi$ has type $d$ if and only if there exists some $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i} \in(\Lambda \mathbf{g})_{\sigma} \otimes \mathbf{C}$ such that $F(z, \lambda)=\left(\exp z \lambda^{d-1} V(\lambda)\right)_{1}$ is a solution of $\left(\Lambda_{\sigma}\right)$ corresponding to $\phi$, and $X=F^{-1} V F$ is of the form $X=\sum_{i=-d}^{d} X_{i} \lambda^{i}$.

From a primitive map of finite type, we obtain harmonic maps into symmetric spaces by the method of Chapter 21, section IV. These harmonic maps are not necessarily of finite type. Hence, primitive maps of finite type provide a significant generalization of harmonic maps of finite type.

We have insisted that $\sigma$ be an automorphism of order greater than two, so far. If $\sigma$ has order two, and we consider harmonic maps $\mathbf{C} \rightarrow G / K$ instead of primitive maps, then there are two possible definitions of "finite type". On the one hand, we may immerse $G / K$ into $G$ via the Cartan embedding, and then use (HF1) or (HF2). On the other hand, we may modify (PF1) or (PF2), replacing "primitive" by "harmonic". It can be shown (by using the method of 5.4 of Burstall and Pedit [1994]) that these definitions are equivalent. This remains true ${ }^{7}$ if we impose the reality condition.

## Bibliographical comments.

See the comments at the end of Chapter 25 .

[^6]
## Chapter 25: Application: Harmonic maps from $T^{2}$ to $S^{2}$

Harmonic maps $\mathbf{C} \rightarrow G$ or $G / K$ of finite type, like harmonic maps of finite uniton number, are rather special. However, all harmonic maps which extend to $S^{2}=\mathbf{C} \cup \infty$ are of finite uniton number, and these constitute a very significant class of examples. Other significant examples are the harmonic maps which are doubly periodic, i.e., which factor through a torus $T^{2}=\mathbf{C} / L$, where $L$ is a lattice of rank 2 in C. For certain $G / K$, it turns out that all harmonic maps $T^{2} \rightarrow G / K$ are either of finite uniton number or of finite type (or, more generally, obtained from primitive maps of finite type by the method of Chapter 21). The fundamental example of this phenomenon is provided by $G / K=S U_{2} / S^{1}=S^{2}$. In this chapter we sketch the theory for this case.

## I. Conformal and nowhere conformal maps $T^{2} \rightarrow S^{2}$.

Let $\sigma: S U_{2} \rightarrow S U_{2}$ be the involution given by conjugation by $\left(\begin{array}{ll}1 & \\ & -1\end{array}\right)$. Then $\left(S U_{2}\right)_{\sigma}=S^{1}$ and the symmetric space $S U_{2} /\left(S U_{2}\right)_{\sigma}$ may be identified with $S^{2}$.

Let $\phi=[\psi]: \mathbf{C} \rightarrow S U_{2} / S^{1}$ be a harmonic map, with $\psi: \mathbf{C} \rightarrow S U_{2}$. From Chapter 18 we know that $\psi(z)=F(z, 1)$, for some solution $F: \mathbf{C} \rightarrow\left(\Lambda S U_{2}\right)_{\sigma}$ of $\left(\Lambda_{\sigma}\right)$.

We shall assume that $\phi$ factors through $T^{2}=\mathbf{C} / L$. The main difficulty we face is that $F$ does not necessarily factor through $T^{2}$. (This is in contrast with the situation for maps which extend to $S^{2}=\mathbf{C} \cup \infty$ - see the bibliographical comments for Chapters 16-17.) Indeed, it can be shown that (there exists a solution $F$ such that) $F$ factors through $T^{2}$ if and only if $\phi$ has finite uniton number. In that case the theory of Chapter 20 applies, and $\phi$ must be holomorphic or anti-holomorphic (in other words $\phi$ is a meromorphic function on $T^{2}$, i.e., an elliptic function).

We shall begin with some general remarks on (smooth) maps $\phi=[\psi]: \mathbf{C} \rightarrow S^{2}$. Such a map is said to be conformal if $\left\langle d \phi\left(\frac{\partial}{\partial z}\right), d \phi\left(\frac{\partial}{\partial z}\right)\right\rangle=0$, where $\langle$,$\rangle is the C-linear extension of the standard$ Riemannian metric on $S^{2}$. This condition is equivalent to the condition $\left\langle\pi\left(\psi^{-1} \psi_{z}\right), \pi\left(\psi^{-1} \psi_{z}\right)\right\rangle=0$, where $\langle$,$\rangle now denotes the Killing form of \mathbf{s l}_{2} \mathbf{C}$, and where $\pi\left(\psi^{-1} \psi_{z}\right)$ means the component of $\psi^{-1} \psi_{z}$ in the $(-1)$-eigenspace of $\sigma$ on $\mathbf{s l}_{2} \mathbf{C}$.

The relevance of the torus $T^{2}$ comes from the following well known fact:
Proposition. If $\phi: \mathbf{C} \rightarrow S^{2}$ is a harmonic map which factors through the torus $T^{2}$, then either $\left\langle d \phi\left(\frac{\partial}{\partial z}\right), d \phi\left(\frac{\partial}{\partial z}\right)\right\rangle$ is identically zero or it is never zero. In other words, either $\phi$ is conformal or it is nowhere conformal.

Sketch of the proof. It follows from the harmonic map equation that

$$
(Z, W) \mapsto\langle d \phi(Z), d \phi(W)\rangle
$$

defines a holomorphic section of the bundle $\left(T T^{2}\right)^{*} \otimes\left(T T^{2}\right)^{*}$ (see (4.7) of Eells and Lemaire [1988]). This bundle is (holomorphically) trivial, as $T^{2}$ is a complex Lie group. Since $T^{2}$ is also compact, any holomorphic section is either identically zero or never zero.

These two kinds of behaviour can be expressed in more familiar form:

## Proposition.

(1) A harmonic map $\mathbf{C} \rightarrow S^{2}$ is conformal if and only if it is holomorphic or anti-holomorphic.
(2) A harmonic map $\mathbf{C} \rightarrow S^{2}$ is nowhere conformal if and only if it corresponds to a solution of the 2DTL for $S U_{2}$ (via the construction of Chapter 21).

Proof. We have $\phi=[\psi]$ where

$$
\pi\left(\psi^{-1} \psi_{z}\right)=\left(\begin{array}{cc}
0 & u \\
v & 0
\end{array}\right)
$$

Since the Killing form of $\mathbf{s l}_{2} \mathbf{C}$ is given (up to a constant) by $\langle A, B\rangle=$ trace $A B$, we have

$$
\left\langle\pi\left(\psi^{-1} \psi_{z}\right), \pi\left(\psi^{-1} \psi_{z}\right)\right\rangle=\mathrm{constant} \times u v
$$

The map $\phi$ is conformal if and only if $u$ or $v$ is identically zero; this means that $\phi$ is holomorphic or anti-holomorphic.

The map $\phi$ is nowhere conformal if and only if both $u$ and $v$ are never zero. By the proof of the previous proposition, we can assume that $u v$ is constant, and in fact that $u v=1$. On replacing $\psi$ by

$$
\tilde{\psi}=\psi\left(\begin{array}{ll}
e^{\sqrt{-1} p} & \\
& e^{-\sqrt{-1} p}
\end{array}\right)
$$

where $p$ is a positive real-valued function on $\mathbf{C}$ (to be specified later), we obtain

$$
\pi\left(\tilde{\psi}^{-1} \tilde{\psi}_{z}\right)=\left(\begin{array}{cc}
0 & u e^{-2 \sqrt{-1} p} \\
u^{-1} e^{2 \sqrt{-1} p} & 0
\end{array}\right)
$$

(This operation does not change $\phi$.) If $u=b e^{\sqrt{-1} a}$, with $a, b$ real and $b>0$, then we choose $p=a / 2$. We obtain

$$
\pi\left(\tilde{\psi}^{-1} \tilde{\psi}_{z}\right)=\left(\begin{array}{cc}
0 & b \\
b^{-1} & 0
\end{array}\right)
$$

with $b>0$. Thus, condition (T) of Chapter 13 is satisfied, so $\tilde{\psi}$ gives a solution of the 2DTL.

## II. Nowhere conformal maps $T^{2} \rightarrow S^{2}$ are of finite type.

To prove that a harmonic (or primitive) map $\phi$ is of finite type, it is necessary to produce a "vector field" $X: \mathbf{C} \rightarrow(\Lambda \mathbf{g})_{\sigma} \otimes \mathbf{C}$ satisfying certain conditions. This vector field can be interpreted as a special kind of tangent vector at $F: \mathbf{C} \rightarrow(\Lambda G)_{\sigma}$, where $F$ is a solution of $\left(\Lambda_{\sigma}\right)$ corresponding to $\phi$. To see this, consider any (smooth) family $F_{t}$ of solutions to $\left(\Lambda_{\sigma}\right)$, with $F_{0}=F$. It is reasonable to interpret the map

$$
X=\left.F^{-1} \frac{d}{d t} F_{t}\right|_{0}: \mathbf{C} \rightarrow(\Lambda \mathbf{g})_{\sigma}
$$

as a tangent vector to $F$. Observe that

$$
X_{z}=-\left.F^{-1} F_{z} F^{-1} \frac{d}{d t} F_{t}\right|_{0}+\left.F^{-1} \frac{d}{d t}\left(F_{t}\right)_{z}\right|_{0}
$$

and

$$
\left.\frac{d}{d t} F_{t}^{-1}\left(F_{t}\right)_{z}\right|_{0}=-\left.F^{-1} \frac{d}{d t} F_{t}\right|_{0} F^{-1} F_{z}+\left.F^{-1} \frac{d}{d t}\left(F_{t}\right)_{z}\right|_{0}
$$

Subtracting these equations, we obtain

$$
X_{z}=\left[X, F^{-1} F_{z}\right]+\left.\frac{d}{d t} F_{t}^{-1}\left(F_{t}\right)_{z}\right|_{0}
$$

Motivated by this, and following Pinkall and Sterling [1989]; Ferus et al. [1992]; Burstall et al. [1993], we say that a map $X: \mathbf{C} \rightarrow(\Lambda \mathbf{g})_{\sigma} \otimes \mathbf{C}$ is a Jacobi field (for $F$ ) if it satisfies the system

$$
\begin{align*}
& X_{z}-\left[X, F^{-1} F_{z}\right]=\text { linear in } \frac{1}{\lambda}  \tag{J}\\
& X_{\bar{z}}-\left[X, F^{-1} F_{\bar{z}}\right]=\text { linear in } \lambda .
\end{align*}
$$

We say that $X$ is a Killing field (for $F$ ) if it satisfies the system

$$
\begin{align*}
& X_{z}-\left[X, F^{-1} F_{z}\right]=0  \tag{K}\\
& X_{\bar{z}}-\left[X, F^{-1} F_{\bar{z}}\right]=0 .
\end{align*}
$$

Thus, to prove that a map is of finite type, we need a Killing field which is a finite polynomial in $\lambda$ and $\lambda^{-1}$.

The strategy for finding such a polynomial Killing field depends on the following result (see $\S 4$ of Ferus et al. [1992]):

Lemma. Let $Y=\sum_{i \geq-N} Y_{i} \lambda^{i}: T^{2} \rightarrow(\Lambda \mathbf{g})_{\sigma} \otimes \mathbf{C}$ be a formal Killing field for $F$, with $N \geq 0$. Then there exists a polynomial Killing field $X$ for $F$.

Proof. We have

$$
\begin{aligned}
& F^{-1} F_{z}=A+\frac{1}{\lambda} B \\
& F^{-1} F_{\bar{z}}=C+\lambda D
\end{aligned}
$$

as usual. The hypothesis on $Y$ means that

$$
\begin{aligned}
& Y_{z}-\left[Y, A+\frac{1}{\lambda} B\right]=0 \\
& Y_{\bar{z}}-[Y, C+\lambda D]=0
\end{aligned}
$$

in the sense that the coefficients of $\lambda^{i}$ in each equation are zero, for all $i$.
Let $Y_{\leq 0}=\sum_{i=-N}^{0} Y_{i} \lambda^{i}$ and let $Y_{>0}=\sum_{i>0} Y_{i} \lambda^{i}$. Consider the linear operators

$$
\begin{aligned}
L^{\prime}: Y \longmapsto W^{\prime} & =\left(Y_{\leq 0}\right)_{z}-\left[Y_{\leq 0}, A+\frac{1}{\lambda} B\right] \\
L^{\prime \prime}: Y \longmapsto W^{\prime \prime} & =\left(Y_{\leq 0}\right)_{\bar{z}}-\left[Y_{\leq 0}, C+\lambda D\right] .
\end{aligned}
$$

(If $Y \in \operatorname{Ker} L^{\prime} \cap \operatorname{Ker} L^{\prime \prime}$, then $Y_{\leq 0}$ is a polynomial Killing field.) We claim that $W^{\prime}$, $W^{\prime \prime}$ satisfy the following equations:
(i) $W^{\prime}=\left(Y_{0}\right)_{z}-\left[Y_{0}, A\right], W^{\prime \prime}=-\lambda\left[Y_{0}, D\right]$.
(Proof: Substituting $Y=Y_{\leq 0}+Y_{>0}$ into the definition of Killing field, we obtain $W^{\prime}=\left(Y_{\leq 0}\right)_{z}-$ $\left[Y_{\leq 0}, A+\frac{1}{\lambda} B\right]=-\left(Y_{>0}\right)_{z}+\left[Y_{>0}, A+\frac{1}{\lambda} B\right]$. Comparing coefficients of $\lambda^{i}$, we see that $W^{\prime}$ has only a constant term, which must be $\left(Y_{0}\right)_{z}-\left[Y_{0}, A\right]$. A similar argument with $W^{\prime \prime}$ gives the second formula.)
(ii) $W_{\bar{z}}^{\prime}-W_{z}^{\prime \prime}=\left[W^{\prime}, C+\lambda D\right]-\left[W^{\prime \prime}, A+\frac{1}{\lambda} B\right]$.
(Proof: This follows directly from the definitions of $W^{\prime}, W^{\prime \prime}$, together with the zero-curvature equation for $A+\frac{1}{\lambda} B, C+\lambda D$.)

Substituting (i) into (ii), and comparing coefficients of $\lambda^{0}$, we find that $Y_{0}$ satisfies a second order elliptic partial differential equation. Since $T^{2}$ is compact, we deduce that the images of $L^{\prime}$ and $L^{\prime \prime}$ must be finite dimensional.

On the other hand, we obtain an infinite sequence of linearly independent formal Killing fields by taking $\lambda^{-k_{i}} Y$ with $k_{1}<k_{2}<\ldots$. It follows that some non-trivial linear combination of these must be in the intersection of the kernels of $L^{\prime}$ and $L^{\prime \prime}$. This gives the required polynomial Killing field $X$.

We shall apply this to the case of a nowhere conformal harmonic map $\phi: T^{2} \rightarrow S^{2}$. From section I, we know that $\phi$ corresponds to a solution $w_{0}, w_{1}$ of the 2DTL, or a periodic harmonic sequence $f_{0}, f_{1}$ (of period 2). This allows us to write $\phi=[\psi]$ where

$$
\psi=P D^{-1}, \quad P=\left(\begin{array}{ll}
\hat{f}_{0} & \hat{f}_{1}
\end{array}\right), D=\left(\begin{array}{cc}
\left\|\hat{f}_{0}\right\| & \\
& \left\|\hat{f}_{1}\right\|
\end{array}\right)
$$

as in Chapter 21. We have

$$
\psi^{-1} \psi_{z}=\left(\begin{array}{cc}
\left(w_{0}\right)_{z} & \\
& \left(w_{1}\right)_{z}
\end{array}\right)+\left(\begin{array}{ll} 
& W_{0,1} \\
W_{1,0} &
\end{array}\right)
$$

where $w_{i}=\log \left\|\hat{f}_{i}\right\|$, and this can be re-written in the form

$$
\psi^{-1} \psi_{z}=D^{-1} D_{z}+D\left(\begin{array}{ll}
1 \\
1 &
\end{array}\right) D^{-1}
$$

The main task now is to find a formal Killing field $Y=\sum_{i \geq 1} Y_{i} \lambda^{i}$ such that

$$
Y_{1}=D\left(\begin{array}{ll}
1 \\
1 &
\end{array}\right) D^{-1}, \quad Y_{2}=2 D^{-1} D_{z}
$$

This may be done by using a technique from the theory of asymptotic expansions; we refer to $\S 4$ of Ferus et al. [1992] for the details. The lemma then gives a polynomial Killing field $X=\sum_{i=-d}^{d} X_{i} \lambda^{i}$ for some $d$. From the proof of the lemma, we have

$$
X_{-d}=Y_{1}, \quad X_{-(d-1)}=Y_{2}
$$

(if we choose the differences $k_{i}-k_{i-1}$ sufficiently large). This means that $\psi$ is of finite type in the sense of section IV of Chapter 24. We conclude:

Theorem (Pinkall and Sterling [1989]). Any nowhere conformal harmonic map $T^{2} \rightarrow S^{2}$ is of finite type.

## III. Generalizations.

It follows from the formulae in section II that a nowhere conformal map $\phi: \mathbf{C} \rightarrow S^{2} \subseteq S U_{2}$ has the property that $\phi^{-1} \phi_{z}$ takes values in a single orbit of the adjoint action of $S L_{2} \mathbf{C}$ on $\mathbf{s l}_{2} \overline{\mathbf{C}}$. This is the key to the existence of a formal Killing field in the previous section, and leads to various generalizations.

The first result in this direction is:
Theorem (Burstall et al. [1993]). Let $G$ be a compact semisimple Lie group (or $G=U_{n}$ ). Let $\phi: \mathbf{C} \rightarrow G$ be a harmonic map such that
(i) $\phi$ factors through a torus $T^{2}=\mathbf{C} / L$
(ii) $\phi^{-1} \phi_{z}$ takes values in an orbit $\operatorname{Ad}\left(G^{c}\right) E$, for some semisimple element $E \in \mathbf{g} \otimes \mathbf{C}$.

Then $\phi$ is of finite type (i.e., $\phi$ satisfies conditions (HF1) and (HF2) of Chapter 24).
(An element $E$ of $\mathbf{g} \otimes \mathbf{C}$ is said to be semisimple if the linear transformation ad $E$ is diagonalizable.)
If $\phi$ is a nowhere conformal harmonic map from a torus into a symmetric space of rank 1 , condition (ii) is satisfied, and so any such map must be of finite type. (This includes the situation of maps into $S^{2}$.)

A similar generalization is possible in the case of primitive maps $\phi: \mathbf{C} \rightarrow G / K$. The 2DTL provides an example, i.e., the case of a primitive map associated to a periodic harmonic sequence:

Theorem (Bolton et al. [1995]). Let $\phi: \mathbf{C} \rightarrow S U_{n+1} / T_{n+1}$ be the primitive map associated to a periodic harmonic sequence, as in Chapter 21. Assume that $\phi$ factors through a torus $T^{2}=\mathbf{C} / L$. Then $\phi$ is of finite type (i.e., $\phi$ satisfies conditions (PF1) and (PF2) of Chapter 24).

These results indicate that harmonic and primitive maps of finite type constitute a non-trivial class of examples. Although the role of such maps is still rather mysterious, the situation for maps into $S^{n}$ or $\mathbf{C} P^{n}$ has been clarified considerably in Burstall [1995]; McIntosh [1995]. In the case of $\mathbf{C} P^{n}$, this depends on a generalization of the dichotomy of conformal and nowhere conformal harmonic maps $T^{2} \rightarrow S^{2}=\mathbf{C} P^{1}$. For $n \geq 2$, we may consider the harmonic sequence $f_{0}, f_{1}, \ldots$ of a harmonic map $f=f_{0}: T^{2} \rightarrow \mathbf{C} P^{n}$; if $f_{0}, f_{1}, \ldots, f_{i-1}$ are mutually orthogonal, but $f_{0}, f_{1}, \ldots, f_{i}$ are not, then we say that $f$ is $i$-orthogonal (Bolton et al. [1995]).

At one extreme are the $(n+1)$-orthogonal harmonic maps of Chapter 21 - where the harmonic sequence is either finite or periodic. If the harmonic sequence is finite, $f$ is called superminimal, and is a map of finite uniton number. (Moreover, the harmonic sequence corresponds to a primitive map of finite uniton number.) If the harmonic sequence is periodic, $f$ is called superconformal, and we have just seen that the harmonic sequence corresponds to a primitive map of finite type.

At the other extreme, we have 2-orthogonal harmonic maps; these are precisely the nowhere conformal harmonic maps (here we use the fact that the domain is a torus). These maps are also of finite type, by the first theorem above.

It is shown in Burstall [1995] that the intermediate cases, i.e., $k$-orthogonal harmonic maps with $3 \leq k \leq n$, also arise from primitive maps of finite type. Thus, every harmonic map from $T^{2}$ to $\mathbf{C} P^{n}$ is either of finite uniton number, or of finite type, or arises from a primitive map of finite type. A similar result holds for maps into $S^{n}$.
(In the case $n=1$, the above terminology is rather unfortunate: All harmonic maps are 2-orthogonal, superminimal is the same as conformal, and superconformal is the same as nowhere conformal!)

## Bibliographical comments for Chapters 24-25.

Harmonic maps of finite type were introduced and studied in Pinkall and Sterling [1989]; Ferus et al. [1992]; Burstall et al. [1993]. Primitive maps of finite type were introduced in Burstall and Pedit [1994]. Explicit numerical computations are possible for such maps, by solving the appropriate pair of ordinary differential equations. Some examples are depicted in Pinkall and Sterling [1989].

The fact that a nowhere conformal harmonic map $T^{2} \rightarrow S^{2}$ is of finite type was proved in Pinkall and Sterling [1989]. This result was generalized to the case of maps $T^{2} \rightarrow S^{4}$ in Ferus et al. [1992], by making use of a relationship with the 2DTL for the group $S O_{5}$. The general case of doubly periodic nowhere conformal harmonic maps into symmetric spaces appeared in Burstall et al. [1993]. Doubly periodic solutions of the general 2DTL were treated in Bolton et al. [1995].

For results on harmonic maps of tori into CP $P^{n}$, see Jensen and Liao [1995]; Burstall [1995]; McIntosh [1995].

## Chapter 26: Epilogue

## I. A brief review.

From the point of view of harmonic maps, this book has addressed three principal questions:
(1) The harmonic map equation is concerned with the differential geometry of finite dimensional manifolds. What does it have to do with infinite dimensional Lie groups?
(2) Given that there is a connection between harmonic maps and infinite dimensional Lie groups, do these infinite dimensional Lie groups tell us anything new? Is this connection useful?
(3) What does this have to do with the theory of integrable systems?

As motivation, we considered a famous example, the Toda lattice. The one-dimensional finite open Toda lattice (the 1DTL) is the following system of second order ordinary differential equations ${ }^{8}$ for $q_{1}, \ldots, q_{n}: \mathbf{R} \rightarrow \mathbf{R}$ :

$$
\begin{aligned}
\ddot{q}_{1} & =e^{q_{2}-q_{1}} \\
\ddot{q}_{i} & =e^{q_{i+1}-q_{i}}-e^{q_{i}-q_{i-1}} \quad i=2, \ldots, n-1 \\
\ddot{q}_{n} & =\quad e^{q_{n}-q_{n-1}}
\end{aligned}
$$

In Chapters 4-8 we discussed this system in some detail. Lie groups (finite dimensional, in this case) enter the picture because the system may be written in matrix form as a Lax equation

$$
\dot{L}=[L, M] .
$$

For a given initial condition $L(0)=V$, the unique solution $L$ is given by the explicit formula $L=$ $U^{-1} V U$, where

$$
U(t)=[\exp t V]_{1}
$$

Here, $\exp t V=[\exp t V]_{1}[\exp t V]_{2}$ is a certain matrix factorization.
The two-dimensional periodic Toda lattice (the 2DTL) is the following system of second order partial differential equations for $w_{i}: \mathbf{C} \rightarrow \mathbf{R}$ :

$$
\left(w_{i}\right)_{z \bar{z}}=e^{w_{i+1}-w_{i}}-e^{w_{i}-w_{i-1}} \quad i \in \mathbf{Z}, w_{i}=w_{i+n}
$$

This was introduced in Chapters 9-10 and then studied in more detail in Chapters 13-15. The symmetry group is now infinite dimensional, and there is no easy way to find solutions.

Our treatment of the Toda lattice was not intended to be a thorough exposition; it was a convenient way of introducing various ideas which are useful for studying harmonic maps (our main goal). For example, we did not mention the one-dimensional periodic Toda lattice, which is extremely interesting as - despite apparent similarities with the finite open Toda lattice - its symmetry group is infinite dimensional (see Adler and van Moerbeke [1980a; 1980b]; Arnold and Novikov [1994]). We restricted our attention primarily to the Lie group $S L_{n} \mathbf{C}$, although there is a beautiful and intricate generalization valid for general semisimple Lie groups (Kostant [1979]).

The harmonic map equation, for maps $\phi: \mathbf{C} \rightarrow G$, where $G$ is a compact matrix group, is the second order partial differential equation

$$
\left(\phi^{-1} \phi_{\bar{z}}\right)_{z}+\left(\phi^{-1} \phi_{z}\right)_{\bar{z}}=0
$$

[^7]The relevance of loop groups to this equation was discussed in Chapters 9-10, and in Chapters 1625 techniques from loop group theory were used to investigate harmonic maps in detail. The onedimensional and two-dimensional Toda lattices both play significant roles in this investigation. Solutions of the 2DTL correspond to families of special harmonic maps (Chapter 21), and a generalization of the 1DTL gives rise to harmonic maps via the " $1+1=2$ " principle (Chapters 23-24). In particular, both partial differential equations in this book are examples of a single general system. We call this system $\left(\Lambda_{\sigma}\right)$.

## II. The system $\left(\Lambda_{\sigma}\right)$.

Let $G$ be a compact Lie group, and let $\Lambda G$ be the free loop group of $G$. Consider the following conditions on a map $F: \mathbf{C} \rightarrow \Lambda G$ :

$$
\begin{align*}
& F^{-1} F_{z}=\text { linear in } \frac{1}{\lambda} \\
& F^{-1} F_{\bar{z}}=\text { linear in } \lambda
\end{align*}
$$

where $\lambda$ is the "loop parameter". (A priori, $F^{-1} F_{z}$ is represented by a power series in $\lambda$, i.e., its Fourier series, so the requirement that this be linear is a non-trivial condition.) These two conditions are in fact equivalent, via the conjugation operator $c$ of $\mathbf{g} \otimes \mathbf{C}$, but it is helpful to write down both of them.

Given a solution $F$ of $(\Lambda)$, let us write explicitly

$$
\begin{aligned}
& F^{-1} F_{z}=A+\frac{1}{\lambda} B \\
& F^{-1} F_{\bar{z}}=C+\lambda D
\end{aligned}
$$

where $A, B, C, D: \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$. We have $C=c(A), D=c(B)$. It is easy to verify that the "zerocurvature equation"

$$
\left(A+\frac{1}{\lambda} B\right)_{\bar{z}}-(C+\lambda D)_{z}=\left[A+\frac{1}{\lambda} B, C+\lambda D\right]
$$

is satisfied. Conversely, if $A, B, C=c(A), D=c(B)$ are arbitrary (smooth) functions which satisfy this equation then there exists a solution $F$ of $(\Lambda)$ such that $F^{-1} F_{z}=A+\lambda^{-1} B$ and $F^{-1} F_{\bar{z}}=C+\lambda D$. The coefficients of $\lambda^{-1}, \lambda^{0}, \lambda^{1}$ give a collection of differential equations relating $A, B, C, D$. This (see Chapter 9 ) is the fundamental principle which relates loop group valued maps $F$ with solutions $A, B, C, D$ of a "finite dimensional" differential equation. The relevant differential equation in this case is equivalent to the harmonic map equation, but many other important differential equations arise in a similar way.

The system $\left(\Lambda_{\sigma}\right)$ is obtained by a slight modification: We use the twisted loop group $(\Lambda G)_{\sigma}$ instead of $\Lambda G$, where $\sigma: G \rightarrow G$ is an automorphism of order $k$.

To describe this system in more detail, it is convenient to consider three separate cases:
(i) $k=1$ (Chapters 9,16)

In this case, $\sigma$ is the identity, and $(\Lambda G)_{\sigma}=\Lambda G$. The zero-curvature equation is equivalent to the equation for a harmonic map $\phi: \mathbf{C} \rightarrow G$, with

$$
\begin{aligned}
& A=\frac{1}{2} \phi^{-1} \phi_{z}=-B \\
& C=\frac{1}{2} \phi^{-1} \phi_{\bar{z}}=-D
\end{aligned}
$$

More precisely, one has:
(a) Let $\phi: \mathbf{C} \rightarrow G$, and let $A, B, C, D$ be defined in terms of $\phi$ as above. If $\phi$ is harmonic, then $A+\lambda^{-1} B$ and $C+\lambda D$ satisfy the zero-curvature equation.
(b) Conversely, let $A, B, C, D: \mathbf{C} \rightarrow \mathbf{g} \otimes \mathbf{C}$ be functions such that $B=-A, C=c(A), D=-C$. If $A+\lambda^{-1} B$ and $C+\lambda D$ satisfy the zero-curvature equation, then there exists a harmonic map $\phi: \mathbf{C} \rightarrow G$ which is related to $A, B, C, D$ in the above manner.
(ii) $k=2$ (Chapter 18)

In this case, $\sigma$ is an involution on $G$. It determines a symmetric space $G / K$, where $K$ is the fixed point set of $\sigma$. The zero-curvature equation is now equivalent to the equation for a harmonic map $\phi: \mathbf{C} \rightarrow G / K$. To obtain $A, B, C, D$ in this case, one chooses a "lifting" or "framing" of $\phi$, i.e., a map $\psi: \mathbf{C} \rightarrow G$ such that $\phi=[\psi]$. Then $A, B, C, D$ are defined by

$$
\begin{aligned}
\psi^{-1} \psi_{z} & =A+B \\
\psi^{-1} \psi_{\bar{z}} & =C+D
\end{aligned}
$$

where $A, C$ take values in the (+1)-eigenspace of (the derivative of) $\sigma$ on $\mathbf{g} \otimes \mathbf{C}$, and $B, D$ take values in the $(-1)$-eigenspace. We then have:
(a) Let $\phi: \mathbf{C} \rightarrow G / K$, and let $A, B, C, D$ be defined in terms of $\psi$ as above. If $\phi$ is harmonic, then $A+\lambda^{-1} B$ and $C+\lambda D$ satisfy the zero-curvature equation.
(b) Conversely, let $A, B, C, D$ be functions (of the above type) such that $C=c(A), D=c(B)$. If $A+\lambda^{-1} B$ and $C+\lambda D$ satisfy the zero-curvature equation, then there exists a harmonic map $\phi: \mathbf{C} \rightarrow G$ which is related to $A, B, C, D$ in the above manner.

The case $k=1$ may in fact be expressed as a special case of this, by considering the Lie group $G$ as the symmetric space $G \times G / \Delta$, where $\sigma\left(g_{1}, g_{2}\right)=\left(g_{2}, g_{1}\right)$ and $\Delta$ is the diagonal subgroup of $G \times G$. There is a canonical choice for $\psi$ here, namely $\psi=(\phi, e)$, from which we recover the situation of (i).
(iii) $k>2$ (Chapter 21)

A similar principle applies to the case $k>2$. Let $\mathbf{g}_{j}$ denote the $\left(e^{2 \pi \sqrt{-1} j / k}\right)$-eigenspace of (the derivative of) $\sigma$ on $\mathbf{g} \otimes \mathbf{C}$. For a map $\psi: \mathbf{C} \rightarrow G$, we define $A, B, C, D$ by

$$
\begin{aligned}
& \psi^{-1} \psi_{z}=A+B \\
& \psi^{-1} \psi_{\bar{z}}=C+D
\end{aligned}
$$

where $A, C$ take values in $\mathbf{g}_{0}, B$ takes values in $\mathbf{g}_{-1}$, and $D$ takes values in $\mathbf{g}_{1}$.
The interpretation of the zero-curvature equation is more complicated in this case. Roughly, $\psi$ corresponds to a collection of harmonic maps $\phi_{\alpha}: \mathbf{C} \rightarrow G / K_{\alpha}$, where $\left\{G / K_{\alpha}\right\}_{\alpha}$ is a collection of symmetric spaces associated to $\sigma$.

This is a generalization of the case $k=2$, but there is a special feature in the present situation: For $k>2$, the zero-curvature equation for $A+\lambda^{-1} B$ and $C+\lambda D$ is equivalent to the zero-curvature equation for $A+B$ and $C+D$. Geometrically, the latter equation corresponds to a simple condition which we call $(\mathrm{P})$ - on the derivative of the map $\phi=[\psi]: \mathbf{C} \rightarrow G / K$, where $K$ is the fixed point set of $\sigma$. The homogeneous space $G / K$ is a $k$-symmetric space, and a map $\phi$ which satisfies condition ( P ) is said to be primitive. This feature is not present in the case $k=2$; in fact condition ( P ) is vacuous when $k=2$.

The 2DTL fits into this scheme in the following way (Chapters 13, 21). Let $G=S U_{n+1}$, and let $\sigma$ be the automorphism which is given by conjugation by a diagonal matrix whose diagonal entries are the ( $n+1$ )-th roots of unity. Then solutions of the (periodic) 2DTL correspond to solutions of the system $\left(\Lambda_{\sigma}\right)$ which satisfy an additional condition, which we call (T). Thus, solutions of the 2DTL correspond to certain primitive maps if $n>1$, and to certain harmonic maps if $n=1$. These maps have a simple
characterization (Chapters 21,25): For $n>1$, we obtain collections of $n+1$ harmonic maps into $\mathbf{C} P^{n}$ which constitute a "periodic harmonic sequence"; for $n=1$ we obtain "nowhere conformal" harmonic maps.

## III. Applications of loop groups to harmonic maps.

The correspondence between harmonic maps $\phi=[\psi]$ and solutions $F$ of $\left(\Lambda_{\sigma}\right)$ introduces loop groups into the theory of harmonic maps. In the terminology of Uhlenbeck [1989] (for $k=1$ ), $F$ is called an extended harmonic map, or an extended solution. In the terminology of Burstall and Pedit [1994] (for $k \geq 2$ ), $F$ is called an extended framing. Whereas $\phi$ is a function of $z \in \mathbf{C}$, the extended map $F$ can be regarded as a function of $z \in \mathbf{C}$ and $\lambda \in S^{1}$. Given a solution $F$ of $\left(\Lambda_{\sigma}\right)$, a corresponding harmonic map $\phi=[\psi]$ is obtained by setting $\lambda=1$, i.e., $\psi(z)=F(z, 1)$. (For $k=1$, the formula is $\phi(z)=F(z,-1)$, because of the identification $G \cong G \times G / \Delta$.) On the other hand, the reverse construction (of $F$ from $\phi$ ) is non-trivial, and there is no simple formula. Thus, the "hidden" parameter $\lambda$ may be expected to reveal intimate properties of the harmonic map $\phi$ - and it does.

Harmonic maps of finite uniton number: The simplest situation occurs when the Fourier series of $F(z, \lambda)$ has finitely many terms, i.e., it is "algebraic" in $\lambda$. The highest power of $\lambda$ is called the uniton number; the corresponding harmonic maps are said to have finite uniton number. All harmonic maps $\phi$ which extend to the sphere $S^{2}=\mathbf{C} \cup \infty$ are of this kind. The basic theory of such maps was established in Uhlenbeck [1989]. The loop group point of view was established in Segal [1989].

For $G=U_{n}$, the main results are:
(i) the maximum value of the uniton number is $n-1$, and
(ii) a solution $F$ of uniton number $k$ is given by an explicit "Weierstrass formula" of the form

$$
F(z, \lambda)=\left[\exp \left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)^{-1} \sum_{i=0}^{k-1} C_{i}(z) \lambda^{i}\left(\begin{array}{ccc}
\lambda^{k_{1}} & & \\
& \ddots & \\
& & \lambda^{k_{n}}
\end{array}\right)\right]_{1}
$$

where $C_{0}, \ldots, C_{k-1}$ are meromorphic matrix-valued functions, and $k=k_{1} \geq \cdots \geq k_{n}=1$. Similar results hold for harmonic maps $S^{2} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. An introduction to these results was given in Chapters 16-20 and 22. For further details, and for results on more general compact Lie groups or symmetric spaces, see Burstall and Guest [preprint].

Our discussion was based on geometrical versions ( Gr ), (Fl) of the systems $(\Lambda),\left(\Lambda_{\sigma}\right)$. We introduced a useful technical tool, namely the Bruhat decomposition of the algebraic Grassmannian $\mathrm{Gr}^{(n)}$,alg (for maps $S^{2} \rightarrow U_{n}$ ), or the algebraic flag manifold $\mathrm{Fl}_{n-k, k}^{(n), \text { alg }}$ (for maps $S^{2} \rightarrow \operatorname{Gr}_{k}\left(\mathbf{C}^{n}\right)$. By way of illustration, we used this to give a new proof of the classification of harmonic maps $S^{2} \rightarrow \mathbf{C} P^{n}$. We also obtained estimates of the uniton number, and explicit Weierstrass formulae, this way.

Harmonic maps of finite type: The other main class of solutions $F(z, \lambda)$ that we consider is the class consisting of harmonic maps of finite type. In this case $F$ is no longer assumed to have a finite Fourier series, but it is given in terms of a finite series $V(\lambda)=\sum_{i=-d}^{d} V_{i} \lambda^{i}$ by a factorization formula

$$
F(z, \lambda)=\left[\exp z \lambda^{d-1} V(\lambda)\right]_{1}
$$

Here, each $V_{i}$ is independent of $z$ (and $\lambda$ ). The corresponding harmonic map $\phi=[\psi]$ is said to be of type $d$. Harmonic maps of finite type were introduced in Pinkall and Sterling [1989]; Ferus et al. [1992]; Burstall et al. [1993].

The most significant feature of such maps is that they can be constructed by combining two independent solutions of Lax equations, each of which is similar to the 1DTL (Chapters 23-24). Each Lax
equation is defined on a finite dimensional subspace of a loop algebra, and is therefore amenable to explicit computation.

Finally, in Chapter 25, we sketched the theorem of Pinkall and Sterling [1989] that any harmonic map from a torus to $S^{2}$ is either of finite uniton number or of finite type. As in the case of harmonic maps of finite uniton number (see the bibliographical comments for Chapter 17), compactness of the domain is an essential ingredient.

It can be seen from this that loop groups provide a powerful tool for the study of harmonic maps. In fact, all known results on the classification problem may be accounted for by loop theoretic methods; and even in those cases where more traditional differential geometric methods are applicable, loop groups provide a unifying approach.

## IV. Further developments.

Despite the successes of loop group techniques, the classification problem for harmonic maps from compact Riemann surfaces into compact Lie groups or symmetric spaces is far from solved. The case of a Riemann surface of genus 0 (i.e., the sphere) is quite well understood, there are results for special target spaces in the case of genus 1 , but there are no classification results at all ${ }^{9}$ for surfaces of genus greater than 1.

It seems likely that the theory of integrable systems will contribute to further progress. In this section we indicate some current directions of research which may justify this prediction.

The solutions of all differential equations considered in this book have a striking common feature: They are all of the form

$$
X=\left[\exp X_{0}\right]_{1}
$$

where $X_{0}$ represents initial data of some kind, and where the suffix 1 means that a factorization is to be performed. (Similar formulae are known for other important integrable systems as well.) There is some evidence that this phenomenon will extend to harmonic maps of Riemann surfaces of arbitrary genus. Namely, it is shown in Dorfmeister et al. [in press] that a solution ${ }^{10} F$ of $\left(\Lambda_{\sigma}\right)$ corresponding to any such harmonic map must have the form

$$
F=[H]_{1}
$$

where $H$ is a meromorphic (matrix-valued) function. Understanding the precise nature of $H$ in this generalized "Weierstrass formula" seems to be an interesting problem.

A related matter is the idea of dressing transformations for integrable systems. We have so far discussed dressing transformations for the 2DTL and the harmonic map equation without making any concrete applications (except for the very special dressing transformations used in Chapter 20). However, it is obvious that these dressing transformations are relevant to the study of the space of solutions. In Guest and Ohnita [1993]; Furuta et al. [1994] some applications are given for spaces of harmonic maps of finite uniton number. In Dorfmeister and Wu [1993]; Wu [1993]; Burstall and Pedit [1994], dressing orbits of harmonic maps of finite type are studied. The space of harmonic maps seems to be a rather complicated object, and only partial results are known at this time (even in the case of genus 0).

There is a well known method in the theory of integrable systems, which can be used to study harmonic maps of finite type. It is the method of "spectral curves". For a harmonic map of finite type with associated polynomial Killing field $X(z, \lambda)$, consider (for each fixed $z$ ) the algebraic curve

$$
\operatorname{det}(X(z, \lambda)-\mu I)=0
$$

[^8]in the $(\lambda, \mu)$-plane. Because $X$ satisfies a Lax equation, this curve is in fact independent of $z$; it is called the spectral curve of the harmonic map. The "spectral parameter" $\lambda$ thus acquires true geometrical significance, which opens up a new (algebraic geometrical) direction for the study of harmonic maps.

For general information on this method, and the concept of "algebraically completely integrable systems", we refer to Perelomov [1990]; the article of Dubrovin, Krichever and Novikov in Arnold and Novikov [1990]; Arnold and Novikov [1994]; Mulase [1994]. The theory has been applied to harmonic maps in Pinkall and Sterling [1989]; Hitchin [1990]; Bobenko [1991]; Ferus et al. [1992]; McIntosh [1995], although this area is still very much under development.

Using this method, the "factorization of exponentials" formulae discussed earlier can be expressed much more explicitly in terms of $\theta$-functions. In addition, there is some hope that harmonic maps of finite type can be completely classified in terms of "spectral data" (McIntosh [1995]).

It remains to mention briefly one other direction. There is a close connection between soliton theory and harmonic maps, if one replaces the Riemannian manifold $\mathbf{C}=\mathbf{R}^{2}$ by the Lorentzian manifold $\mathbf{R}^{1,1}$ (Pohlmeyer [1976]; Beggs [1990]; Gu and Hu [1993]). It is shown in Terng [in press] how such harmonic maps can be accommodated in the Adler-Kostant-Symes framework, by using a loop algebra of a Kac-Moody Lie algebra. This should strengthen even further the connection between harmonic maps, loop groups, and integrable systems.
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[^0]:    ${ }^{1}$ Two technical points should be mentioned. First, the notation $\dot{g}_{1}$ means $\frac{d}{d t}\left(g_{1}\right)$, and the notation $g_{1}^{-1}$ means $\left(g_{1}\right)^{-1}$, i.e., factorization always occurs first. Second, the smoothness of $t \mapsto g_{1}(t), g_{2}(t)$ follows from the smoothness of $t \mapsto g(t)$, as the hypothesis on $G_{1}, G_{2}$ implies that the map $G_{1} \times G_{2} \rightarrow G,(a, b) \mapsto a b$, is a diffeomorphism.

[^1]:    ${ }^{2}$ This is the popular interpretation of the Toda lattice. However, in Toda's original interpretation, $q_{i}$ was regarded as the angular parameter of a particle which moves on a circle. Adjacent particles are connected by springs. This accounts for the appearance of $q_{i}-q_{i+1}$ rather than $\left|q_{i}-q_{i+1}\right|$ in the potential. I am grateful to Professor B. Kostant for this information.

[^2]:    ${ }^{3}$ The Lie algebra of a compact Lie group admits a positive definite Ad-invariant bilinear form. The Lie algebra of a semisimple Lie group (such as $\mathbf{s l}_{n} \mathbf{R}$ ) admits a non-degenerate Ad-invariant bilinear form, for example, its Killing form. The group $\hat{N}_{n}^{\prime}$ is neither compact nor semisimple, however.

[^3]:    ${ }^{4}$ Note that $\tilde{F}_{\lambda}(z), C(z)$, and $D(z)$ are actually functions of $z$ and $\bar{z}$.

[^4]:    ${ }^{5}$ This result has also been obtained by Y.-X. Dong and Y.-B. Shen, "On factorization theorems of harmonic maps into $U(N)$ and minimal uniton numbers", Hangzhou University preprint.

[^5]:    ${ }^{6}$ There is a slight difference of notation between this section and examples of the previous section: In the previous section we have $k_{1} \leq \cdots \leq k_{n}$, whereas in this section $k_{1} \geq \cdots \geq k_{n}$. We have made no attempt to remedy this, because each convention appears naturally when first used. Moreover, it is useful to have both conventions available.

[^6]:    ${ }^{7}$ Note, however, that the definition of finite type in Burstall and Pedit [1994] requires $X$ to be based, as well as real. With this more restrictive definition it is clear that (HF2) implies (PF2), but not vice versa.

[^7]:    ${ }^{8}$ The constants have been modified in both the 1DTL and the 2DTL in this chapter. The versions used in the rest of the book are slightly different, in order to simplify the matrix forms of the equations.

[^8]:    ${ }^{9}$ There are several non-trivial examples; see the introduction to Burstall et al. [1993].
    ${ }^{10}$ In this case, $F: U \rightarrow(\Lambda G)_{\sigma}$, where $U$ is the universal cover of the Riemann surface.

