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ABSTRACT Single image dehazing methods based on deep learning technique have made great

achievements in recent years. However, some methods recover haze-free images by estimating the so-called

transmission map and global atmospheric light, which are strictly limited to the simplified atmospheric

scattering model and do not give full play to the advantages of deep learning to fit complex functions. Other

methods require pairs of training data, whereas in practice pairs of hazy and corresponding haze-free images

are difficult to obtain. To address these problems, inspired by cycle generative adversarial model, we have

developed an end-to-end haze relevant feature attention network for single image dehazing, which does not

require paired training images. Specifically, we make explicit use of haze relevant feature by embedding an

attention module into a novel dehazing generator that combines an encoder-decoder structure with dense

blocks. The constructed network adopts a novel strategy which derives attention maps from several hand-

designed priors, such as dark channel, color attenuation, maximum contrast and so on. Since haze is usually

unevenly distributed across an image, the attention maps could serve as a guidance of the amount of haze at

image pixels. Meanwhile, dense blocks can maximize information flow along features from different levels.

Furthermore, color loss is proposed to avoid color distortion and generate visually better haze-free images.

Extensive experiments demonstrate that the proposed method achieves significant improvements over the

state-of-the-art methods.

INDEX TERMS Single image dehazing, cycle generative adversarial network, haze relevant feature,

attention module, dense block.

I. INTRODUCTION

I
N most cases, computer vision systems are very sensitive

to changes of environment [1]. However, due to rapid

development of industry, the source of air pollution has

not been effectively controlled, thereby leading to frequent

occurrence of hazy weather. According to the principle of

imaging, there will be a large number of particles floating

in the air under the condition of hazy weather, which will

absorb and scatter light before imaging sensor. At the same

time, the light received by imaging sensor is mixed with

part of atmospheric scattered light. Under these conditions,

image quality is seriously reduced with some degradation

phenomena such as desaturation, color distortion, loss of

clarity and so on.

The degradation of image quality in hazy weather not

only reduces viewing value, but also seriously affects the

effectiveness of various computer vision tasks. For example,

images obtained by monitoring systems are blurred in hazy

weather, which directly affects subsequent abnormal behav-

ior detection, vehicle detection and pedestrian identification

tasks. Therefore, in order to reduce degradation impact of

hazy weather, study of image haze removal algorithm has

become a practical and urgent problem to be solved. Effec-

tive image dehazing algorithm can be applied in the image

preprocessing stage of computer vision system to improve

clarity and quality of the image, and facilitate subsequent

feature extraction or other applications.

Image dehazing refers to methods of image enhancement

or restoration to minimize coverage and interference of haze

on various information in the image [2]. The goal is to

highlight details and restore real scene color of images,

so that it is easy for human eyes to identify images and

computers to extract features of images [3]. Single image

dehazing has received a large number of attentions in recent

years [4]. However, some existing image dehazing methods

including both learning-based and model-based are heavily
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limited to atmospheric scattering model by estimating the

so-called transmission map and global atmospheric light as

medium, which will then restore corresponding haze-free

images based on a simplified model. This does not take full

advantage of powerful ability of deep neural networks to

fit advanced complex functions [5], and inaccuracies in the

estimation of atmospheric scattering parameters results in

poor dehazed images. Furthermore, image dehazing without

paired hazy and corresponding haze-free images is of im-

mense importance, since it is almost impossible to acquire

a large number of paired images in reality.

Towards these problems, we propose an end-to-end haze

relevant feature attention network for single image dehazing.

It does not rely on the traditional physical scattering model,

and instead it adopts the image-to-image translation approach

without pairs of hazy and corresponding ground truth images

for network training.

Our main contributions can be summarized as follows:

• We propose an end-to-end haze relevant feature at-

tention network for single image dehazing, which can

directly recover haze-free images without the estima-

tion of atmospheric scattering model parameters. It in-

tegrates effective haze relevant features as additional

priors into the framework for better image dehazing and

does not require paired training images.

• A densely connected encoder-decoder structure is de-

rived as the generator, in which dense blocks are im-

plemented as the backbone to enhance the transmission

ability and reusability of features.

• A novel attention module is proposed to provide useful

information about haze regions and haze density in a

per-pixel manner, which serves as a guidance for the

subsequent network.

• Color loss is proposed to avoid color distortion and

generate clearer haze-free images associated with ad-

versarial loss, cycle consistency loss, identity loss and

perceptual loss.

• Through extensive experiments, our proposed method

performs favorably against the state-of-the-art dehazing

algorithms on both synthetic and real-world images.

The rest of this paper is organized as follows: In Section

2, we present a brief overview of the related work. The pro-

posed method is given in Section 3. Experimental results are

presented and discussed in Section 4. Finally, the conclusions

of this paper are provided in Section 5.

II. RELATED WORK

Single image dehazing and generative adversarial net-

work are the two topics that are most relevant to this paper.

We will give a brief overview of the related works in this

section.

A. SINGLE IMAGE DEHAZING

At present, there are roughly two kinds of research meth-

ods in terms of single image dehazing problems, and they

have achieved certain results, respectively. One is model-

based dehazing method which is based on classical atmo-

spheric scattering model. This kind of method utilizes pri-

or knowledge and physical model to remove haze in hazy

image. The other is learning-based method which relies on

powerful deep neural networks. This kind of methods learns

characteristics of haze through feature extraction, so as to

achieve better dehazing effect.

Model-based dehazing method heavily depends on atmo-

spheric scattering model, which can be formulated as

I(x) = J(x)t(x) +A (1− t(x)) , (1)

where I(x) is the hazy image, J(x) is the haze-free image or

the scene radiance, t(x) is the medium transmission map, and

A is the global atmospheric light on each x pixel coordinates.

t(x) can be formulated as:

t(x) = e−βd(x), (2)

where d(x) is the depth of scene point and β is defined as the

scattering coefficient of atmosphere. Based on atmospheric

scattering model, Tan [6] proposed maximizing local contrast

methods for image dehazing, where the color of output

images was too saturated, and a lot of details would be lost

after haze removing. He [7] proposed dark channel prior

(DCP) based dehazing method with good dehazing effect and

simple implementation, but it is susceptible to influence of

bright areas such as sky regions and has problem of high time

and space complexity. Color attenuation prior (CAP) theory

[8] established a linear model of scene depth and difference

between brightness and saturation of scenic spots to obtain

scene transmission map. Non-local prior [9] observes that

pixels in a given cluster are often spread over the entire image

plane and are located at different distances from sensors,

which can be translated to different transmission coefficients.

Based on hue disparity between original image and its semi-

inverse, Ancuti [10] proposed a fast semi-inverse approach to

detect and remove haze from a single image.

In recent years, there has been a large number of im-

age dehazing methods based on deep neural learning. Cai

[11] proposed an end-to-end single image dehazing network

called Dehaze-Net, which integrates artificial methods into

each layer of network and achieves good haze removal effect.

However, separate estimation of medium transmission rate

and atmospheric light value affects haze removal perfor-

mance to a certain extent. Chen [12] built a network model

based on the idea of radial basis function to achieve image

dehazing, which can recover more visible edges and details

of image. The All-in-One dehazing network (AOD-Net) [13]

was proposed with an end-to-end trainable model without re-

lying on any separate and intermediate parameter estimation

step. Qu [14] implemented two enhancing blocks based on

the receptive field model, which reinforced dehazing effect in

both color and details. Chen [15] adopted the latest smoothed

dilation technique in an end-to-end gated context aggregation

network to directly restore haze-free image.
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B. GENERATIVE ADVERSARIAL NETWORKS

Generative Adversarial Network (GAN) was proposed by

Goodfellow in 2014 [16], which is a new method used to

train generator model. GAN creatively combines the idea of

confrontation in game theory successfully with deep learn-

ing. GAN treats training process as a game between two

independent networks: generator network and discriminator

network, which attempts to classify samples as coming from

true distribution or model generated distribution as accurately

as possible. Whenever discriminator network notices a differ-

ence between two distributions, generator network slightly

adjusts its parameters to make the difference disappear, until

finally generator network accurately reproduces real data

distribution and discriminator network fails to distinguish

between true and false. In recent years, a variety of improved

GAN has been widely used in the field of image processing,

covering almost all the traditional image processing fields, as

well as some new applications, such as image editing [17],

image translation [18], style transfer [19] and so on.

Combined with the idea of GAN and duality learning, an

unsupervised learning method called cycle generative adver-

sarial network (CycleGAN) was proposed by Zhu [20]. The

basic idea is to use generator and discriminator to complete

the conversion between different image domains, and add

cyclic consistency to preserve content information of image

[21]. Cycle-Dehaze [22] enhances CycleGAN formulation

by combining cycle-consistency and perceptual losses to im-

prove the quality of textural information recovery for single

image dehazing. Liu [23] proposed a two stage mapping

strategy in each transformation path to enhance the effective-

ness of haze removal.

III. PROPOSED METHOD

In this section, we introduce the architecture of the pro-

posed haze relevant feature attention network in detail. First,

we present an overview of the architecture. Then we provide

details of generator module, haze relevant feature attention

module and discriminator module. Finally, we describe loss

functions that are utilized to train the networks.

A. OVERVIEW OF THE PROPOSED ARCHITECTURE

As shown in Fig.1, the network consists of two genera-

tors Ghaze, Gdehaze and two discriminators Dclear, Dhaze.

Ghaze translates haze-free images from clear domain to hazy

domain, while Gdehaze translates hazy images from hazy

domain to clear domain. Dclear and Dhaze classify whether

the reconstructed images are clear or hazy. Color loss is

proposed to avoid color distortion and generate clearer haze-

free outputs together with adversarial loss, cycle consistency

loss, identity loss and perceptual loss.

B. GENERATOR

The goal of generator Gdehaze is to directly restore a clear

image from a hazy image, without estimating atmospheric

scattering parameters. To achieve this goal, the generator is

FIGURE 1: The architecture of the proposed haze relevant

feature attention network.

designed to not only preserve content and detailed informa-

tion of origin hazy input image, but also remove haze as much

as possible.

In this paper, we propose a densely connected encoder-

decoder structure as the generater, where dense blocks are

implemented as backbone. Dense block was proposed in [24]

which connects each layer to every other layer in a feed-

forward mode. It has the potential to enhance transmission

ability and reusability of features, while alleviate vanishing-

gradient problem. As shown in Fig.2, firstly we concatenate

original hazy image and feature maps output by attention

block in the channel direction. The attention block derives

feature maps from several hand-designed priors to make the

following network aware of hazy regions, which will be

discussed in detail in the next subsection. The encoder is

mainly constructed with three dense blocks, which include

a series of bath normalization, ReLU and convolution op-

erations. To make full use of pre-trained weights, we adopt

the first three dense blocks with their corresponding down-

sampling transition layers from Dense-net121 [24], in which

the first dense block contains 6 densely-connected layers,

the second dense block contains 12 densely-connected layers

and the third dense block contains 24 densely-connected

layers. Each dense block is followed by a transition down

layer. After that, feature map size of encoding part is 1/32

of input size. Similarly, on the decoder side, three dense

blocks containing 16, 24 and 12 densely-connected layers are

employed with transition up layers. The size of feature maps

is gradually recovered to the input resolution. Furthermore,

skip connections are employed with same dimension feature

maps to recover multi-level details, and finally features from

encoder side are concatenated to decoder side. We present a

detailed description of the architecture in Table 1. Note that
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TABLE 1: The detailed description of the generator.

Layers Output Size Operation

Input 256 × 256

Attention
block

256 × 256
refer to haze relevant feature

attention module

Convolution 128 × 128 7*7 conv, stride 2

Normalization 128 × 128 BatchNorm 128

ReLU 128 × 128 Relu

Pooling 64 × 64 3*3 max pool, stride 2

Dense
Block1

64 × 64 [
1× 1 conv
3× 3 conv

] × 6

Transition
Layer1

64 × 64 1*1 conv

32 × 32 2*2 average pool, stride 2

Dense
Block2

32 × 32 [
1× 1 conv
3× 3 conv

] × 12

Transition
Layer2

32 × 32 1*1 conv

16 × 16 2*2 average pool, stride 2

Dense
Block3

16 × 16 [
1× 1 conv
3× 3 conv

] × 24

Transition
Layer3

16 × 16 1*1 conv

8 × 8 2*2 average pool, stride 2

Bottleneck
Block

8 × 8 [
1× 1 conv
3× 3 conv

] × 1

Transition
Layer4

8 × 8 1*1 convtranspose

16 × 16 2*2 upsample nearest

Dense
Block4

16 × 16 [
1× 1 conv
3× 3 conv

] × 16

Transition
Layer5

16 × 16 1*1 convtranspose

32 × 32 2*2 upsample nearest

Dense
Block5

32 × 32 [
1× 1 conv
3× 3 conv

] × 24

Transition
Layer6

32 × 32 1*1 convtranspose

64 × 64 2*2 upsample nearest

Dense
Block6

64 × 64 [
1× 1 conv
3× 3 conv

] × 12

Transition
Layer7

64 × 64 1*1 convtranspose

128 × 128 2*2 upsample nearest

Transition
Layer8

128 × 128 1*1 convtranspose

256 × 256 2*2 upsample nearest

Convolution 256 × 256 3*3 conv, stride 1

Normalization 256 × 256 BatchNorm 256

ReLU 256 × 256 Relu

Convolution 256 × 256 3*3 conv, stride 1

Tanh 256 × 256 Tanh

the growth rate is set to be k = 32, each "conv" layer shown

in the dense block contains sequence BN-ReLU-Conv, and

each "convtranspose" layer includes sequence BN-ReLU-

Convtranspose.

Since the role of generator Ghaze is to generate a hazy

image from a clear image, the attention block is not employed

in Ghaze, while the other part is basically the same as

generator Gdehaze. Specifically, the numbers of input channel

for the convolution operation on the fourth row of Table 1 are

18 for Gdehaze, and 3 for Ghaze since original hazy image is

convolved directly from clear domain to hazy domain, while

the other parameters remain consistent.

C. HAZE RELEVANT FEATURE ATTENTION MODULE

The domain knowledge of hazy and haze-free images are

asymmetrical, therefore it is hard to directly utilize Cycle-

GAN framework to solve the dehazing problem. Specifically,

hazy images contain hazy information and background, while

haze-free images only contain background. In this network,

we integrate some haze relevant features as basic priors into

design of the generator, since hazy regions and clear regions

differ from each other [25]. We extract several significant

features that are high correlated to the properties of hazy

images, detailed as follows.

1) Color Attenuation Feature

The color attenuation prior observes that the concentra-

tion of haze is positively correlated with difference between

brightness and saturation, since hazy regions in the image

are characterized with high brightness and low saturation.

According to [8], the simple and powerful prior can be

expressed as

h(x) = θ0 + θ1v(x) + θ2s(x), (3)

where x is position within input hazy image, h denotes

concentration of haze, v is brightness component and s is

saturation component. θ0 = 0.121779, θ1 = 0.959710 and

θ2 = −0.780245 are linear coefficients where the best results

are obtained after 120 million scene points training [8].

Fig.3 investigates the color attenuation feature of input

hazy image. As expected, denser haze results in higher

brightness, lower saturation and larger difference between

brightness and saturation. We also observe that brightness

and saturation are important pixel characters to estimate the

concentration of haze. Based on these, we utilize brightness,

saturation and color attenuation feature to build the bride

between hazy image and its corresponding concentration

map.

2) Multi-scale Dark Channel Feature

The dark channel prior is based on the following key ob-

servation that most local patches in haze-free images contain

some pixels that have very low intensities in at least one

color channel [7]. In mathematica, the observation can be

expressed as

Jdark(x) = min
c∈{r,g,b}

( min
y∈Ω(x)

(Jc(y))), (4)

where Jc is a color channel of the input image and Ω(x) is

a local patch centered at x. The value of patch size has an

immense impact on dark channel features. If the value is too

small, the dark channel will not tend to zero, while a large

value will result in over-dehazing. Therefore, we take multi-

scale dark channel as priors, in which patch sizes are set to

be 3, 7, 11 and 15.

Fig.4 depicts the multi-scale dark channel feature of input

hazy image. Since the appearance of haze in an image breaks

the statistical law that dark channel tends to zeros, we could

regard dark channel as haze-related feature.

3) Multi-scale Maximum Contrast Feature

Haze significantly reduces the contrast of image, the

higher the haze concentration, the lower the image contrast

4 VOLUME 4, 2016
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FIGURE 2: The densely connected encoder-decoder structure as the generator.

(a) Input (b) Brightness (c) Saturation (d) Color attenuation

FIGURE 3: The color attenuation feature of hazy images.

(a) Input (b) 3*3 patch (c) 7*7 patch (d) 11*11 patch (e) 15*15 patch

FIGURE 4: The multi-scale dark channel feature of hazy images.
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[26]. As such, we take maximum contrast as another haze-

relevant feature, which can be derived as

Jcon(x) = 1−

min
c∈{r,g,b}

( min
y∈Ω(x)

(Jc(y)))

max
c∈{r,g,b}

( max
y∈Ω(x)

(Jc(y)))
, (5)

where Jc is a color channel of the input image and Ω(x) is a

local patch centered at x. We also take multi-scale maximum

contrast feature where patch sizes are set to be 3, 7, 11 and

15.

As shown in Fig.5, the correlation between haze concen-

tration and maximum contrast feature is obvious, which then

will help remove haze from a hazy image.

4) Attention Module

Based on the observation that haze is usually unevenly

distributed in an image, we propose a novel attention module

which essentially provides useful information about haze

regions and haze density in a per-pixel manner. The central

idea is to learn the attention maps based on different haze-

relevant features in order to provide guidance for the network,

with which the subsequent network can play to its powerful

learning ability and autonomously learn appropriate weights

for each feature.

As shown in Fig.6, for multi-scale dark channel feature

and multi-scale maximum contrast feature, firstly we con-

catenate multi-scale feature maps as input, then we derive

attention map by pixel-wise multiplying original hazy image

with adaptive learning weights which are obtained with se-

quence Conv-BN-ReLu-Conv-Sigmoid operation. From this,

the network could pay more attention to haze regions while

retain important characteristics of haze-free regions.

FIGURE 6: Attention module for multi-scale dark channel

and maximum contrast feature.

For brightness, saturation and color attenuation feature,

the attention module is depicted in Fig.7. Firstly, 1×1, 3×3,

5×5 and 7×7 convolutions are implemented on input feature

which is derived from origin hazy image. Convolutions of

different scales can provide different receptive fields, which

preserve the details of features on various scales [27]. Next,

different feature maps are concatenated together before se-

quence Conv-BN-Sigmoid. Finally, pixel-wise multiplication

is implemented to obtain attention map, which will assist the

network to pay more attention to important regions.

FIGURE 7: Attention module for brightness, saturation and

color attenuation feature.

Finally, each feature map is passed through a 1 × 1
convolutional layer before concatenation, as described in

Fig.8.

FIGURE 8: The overall attention module.

The attention maps of different haze relevant features

are depicted in Fig.9, which provide some references to

the subsequent network about haze distribution of original

cropped hazy images.

D. DISCRIMINATOR

The goal of the discriminator is to distinguish whether

input image is hazy or clear. Ordinary discriminator outputs

a true or false vector to represent the evaluation of whole

image, while the discriminator is not suitable for high res-

olution, high detail preservation image domain. To solve this

problem, we employ the same PatchGAN architecture as

used in original CycleGAN paper [20]. PatchGAN is a full

convolution network, every element of output matrix corre-

sponds to a large receptive field of original image. The final

result is an average of all the values in the matrix, which fully

takes into account the effects of different parts in the image.

During training, the network is able to pay more attention to

the details of image. Note that the discriminator Dclear and

the discriminator Dhaze share the same architecture.
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(a) Input (b) 3*3 patch (c) 7*7 patch (d) 11*11 patch (e) 15*15 patch

FIGURE 5: The multi-scale maximum contrast feature of hazy images.

(a) Input (b) Bright (c) Saturation (d) Color attenua-
tion

(e) Dark channel (f) Maximum con-
trast

FIGURE 9: Attention maps of different haze relevant features.

E. LOSS FUNCTION

The objective loss function contains adversarial loss,

cycle consistency loss, perceptual loss, identity loss and color

loss. Then we describe these losses in detail.

1) Adversarial Loss

Adversarial loss is applied to match the distribution of

generated images to data distribution of target domain [20].

For the mapping function Gdehaze : X → Y and its

discriminator Dclear, we express dehaze adversarial loss as

LAdv dehaze = E[logDclear(y)]

+ E[log(1−Dclear(Gdehaze(x)))], (6)

where x ∈ X and y ∈ Y denote the hazy and clear image

datasets, respectively. Similarly, for the mapping function

Ghaze : Y → X and its discriminator Dhaze, the haze

adversarial loss can be defined as

LAdv haze = E[logDhaze(x)]

+ E[log(1−Dhaze(Ghaze(y)))]. (7)

2) Cycle Consistency Loss

Cycle consistency loss is also taken into account to

minimize the objective between original image and the cor-

responding cyclic image [20], which can be expressed as

Lcyc = E[||Ghaze(Gdehaze(x))− x||1]

+ E[||Gdehaze(Ghaze(y))− y||1]. (8)

3) Perceptual Loss

However, adversarial loss and cycle consistency loss

are not able to recover all textural information of heavily-
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corrupted hazy images. Therefore, perceptual loss is also tak-

en into consideration and the goal of this loss is to compare

images in a feature space rather than in a pixel space. To

measure the perceptual similarity in feature space, we focus

on feature maps extracted from the 2nd and 5th pooling

layers of a pre-trained VGG16 model [22], which can be

expressed as

Lper = ||φ(x)− φ(Ghaze(Gdehaze(x)))||
2
2

+ ||φ(y)− φ(Gdehaze(Ghaze(y)))||
2
2, (9)

where φ is the VGG16 feature extractor.

4) Color Loss

In the process of dehazing, it is necessary to recover color

information of original image under hazy scene. However,

color distortion is of common occurrence in reality. To solve

this problem, inspired by cycle consistency and perceptual

consistency, we propose a color consistency achieved by

color loss to preserve color features during dehazing. The

color loss compares original input image with reconstructed

cyclic image at hue and saturation spaces, where hue defines

wavelength of color and saturation represents depth of color

form the Hue-Saturation-Intensity model. The color loss can

be formulated as

Lcolor = λhueE[||ζ(x)− ζ(Ghaze(Gdehaze(x)))||1]

+ λhueE[||ζ(y)− ζ(Gdehaze(Ghaze(y)))||1]

+ λsarE[||ω(x)− ω(Ghaze(Gdehaze(x)))||1]

+ λsarE[||ω(y)− ω(Gdehaze(Ghaze(y)))||1], (10)

where ζ and ω are hue and saturation calculators, λhue and

λsar are weight parameters.

5) Identity Loss

In order to avoid hazy image being much enhanced or de-

stroyed by the proposed network, identity loss is introduced

to regularize the generator to be near an identity mapping

when hazy images are given as the input of Ghaze and clear

images are provided as the input of Gdehaze [22]. We express

identity loss as

Liden = E[||Ghaze(x)− x||1]

+ E[||Gdehaze(y)− y||1]. (11)

6) Overall Loss Function

The overall loss function for training can be defined as

Lall = LAdv dehaze + LAdv haze + λcycLcyc

+ λperLper + λcolorLcolor + λidenLiden, (12)

where λcyc, λper, λcolor and λiden are trade-off weights.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate our proposed haze relevant

feature attention network on both synthetic datasets and real-

world images. We compare our proposed methods against

the following state-of-the-art approaches: DCP [7], CAP [8],

AODNet [13], EPDN [14], GCANet [15], FFA-Net [28], Cy-

cleGAN [20] and Cycle-Dehaze [22]. Furthermore, ablation

studies are conducted to demonstrate the effectiveness of our

densely connected generator, haze relevant feature attention

module and proposed color loss function.

A. DATASETS

Realistic Single Image Dehazing (RESIDE) is a large-

scale benchmark consisting of both synthetic and real-world

hazy images for fairly evaluating and comparing single image

dehazing algorithms [29]. For training, we randomly selects

2000 clear images and 1000 hazy images from outdoor

training set (OTS), and 1000 hazy images from real-world

task-driven testing set (RTTS), since paired training images

are not required in out network. For testing on synthetic

datasets, 400 outdoor synthetic hazy images are chosen from

synthetic objective testing set (SOTS). For testing on real-

world images, 10 realistic hazy outdoor images are selected

from hybrid subjective testing set (HSTS) and 390 real-world

hazy images are provided by RTTS. We also evaluate the

proposed method on NH-Haze dataset [30], which is a novel

dataset consisting of 55 pairs of real haze free and nonhomo-

geneous hazy images that have been recorded outdoor. It is

worth noting that the NH-Haze dataset has been employed by

the IEEE CVPR 2020 NTIRE workshop associated challenge

on image dehazing [31].

B. IMPLEMENTATION DETAILS

In our architecture, all the images are resized to 256×256
and PyTorch framework is utilized with NVIDIA GEFORCE

GTX 1080 Ti GPU during training and testing phases. We

implement ADAM optimizer with a batch size 1 to train

the network, 200 epochs are preformed in order to ensure

convergence. The initial learning rate is set to be 0.0001 for

the former 100 epochs, with linear decay to 0 over the next

100 epochs. The trade-off weight parameters are empirically

set to be λcyc = 10, λper = 6, λcolor = 2, λiden = 5,

λhue = 2 and λsar = 3 during training.

C. EXPERIMENTS ON SYNTHETIC DATASETS

Firstly, we conduct experiments on SOTS to illustrate

the performance of our proposed architecture compared to

the other state-of-the-art methods including CycleGAN and

Cycle-Dehaze which require unpaired training images. Table

2 presents the quantitative results on average peak signal

to noise ratio (PSNR) and structural similarity (SSIM) met-

rics [32]. It can be observed that our haze relevant feature

attention architecture reaches the second best performance

in terms of both PSNR and SSIM, and achieves the gain

with 2.3182dB in PSNR and 0.0206 in SSIM compared

with Cycle-Dehaze algorithm, which demonstrates the ef-

fectiveness of our proposed module. FFA-Net achieves best

scores in terms of PSNR and SSIM metrics since the method

has been trained on RESIDE dataset with paired hazy and

corresponding haze-free images. However, FFA-Net fails to
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TABLE 2: Quantitative results with the other approaches on synthetic datasets.

Metrics DCP CAP AODNet EPDN GCANet FFA-Net CycleGAN Cycle-Dehaze Ours

PSNR 17.6690 18.7848 19.7868 21.4150 23.6187 31.8720 25.9386 26.6483 28.9665

SSIM 0.8743 0.8098 0.8706 0.8833 0.9273 0.9666 0.9191 0.9212 0.9418

TABLE 3: Quantitative results with the other approaches on NH-HAZE datasets.

Metrics DCP CAP AODNet EPDN GCANet FFA-Net CycleGAN Cycle-Dehaze Ours

PSNR 12.9442 12.7091 12.7581 13.1371 13.0308 12.1778 15.2999 15.9967 18.5397

SSIM 0.4854 0.4542 0.4485 0.5166 0.5367 0.4715 0.5622 0.5868 0.6352

generate visually pleasing results for nonhomogeneous hazy

scenes, which will be demonstrated on the next subsection.

Fig.10 depicts the visual comparisons on the synthetic

datasets. We observe that the atmospheric scattering model

based methods such as DCP, CAP and AODNet suffer from

unsatisfactory results with color distortion and sometimes

generate darker images compared to the ground truth. The

output from EPDN is fuzzy and not clear enough, while

GCANet restores haze-free images without sharper structures

and details. FFA-Net generates high contrast, sharper edges

and deals better with the variation of haze in the scene.

CycleGAN and Cycle-Dehaze methods fail to remove haze

thoroughly. Comparing with these methods, our proposed ar-

chitecture generates better visual haze-free images with less

color distortion and clear details, and improves the dehazing

results both qualitatively and quantitatively.

D. EXPERIMENTS ON REAL IMAGES

To evaluate the performance of our proposed method on

real images, we take visual comparisons provided by HSTS

and RTTS datasets. As shown in Fig.11, DCP suffers from

severe color distortion and CAP generates darker results.

AODNet, CycleGAN and Cycle-Dehaze methods are not

able to generate ideal haze-free images and the effect of

haze removal is not obvious. EPDN and GCANet also suffer

from color distortion and remain haze artifacts in some

areas. FFA-Net generates vivid colors and increased contrast,

but it tends to introduce a slight color shifting for this set

of images. Comparing with these algorithms, our proposed

architecture achieves better visual effect and restores more

detailed information with sharper structures.

The proposed method is also evaluated on NH-Haze

dataset, which contains paired nonhomogeneous hazy and

corresponding haze free images. The quantitative compar-

isons in terms of PSNR and SSIM are provided in Table

3, and the visual results are presented in Fig. 12. It is

observed that DCP, CAP, AODNet and FFA-Net methods

perform unsatisfactory dehazing effect with low PSNR and

SSIM results. EPDN and GCANet recover quite well the

image structure, but amplify color shifting artifacts while

removing haze. In contrast, CycleGAN and Cycle-Dehaze

perform less color artifacts and increased details, but may not

remove the haze completely. The proposed method generates

high contrast images with the best PSNR and SSIM values.

Although some textures may not be clear as the ground truth,

TABLE 4: Quantitative results with different generator

networks.

Metrics PSNR SSIM

GAN 25.9386 0.9191

GAN+D 27.6072 0.9379

GAN+A 27.0183 0.9305

GAN+D+A 28.9665 0.9418

TABLE 5: Quantitative results with different loss functions.

Metrics PSNR SSIM

Without both losses 26.6476 0.9284

With perceptual loss 27.2535 0.9369

With color loss 27.5087 0.9391

With both losses 28.9665 0.9418

the proposed architecture has a great potential and performs

in general better than the other considered techniques.

E. ABLATION STUDY

To better demonstrate the effectiveness of our proposed

architecture, we conduct a series of ablation studies for anal-

ysis. Firstly, we implement the following generator network

with different component combinations: 1) GAN: origin Cy-

cleGAN model is utilized; 2) GAN+D: the densely connected

encoder-decoder structure is implemented in the generater

based on CycleGAN; 3) GAN+A: the haze relevant feature

attention module is embedded in CycleGAN; 4) GAN+D+A:

the whole architecture of our proposed network. The quanti-

tative comparisons in terms of PSNR and SSIM are presented

in Table 4, and the visual results are provided in Fig. 13. It is

observed that incorporating dense blocks and attention blocks

achieves better PSNR and SSIM values with clearer and visu-

ally more pleasing haze-free images, since dense blocks are

able to extract and transfer image features more thoroughly,

and attention blocks give more guidance to the subsequent

networks with hazy regions and haze concentration.

To verify the effectiveness of loss functions proposed in

this work, we train the network without perceptual loss or

color loss, and the quantitative and qualitative results are

given in Table 5 and Fig. 14. As we can see, the models

trained with perceptual loss and color loss achieve better

performance in terms of PSNR and SSIM values. Further-

more, color loss makes the restored images more colorful and

effectively avoids color distortion, with which more natural

dehazed images can be obtained.

VOLUME 4, 2016 9



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2021.3100604, IEEE Access

Jiang et al.: Haze Relevant Feature Attention Network for Single Image Dehazing

(a) Origin (b) DCP (c) CAP (d)
AODNet

(e) EPDN (f)
GCANet

(g) FFA-
Net

(h)
CycleGAN

(i) Cycle-
Dehaze

(j) Ours (k) GT

FIGURE 10: Visual comparisons on synthetic datasets.

V. CONCLUSION

In this paper, we propose an end-to-end haze relevant fea-

ture attention network for single image dehazing, which does

not require pairs of hazy and corresponding haze-free images,

and does not need to estimate intermediate atmospheric scat-

tering parameters. We integrate effective haze relevant fea-

tures as additional priors into the generator architecture that

combines an encoder-decoder structure with dense blocks. A

novel attention module is proposed to provide useful infor-

mation about haze regions and haze density for better image

dehazing. Furthermore, color loss is proposed to avoid color

distortion. Experiment results demonstrate that our proposed

method reaches state-of-the-art performance on both public

synthetic datasets and real-world images. Through ablation

study, we demonstrate the effectiveness of different factors

on the performance of proposed architecture.
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